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ABSTRACT

This dissertation involves the study of epitaxial behavior of one-dimensional nanomaterials like single-walled carbon nanotubes and Indium Arsenide nanowires grown on metallic catalyst surfaces. It has been previously observed in our novel microplasma based CVD growth of SWCNTs on Ni-Fe bimetallic nanoparticles that changes in the metal catalyst composition was accompanied by variations in the average metal-metal bond lengths of the nanoparticle and that in turn, affected nanotube chirality distributions. In this dissertation, we have developed a very simplistic model of the metal catalyst in order to explain the nanotube growth of specific nanotube chiralities on various Ni-Fe catalyst surfaces. The metal catalyst model is a two-dimensional flat surface with varying metal-metal bond lengths and comprising of constituent metal atoms. The effect of the composition change was modeled as a change in the bond length of the model catalyst surface and density functional theory based calculations were used to study specific nanotube caps. Our results indicated that nanotube caps like (8,4) and (6,5) show enhanced binding with increased metal-metal bond lengths in the nanoparticle in excellent agreement with the experimental observations. Later, we used this epitaxial nucleation model and combined with a previously proposed chirality-dependent growth rate model to explore better catalysts that will preferentially grow an enhanced chirality distribution of metallic nanotubes. From our DFT calculations and other geometrical considerations for nanotube growth, we demonstrated that the pure Ni0.5Cu0.5 metal nanoparticles and its lattice-strained surfaces can serve as a promising catalyst for enhanced growth of metallic nanotubes. Finally,
we extended this model of epitaxial growth to study the growth of <111>, <100> and <110> oriented nanowires on gold metal nanoparticles where a faster growth rate of <111> nanowires was previously observed in experiments on shaped nanoparticles than that on spherical nanoparticles. The DFT calculations indicated an enhanced growth selectivity of the <111> oriented nanowires on the Au(111) surfaces. However, the DFT results also show that the <110> and <100> NWs will preferentially grow on the Au(100) surface than on the Au(100) surface. The epitaxial model based DFT calculations of nanotube and nanowire growth on metal catalyst surfaces presented in this dissertation, provide a deep insight into their epitaxial growth mechanisms and, can be easily exploited to layout better design principles of synthesizing catalysts that helps in growing these one-dimensional nanomaterials with desired material properties.
CHAPTER 1: INTRODUCTION

1.1 Dimensionality of Materials

The reduction of dimensionality in a material can create new materials that have properties significantly different from that of the bulk material properties. For example, the reduction of dimensionality in carbon gives rise to a wide variety of nanomaterials each with distinct structure and very exciting material properties. Figure 1.1 shows a few examples of nanomaterials available at each dimension of the carbonaceous material. The 3-dimensional (3D) carbon structure naturally exists in the form of diamond or graphite (Figure 1.1(a)). On reducing dimension to 2D, 1D and 0D; we obtain graphene, SWCNT and fullerene respectively (refer to Figures 1.1 (b), (c) and (d)). In this dissertation, we focus on the one-dimensional nanomaterials that are characterized by their high aspect ratios and anisotropic properties that make them suitable for a wide variety of applications.

1.2 One-Dimensional Nanomaterials

One-dimensional nanoscale materials (1D nanomaterial) such as single-walled carbon nanotubes (SWCNTs) and semiconductor nanowires (s-NWs) have attracted a great deal of interest for potential applications in advanced electronics, optical devices, sensors, renewable energy, and biology. 1D nanomaterials exhibit interesting and unparalleled properties due to effects of quantum confinement. For example, SWCNTs are capable of carrying enormous current densities, and can be either metallic or semiconducting depending on their atomic-scale structure, and III-V materials such as InAs NWs are characterized by high electron mobilities,
polarizable photoluminescence, and strong spin-orbit interactions. Both these 1D nanomaterials are grown by the metal-catalyzed chemical vapor deposition (CVD) method and over the years extensive research has enabled the growth of 1D nanomaterials with pure crystalline structures, higher yields and faster growth rates. Despite tremendous progress, a significant obstacle that remains for 1D nanomaterial research and technologies is precise control over their structure (i.e. defects, crystalline orientation, etc.). In the case of SWCNTs, current synthetic approaches are unable to control the chirality which refers to the rolling direction of the graphene sheet. Different chiralities of SWCNTs, whose diameters may only vary by fractions of nanometers, can be metallic or semiconducting. Current growth methods typically produce 67% semiconducting and 33% metallic tubes, preventing their applications in electronics where a high purity of material of a single electronic type is required. Similarly, the crystal structure of s-NWs which influences their electronic and optical properties has not been sufficiently controlled for applications. In particular, III-V NWs are characterized by twin defects, stacking faults, and polytypism that result in lower quantum efficiency, carrier lifetime, and carrier mobility. A deeper theoretical understanding of the structure-property relationships between the metal catalysts and 1D nanomaterials has been lacking. In this dissertation work, we have used Density Functional Theory (DFT) calculations to gain a deep insight into the epitaxial relationship between the structure of the metal catalyst surfaces and the properties of the 1D nanomaterials, such as the chirality and metallic behavior of SWCNTs and the growth orientation and phase stability of InAs nanowires. The dissertation work revolves around three major projects outlined below in the following section.
1.3 Outline of the Dissertation

In chapter 2, we detail the structural and electronic properties of one-dimensional nanomaterials like single-walled carbon nanotubes and semiconducting nanowires. In addition, we discuss the growth mechanism of these one-dimensional materials and also review the current literature involved in the epitaxial growth of these materials on different metal catalyst surfaces.

In chapter 3, we outline the basic principles of electronic structure theory. The role of density functional theory in providing a practical and an extremely accurate solution of the Schrödinger equation of many-body systems is explained. Finally, the implementation of the DFT code in the Vienna *ab-initio* software package (VASP) is discussed.

Chapter 4 deals with achieving narrow-chirality distributions of SWCNTs grown on various compositions of Ni\textsubscript{x}Fe\textsubscript{1-x} bimetallic nanoparticles and understanding how the chirality can be controlled by changing the composition of the bimetallic nanoparticle. We have used DFT calculations to model cap nucleation on bimetallic catalyst surfaces and find that an epitaxial relationship between the bimetallic catalyst and the cap structure supports the preferential growth of specific nanotube chiralites. Our DFT calculations show that chiralities such as (8,4) and (6,5) are more stable on surfaces corresponding to Ni\textsubscript{0.27}Fe\textsubscript{0.73} nanoparticles, while chiralities such as (9,4) and (8,6) are more stable on surfaces corresponding to Ni catalysts, in excellent agreement with experiments. Based on our DFT calculations, we conclude that tuning the composition of the metal nanoparticles changes the average metal-metal bond length in the nanoparticle and that in turn changes the nanotube chirality distributions.

In chapter 5, we explored the chiral enrichment of metallic nanotubes grown on Ni, Cu and Ni\textsubscript{x}Cu\textsubscript{1-x} nanoparticles by studying nanotube cap nucleation and the nanotube growth rates of various nanotube chiralities. We used the epitaxial nucleation model developed in chapter 4 to
explore the binding strengths of various nanotube cap chiralities. Nanotube growth on various catalyst surfaces is studied by calculating differences in armchair and zigzag dangling bond energies, relative chemical activity ratios and nanotube growth rates of various nanotube chiralities. Based on the binding strengths of various nanotube chiralities obtained from the DFT calculations and the relative chemical activity ratios and the nanotube growth rates, obtained from differences in the armchair and zigzag dangling bond energies on various catalyst surfaces, we conclude that the Ni\textsubscript{x}Cu\textsubscript{1-x} bimetallic nanoparticles with increased bond length or lattice-strained surfaces can be excellent metal catalysts in growing metallic nanotubes preferentially.

In chapter 6, we have explored the epitaxial relationship between the growth orientations of the InAs nanowires (NWs) grown on shaped Au nanoparticles. We have studied the epitaxial growth of small fragments of wurtzite (WZ) and zinc blende (ZB) phases of InAs nanowires (NW) and nanotubes (NT) with growth orientations of \langle111\rangle, \langle100\rangle and \langle110\rangle on Au(111) and Au(100) surfaces. From our DFT calculations and electron charge redistribution calculations, we find an epitaxial growth selectivity of the \langle111\rangle and \langle100\rangle/\langle110\rangle orientation of the InAs NWs with the Au(111) and Au(100) surfaces respectively.

In Chapter 7, we summarize the major findings of this dissertation and then conclude with general guidelines for future research directions to explore the epitaxial growth of these one-dimensional nanomaterials on metal nanoparticles.
Figure 1.1: Dimensionality of nanomaterials: (a) 3D bulk graphite, (b) 2D graphene, (c) 1D SWCNT and (d) 0D Fullerene.
CHAPTER 2: ONE-DIMENSIONAL NANOMATERIALS: STRUCTURE, PROPERTIES, GROWTH AND EPITAXIAL BEHAVIOR

2.1 Introduction

In this chapter, we discuss the structural and electronic properties as well as the epitaxial growth mechanisms of one-dimensional nanomaterials like single-walled carbon nanotubes (SWCNTs) and semiconducting nanowires (s-NWs). There is an intimate relation between the structure and the properties of these one-dimensional nanomaterials. Hence, a detailed understanding of their atomic structure is imperative for tailoring their mechanical, electronic and photonic properties that can be exploited for a wide variety of commercial applications. Another important aspect is that the metal-catalyzed growth of these nanostructures is significantly influenced by choice of the metal nanoparticle and the reaction conditions like temperature and total pressure. A promising potential exists for tuning the growth parameters to yield specific nanostructures with distinct properties. Thus, a detailed understanding of the influence of the growth parameters on the as-grown nanostructures can help in growing these 1D nanomaterials with desired properties. In particular, we have discussed here how the chirality of a SWCNT and the growth orientation of InAs NW are influenced by the epitaxial relationship with the structure of the metallic nanoparticles.

2.2 Carbon Nanotubes

Carbon nanotubes are a class of one-dimensional nanomaterial called nanotubes which have a general cylindrical geometry with the tube diameter ranging from 0.3-10 nm and the tube
length can go as long as a few \( \mu m \). Carbon nanotubes are the most commonly known as nanotubes though nanotubes of III-V materials like Boron-Nitride, Indium-Arsenide, etc. have also been observed. Among the nanotube materials, the carbon nanotubes have received huge interest over the last two decades for their extremely unique mechanical, optical and electronic properties. Carbon nanotubes are made of carbon atoms arranged in a cylindrical tube at the nanoscale. Carbon in its natural form exists in various allotropes like diamond and graphite with extremely different properties. Diamond is one of the hardest known materials and is used in cutting metals as the atoms in diamond form strongly bound \( sp^3 \)-hybridized bonds. On the other hand, the graphite is used as a lubricant as graphite has a layered structure with in-plane \( sp^2 \)-hybridized bonds in each layer but weakly bound carbon layers interacting through van der Waals interaction. The self-assembly of the carbon atoms at the nanoscale results in bond formation among the carbon atoms eventually leading to a growth of one-dimensional carbon chains and then, two-dimensional carbon mats. Under the correct growth conditions, these carbon chains and mats can form a wide variety of nanostructures like fullerenes, graphene sheets, carbon nanorods, carbon nanoribbons, carbon nanocones, carbon nanowhiskers, carbon nanoflowers, carbon nanoonions, carbon nanobulbs, carbon nanopipettes, multi-walled carbon nanotubes (MWCNTs) and single-walled carbon nanotubes (SWCNTs).

The nanoscale dimensions of the CNTs lead to quite interesting and often unexpected properties due to effects of quantum confinement. CNTs have unusually highly electrical conducting properties, exceptionally high mechanical strength and excellent thermal conducting properties. Based on these unique properties of the CNTs, many potential applications have been explored, including the use of nanotubes as field-effect transistors, nanoprobe tips, storage or filtering media and nanoscale electronic devices.
2.2.1 Structure and Chirality

The single-walled carbon nanotube has a hollow cylinder like structure. It can be imagined to be built of a rolled up sheet of hexagonal-oriented carbon atoms, called graphene. Many other properties can be derived from the properties of graphene (graphene sheet model) which serves as the basis for the nanotube structure and allows deriving the properties through boundary conditions/restrictions. A SWCNT, consists of only one wall, however, the way the atoms arrange on the wall, called chirality, determines the properties of the single-walled carbon nanotube. For example, the electronic band structure follows from the arrangement of the carbon atoms on the tube wall, called chirality.

We first describe the geometry of the 2D graphene model and then, we demonstrate how the chirality of the nanotube can be derived from this model. The nanotube can be atomistically modeled as a rolled up sheet of graphene, a planar sheet of carbon atoms arranged in a honeycomb lattice. Figure 2.1(a) shows the description of the geometrical parameters of the nanotube that can be derived from the graphene sheet model. The graphene basis has two carbon atoms at \(0. (\overrightarrow{a_1} + \overrightarrow{a_2})\) and \(\frac{2}{3}. (\overrightarrow{a_1} + \overrightarrow{a_2})\), as shown at the right side of 2.1(a). To generate the structure of a nanotube of a certain chirality only two carbon atoms and some symmetry considerations are needed.\(^1,2\) The two atoms are mapped onto a cylinder and the application of axial rotations and screw operations allow generating the positions of the other atoms.\(^1\) The graphene basis vectors \(\overrightarrow{a_1}\) and \(\overrightarrow{a_2}\) form an angle of 60°and can be defined as

\[
\overrightarrow{a_1} = a \overrightarrow{e_1} = a. (1,0)
\]

\[
\overrightarrow{a_2} = \frac{a}{2} \overrightarrow{e_1} - \frac{\sqrt{3}}{2} \overrightarrow{e_2} = a \cdot \left(\frac{1}{2}, -\frac{\sqrt{3}}{2}\right)
\]
where, \( a = \sqrt{3}d_{C-C} = 2.461 \, \text{Å} \), is the graphene lattice constant, \( d_{C-C} = 1.421 \, \text{Å} \) is the carbon-carbon bond length, and \( \vec{e}_1, \vec{e}_2 \) are the unit vectors in \( x \) and \( y \) direction of the cartesian coordinate system shown at the right hand side of Figure 1(a). Rolling the graphene sheet around the circumference allows to completely define the geometry of the CNT by the two chiral indices \((n,m)\) which specify the relative positions of two points on the hexagonal sheet of carbon atoms. The circumference of the rolled up sheet yields the chiral vector as:

\[
\vec{C}_h = n\vec{a}_1 + m\vec{a}_2
\]  

(2.3)

The chiral vector defines the chirality of any nanotube and joining the carbon atoms at the two ends of this chiral vector defines the circumference of the nanotube. The diameter of a nanotube can be derived from the formula of the circumference of a circle, representing the 2D projection along the tube axis of the cylindrical tube as

\[
d = \frac{|\vec{C}_h|}{\pi} = \frac{a}{\pi}\sqrt{n^2 + nm + m^2} = \frac{a}{\pi}\sqrt{N}
\]  

(2.4)

with \( N = n^2 + nm + m^2 \) and \( a = 2.461 \, \text{Å} \) is the graphene lattice constant. As shown in Figure 2.1(a), the chiral angle \( \theta \) is measured clockwise from \( \vec{a}_1 \) to the circumferential vector is given as:

\[
\theta = \cos^{-1}\left(\frac{\vec{a}_1 \cdot \vec{C}_h}{|\vec{a}_1| \cdot |\vec{C}_h|}\right) = \cos^{-1}\left(\frac{2n + m}{2\sqrt{n^2 + nm + m^2}}\right)
\]

\[
= \tan^{-1}\left(\frac{\sqrt{3}m}{2n + m}\right)
\]  

(2.5)

As shown in Figure 2.1(b), the chiral angle is ordinarily defined for 0 to 30° where the chiral angles of 0° and 30° refers to a zigzag \((n,0)\) and armchair \((n,n)\) nanotubes respectively and the intermediate chiral angles refer to chiral nanotubes. The translational vector describes the translational symmetry along the tube axis and can be represented in terms of the lattice vectors and chiral indices \((n,m)\) as
As shown in Figure 2.1(a), it can be constructed perpendicular to the circumferential vector \( \vec{C}_h \) lying in the honeycomb lattice, which allows to determine the minimum translational repeat length along the nanotube axial direction by \( T = \sqrt{3} \left| \vec{C}_h \right| / L \) with \( L = \gcd(2m + n, 2n + m) \), where \( \gcd \) stands for the greatest common divisor.\(^1\) This means \( L = g \), with \( g = \gcd(n, m) \), unless \( \frac{(n-m)}{3g} \) is an integer, in that case \( L = 3g \). The repeat unit of a nanotube along the cylindrical surface is the rectangular cross-sectional area formed by the translational repeat length along the nanotube axial direction \( T \) and the diameter \( d \) (refer to Figure 2.1(a)). The number of carbon atoms in the repeat unit can be quite large and that makes the DFT calculations of the nanotubes quite expensive. To estimate the number of the atoms in the repeat unit, we start with the number of atoms in a unit cell of graphene, which has 2 carbon atoms per unit cell. The area of the graphene unit cell can be calculated with \( A_g = |\vec{a}_1 \times \vec{a}_2| = \frac{\sqrt{3}}{2} a^2 \). The area of the strip that is rolled up to form the minimum sized translational unit cell of the nanotube is given by \( A_T = \sqrt{3} \left| \vec{C}_h \right| / L = \sqrt{3} a^2 (n^2 + nm + m^2) / L \). The number of carbon atoms in the unit cell \( n_c \) follows from the number of hexagons contained in the translational unit cell multiplied by 2:

\[
n_c = 2 \frac{A_T}{A_g} = 4 \frac{(n^2 + nm + m^2)}{L}
\]

with \( n_c = 4g \) for chiral tubes.

The importance of controlling the chirality of the nanotube stems from the fact that the chirality of the nanotube governs the electronic properties i.e. the metallic/semiconducting behavior of the nanotube.\(^3,4\) We can use the graphene sheet model to derive the electronic
properties of the nanotube in the following way. Figure 2.2 shows the first Brillouin zone, the reciprocal lattice vectors and the high symmetry k-points in the graphene lattice. The reciprocal lattice vectors of the graphene sheet can be calculated from the graphene basis vectors \( \overrightarrow{a_1}, \overrightarrow{a_2} \) as

\[
\overrightarrow{k_1} = \frac{2\pi}{a} \overrightarrow{e_1} + \frac{2\pi}{\sqrt{3}a} \overrightarrow{e_2} = \frac{2\pi}{a} \left( 1, \frac{1}{\sqrt{3}} \right) \tag{2.8}
\]

\[
\overrightarrow{k_2} = -\frac{4\pi}{\sqrt{3}a} \overrightarrow{e_2} = \frac{2\pi}{a} \left( 0, -\frac{2}{\sqrt{3}} \right) \tag{2.9}
\]

\[
\overrightarrow{k_3} = \frac{2\pi}{a} \overrightarrow{e_3} = \frac{2\pi}{a} (0,0,1) \tag{2.10}
\]

This allows drawing the first Brillouin zone of graphene as shown in Figure 2.2. The high symmetry points can be found at

\[
\Gamma = 0 \cdot (\overrightarrow{k_1} + \overrightarrow{k_2}) = (0,0) \tag{2.11}
\]

\[
K = \frac{1}{3} \cdot (\overrightarrow{k_1} + 2\overrightarrow{k_2}) = \frac{2\pi}{a} \left( \frac{1}{3}, -\frac{1}{\sqrt{3}} \right) \tag{2.12}
\]

\[
M = \frac{1}{2} \overrightarrow{k_2} = \frac{2\pi}{a} \left( 0, -\frac{1}{\sqrt{3}} \right) \tag{2.13}
\]

The periodicity of the graphene lattice restricts the band structure to the first Brillouin zone. The valence band and conduction band touch each other at the K points shown at the corners of the first Brillouin zone. The wave vectors of the K points are given with \( \pm \frac{2k_1+k_2}{3}, \pm \frac{k_1+2k_2}{3} \) and \( \pm \frac{k_1-k_2}{3} \). By invoking a one-parameter tight-binding model with periodic boundary conditions for the circumferential vector as

\[
\overrightarrow{k} \cdot \overrightarrow{C_h} = 2\pi j \tag{2.14}
\]

with integer \( j \), we can determine whether a certain chirality is metallic or semiconducting. The nanotube states are restricted to a set of parallel lines (as shown in red color in Figure 2.2 for
the (5,5) nanotube) in the reciprocal lattice of graphene by imposing the boundary conditions.\(^1,3,4\) The red colored parallel lines are perpendicular to the chiral vector \(\overrightarrow{C_h}\) and each parallel line corresponds to a different value of \(j\) with the separation distance between the parallel lines given as \(2\pi / |\overrightarrow{C_h}| = 2/D.\) Inserting the wavevector \(\overrightarrow{k_1} - \overrightarrow{k_2}\) in the above equation yields the condition \(n - m = 3j\), which means that about 1/3 of the nanotube chiralities will be metallic.\(^1\) The other 2/3 of the nanotube chiralities are semiconducting with a bandgap that is inversely related to the diameter of the tube. Among all the metallic nanotubes, only the armchair tubes are truly metallic as the curvature shifts the lines slightly away from the K points, which leads to a small gap for tubes with bands of the same symmetry (non-armchair).

The precursor to the growth of an ultra-long cylindrical nanotube is the formation of a half fullerene nanostructure known as the nanotube cap. The nanotube cap forms the end structures of an ultra-long cylindrical nanotube. Figure 2.3 shows the structural relationship between the cylindrical nanotube, the nanotube cap and the fullerene structure with an example of the (5,5) nanotube. A capped (5,5) nanotube is shown with its constituents the hemispherical (5,5) nanotube cap and the cylindrical nanotube. The rim (highlighted in red) of the nanotube cap binds to the nanoparticle surface and plays an important role in the nucleation and the growth of the SWCNT by fixing the nanotube chirality. The nanotube cap structure can be derived from the structure of a fullerene and is in fact a half-fullerene as shown in Figure 2.3(d). According to the Euler criterion for curved surfaces, fullerenes require exactly 12 pentagons and rest hexagons to induce the curvature required to close them.\(^5\) Since nanotube caps are half-fullerenes, they will have exactly 6 pentagons in their atomic structure to yield the curvature such that a nanotube can grow from it.\(^6,7\) The rim of the nanotube cap has 3 distinct growth sites for the addition of carbon atoms viz. the armchair site (\(aa.aa\)), the zigzag site (\(z.z\)) and the kink site (\(aa.z\)). The
relative ease of carbon addition at these sites plays a key role for determining the growth rates of
the nanotubes and hence, affecting the chirality distribution. Again the nanotube rim remains
unchanged after 2 layers of carbon addition to the nanotube rim as shown in Figure 2.3(a)
(highlighted in red and yellow). All these structural features of the nanotube caps are discussed
in detail in chapters 4 and 5.

2.2.2 Nanotube Growth

There are primarily three different methods used to grow carbon nanotubes viz. arc
discharge, laser ablation and chemical vapor deposition (CVD). Among these three growth
techniques, the CVD method has become the most popular growth technique considering its
scalability and the versatility in controlling the reaction parameters that enable chiral-selective
growth. The CVD growth method involves the thermal decomposition of a carbon precursor
gas on a metal catalyst in a heating furnace. A wide variety of carbon precursor gases including
CO and the hydrocarbons such as C₂H₂⁹, C₂H₄¹⁰, CH₄⁹, CH₃OH¹¹ and C₂H₅OH¹¹ can be used to
grow the SWCNT. There are primarily two modes of growth for the SWCNTs in the CVD
method: the tip growth and the root-based growth. Figure 2.4 shows the schematic illustration
for (a) the tip-based growth and (b) the root-based growth of the SWCNT on the metal
nanoparticle. The tip growth model proceeds by the carbon atoms pushing the metal
nanoparticle away from the substrate effectively lifting off the metal nanoparticle during the
nanotube elongation. Two important factors are essential for the tip growth; firstly, the diffusion
time of carbon atoms inside the bulk of the metal nanoparticle should be shorter than the time
required by the carbon atoms to get saturated on the surface of the metal nanoparticle. Secondly,
the gain in energy for the carbon atom in transferring from the metal nanoparticle to the nanotube
should be higher than the adhesion energy between the metal and the substrate. In the root-based
growth mode, the metal nanoparticle remains attached to the substrate throughout the nanotube
growth.\textsuperscript{12} Once the surface of the metal nanoparticle is supersaturated with carbon atoms, it
forms carbon chains and eventually lifts off as a nanotube cap. Further elongation of the
nanotube proceeds by carbon atom addition at the base of nanotube (i.e. at the nanotube-
nanoparticle interface). The primary requirement for the root-base growth method is moderate
binding energy between the substrate and the metal nanoparticle, as strong interactions can
flatten the nanoparticle thereby dampening the template effect of the metal nanoparticle on the
nanotube. On the other hand, too weak interactions are detrimental to nanotube growth as the
metal nanoparticle can become quite large for nanotube nucleation and can get encapsulated by
amorphous carbon. In addition, there is a requirement for moderate binding energies between
the carbon atoms and the metal nanoparticle as too strong adhesion strengths would prevent the
nanotube cap to lift off from the nanoparticle surface and can result in the dome closure of the
caps whereas, too weak carbon-metal adhesion strength can prevent the nucleation of the
nanotube cap itself.\textsuperscript{13,14}

Two basic models have been suggested for the growth of nanotubes, the vapor liquid-
solid (VLS) model and the screw-dislocation model. The vapor-liquid-solid (VLS) model was
first developed for the growth of silicon whiskers, which do not contain an axial screw
dislocation making an impurity essential for the growth.\textsuperscript{15} The impurity allows forming a liquid
silicon-gold alloy droplet, which becomes saturated with silicon leading to the precipitation and
growth of silicon atoms to a whisker.\textsuperscript{15} For the nanotube growth the liquid droplet corresponds
to a metal-carbide particle, which after saturation precipitates carbon atoms that grow into the
nanotube.\textsuperscript{12} The screw dislocation model is a standard model developed for the growth of
crystals, which states that real crystals are not perfect. The imperfections, i.e. dislocations
ending in the surface with a screw component, serve as a site for the addition of a new layer and avoid the high energy barrier occurring for completed planes. The main paper on carbon nanotubes by Iijima suggested using a screw dislocation model to explain the growth of nanotubes, as the tubes can have spiral growth steps at the tube ends/rims.\textsuperscript{16,17} Later Ding et al. used the model to derive dependence between the chirality and the growth rate of the nanotube.\textsuperscript{18} They identified kinks (see \textit{aa.z} growth sites) as low-energy-barrier addition sites for carbon atoms.\textsuperscript{18} Following Ding et al. the growth is driven by a monotonous free energy decrease

\begin{equation}
\Delta G = -\Delta \mu \cdot N
\end{equation}

with “\(\Delta \mu\) being the driving chemical potential drop between the carbon dissolved in the catalyst and its bound state in the tube lattice” and \(N\) the number of added carbon atoms.\textsuperscript{18} However, only chiral tubes contain kinks during the whole elongation process, achiral tubes (armchair and zigzag) grow in layers. If a carbon layer is completed an activation energy \(G^*\) is required to initiate the growth of a new layer, which results from the under-coordinated carbon atoms at the newly emerging kinks.\textsuperscript{18} This leads to the free energy decrease of

\begin{equation}
\Delta G = G^* - \Delta \mu \cdot N
\end{equation}

rendering the growth of achiral tubes significantly slower than compared to the growth of chiral tubes, if \(G^* \gg k_b T\).\textsuperscript{18}

In the following we present the detailed growth process of CNTs within the chemical vapor deposition method. The growth process of carbon nanotubes in the CVD method can be divided in four phases: the preparation/pretreatment phase, in which the catalyst and substrate are prepared\textsuperscript{19,20} the nucleation phase, in which the nanotube caps form\textsuperscript{21,22}, the growth phase, in which the nanotubes elongate with a chirality dependent growth rate, and a termination phase, in which the growth ends.\textsuperscript{20,23}
The aim of the preparation phase is to grow small clusters on a substrate as templates for the nanotube caps. Therefore a metal catalyst layer is epitaxially grown on a carefully chosen/designe substrate and a heat and/or plasma treatment induces the nucleation of catalyst particles due to inter-atomic diffusion and the difference in the surface free energy of the substrate and the metal catalyst. The pretreatment is often performed under a reducing gas atmosphere to increase the rate of reduction and sintering of metal clusters.

The introduction of a carbon precursor gas, initiates the nucleation phase. The precursor gas is generally accompanied by an etching buffer, and/or carrier gas to generate a gas flow in the system and to prevent the encapsulation of the catalyst particle, which likely terminates the growth. The carbon precursor gas either impinges on the catalyst/substrate or it is partly decomposed in a plasma and the atoms impinge on the catalyst/substrate. The precursor gas atoms adsorb at the catalyst surface to become decomposed in carbon atoms and a moiety of the precursor, meanwhile the etching gas removes excess carbon feedstock or prevents Ostwald ripening. The carbon atoms diffuse on the surface, sub-surface, or through the bulk of the catalyst and start to form carbon structures, e.g. chains, Y-like carbon chain junctions, or seed pentagons. The carbon seed structures form curved graphene-like sheets through the curved template form of the catalyst. The curvature is induced by the pentagons in the graphene-like sheets, which were found to be energetically favorable in the nucleation phase, as the bond saturation is increased due to the curvature.

The lift off of the graphene-like sheets in the form of a carbon nanotube cap ends the nucleation phase. The carbon nanotubes elongate with a chirality dependent growth rate without changing their chirality, as rearrangements of the chirality are costly. Carbon atoms therefore add at the edge of the nanotube and elongate the tube until the growth phase is ended due to a
lack of carbon supply, named the termination phase. The termination phase generally ends with the extraction of the nanotubes from the catalyst/substrate. The extracted nanotubes are then processed in a post processing phase for experiments or industrial use.

2.2.3 Chiral-selectivity and Epitaxial Behavior

In the earlier sections, we focused on the carbon vapor deposition (CVD) method and explained the nanotube growth mechanism in detail. Initial research on the nanotubes was aimed at growing nanotubes on various metal nanoparticles. When fabrication of nanotubes became relatively easy, researchers started focusing on the structure control at the mesoscopic level, that is, the alignment and growth orientation of the SWCNT arrays. The next stage was to focus on the structure control at the microscopic level, that is, the control of the length and diameter of the nanotubes and their overall yield. However, a great obstacle in their widespread usage in device applications comes from the inability to grow purely metallic or semiconducting nanotubes of distinct chiralities. Efforts have been made to control the chirality of the nanotube at the nucleation stage by growing nanotubes on a variety of metal and non-metal catalysts as well as by trying to separate the metallic and semiconducting nanotubes by various post-growth separation techniques. However, the control of growing a nanotube with a single chirality is the ultimate challenge in making their application widespread.

The physical appearance of CNT is black in color due to the agglomeration of individual nanotube chiraities. Nanotube solutions are mostly gray to black, depending on its concentration and the surfactant. Post-processing of the as-synthesized SWCNTs to separate the chiralities yields phases of various colors, representing an enrichment of nanotubes of certain chirality. Once separated the isolated tubes can be metallic, semi-metallic or semiconducting with various
bandgaps only depending on the way the atoms arrange on the tube surface, meaning the chirality.

A good starting point for chirality selection is to reduce the number of possible chiralities that can be accessed with the specific experimental growth conditions. Therefore a first step towards chirality selective growth is the preparation of the catalyst particles, as a strong correlation between the catalyst size and nanotube diameters has been suggested. This makes the small diameter carbon nanotubes especially interesting for chirality selective growth, as the number of accessible chiralities is limited for diameters in a small diameter range. A narrow catalyst particle size distribution therefore leads to a narrow chirality distribution, simplifying the problem to select certain chirality.

An experimental study reported the enrichment of metallic tubes (91% up from 33%) due to the variation of the noble gas ambient during the thermal annealing of the catalysts. The catalyst morphology changed in dependence of the noble gases ambient, which was suggested to demonstrate dependence between the catalyst morphology and the electronic structure of the grown carbon nanotubes. Another study reported enrichment of semiconducting tubes (88% up from 67%), especially of the (6,5) chirality (45%) due to the low temperature growth on a bimetallic FeCu/MgO catalyst. A preferential growth of semiconducting nanotubes was suggested for smaller diameters, as their formation energy was found to be lower than the formation energy of semi-metallic and metallic tubes. The use of bimetallic catalysts, e.g. NiFe, CoMo was observed to lead to a narrowing of the chirality distribution.

It had been previously suggested that the formation energy for caps on a catalyst particle depend on the fit between the cap and the catalyst surface, which would allow designing catalyst particles that enhance the yield of certain chiralities in the nucleation phase. This follows, as
the chirality of the nanotube grown from a specific nanotube cap is unique.\textsuperscript{7} Another study, however, pointed out that only the diameter of the cap/nanotube can be controlled by the catalyst particle and excluded the chirality control.\textsuperscript{33} The authors of the study argue, that the growth temperature required for the carbon diffusion on the catalyst would lead to a surface or bulk melting of the catalyst particle, preventing a lattice matched chirality selection mechanism.\textsuperscript{33} They further argue, that the catalyst particles change their shape during the growth process even at low growth temperatures.\textsuperscript{21} The catalyst particle was found to act as a template for the cap, while the cap also shapes the catalyst, meaning interplay of ‘template’ and ‘inverse-template’ effect, with a stronger effect from the catalyst on the nanotube.\textsuperscript{34} Another study stated that the edge/surface energy of the nanotube (grapheme sheet) on the catalyst decides the chirality of the tube during the nucleation phase, as armchair and zigzag edge energies are different for different catalysts. The study, however, did not consider pentagons, 6 needed for the inclination of the cap\textsuperscript{35,36} and neglected the change in the rim structure, especially the number of carbon addition sites, with every carbon addition.\textsuperscript{37,38}

In an earlier study, the difference of the edge energy of armchair and zigzag sites on various metals had already been observed.\textsuperscript{39} This difference in the edge energies of the armchair and zigzag sites was suggested to be the key parameter in governing the growth rate of the nanotube rim. If the chirality is “quenched” in the nucleation phase, the only way to change the yield of the chiralities during the elongation phase is by a chirality dependent growth rate.\textsuperscript{37} The theoretical model presented by Ding \textit{et al.} considers kinks as carbon addition sites and finds a linear dependence of the growth rate on the chiral angle.\textsuperscript{18} In Dumlich \textit{et al.}’s\textsuperscript{37} growth model of a chirality dependent growth rate they extended the idea of Ding \textit{et al.}’s model and included the influence of more external parameters, i.e. temperature and catalyst. They suggested that the key
is to manipulate the energy difference between armchair and zigzag dangling bonds through the choice of metal catalyst and growth conditions.\textsuperscript{37} Recently, strong experimental evidence for the model of the chirality dependent growth rate was reported.\textsuperscript{40} The experimental study used \textit{in-situ} Raman spectroscopic measurements to determine the growth rates in dependence of the chirality and found that the growth rate of the tubes depends on their chirality. A recent growth model for the island growth of graphene of the Yakobson group\textsuperscript{27} can be regarded as an extension to their previous growth models presented in the papers of Ding \textit{et al.}\textsuperscript{18} and Liu \textit{et al.}\textsuperscript{41}. In the extended version of the model various edge structures are considered and their energy stability is calculated.\textsuperscript{27} This allows simulating the atom addition to a grapheme edge and deriving the addition probability to a certain site from the energy of the calculated edge configurations.\textsuperscript{27} They find that the first carbon addition to a zigzag edge is strongly endoergic, and [the atom] is likely to fall back onto the substrate”, which corresponds to a larger barrier for the growth of zigzag edges than for armchair edges.\textsuperscript{27} After the first addition to the zigzag site the growth can occur very fast, as a kink site is created which grows without energy barrier.\textsuperscript{27} The study further applied transition state theory and determined the decomposition rate of the nanotube to estimate an upper limit of the armchair growth rate (corresponding to the difference of carbon addition to the nanotube and decomposition of nanotube atoms) with, e.g., 1 mm/s for a growth temperature of 1300 K on Fe.

A recent study pointed out that the carbon solubility and wetting properties of catalyst nanoparticles are especially important to optimize the growth of nanotubes for specific chiralities.\textsuperscript{42} The growth simulations of the study found that the wall of the nanotube cap grows parallel to the molten/surface-molten catalyst with addition of short carbon chains before the cap detaches and lifts off for elongation.\textsuperscript{42} The nanotube stays connected to the catalyst through a
diffuse carbon network, which serves as carbon addition site. In-situ transmission electron microscopy footage of the nanotube nucleation indicates that this growth model might be applicable for certain growth conditions, however, other growth conditions might lead to the conclusion that the cap elongates from the particle surface without the intermediate tangential growth step. Another study which included the effect of the substrate found that the detachment of the cap depends on the adhesion energy between the catalyst and the substrate, as the capillary forces of the nanotube growth are counteracted by the substrate. A high adhesion energy between the substrate and the catalyst particle were found to lead to a flattened shape of the catalyst particles with a low wetting angle. The study further suggested that the occupation of hollow sites is a key factor to establish a good fit between the nanotube edge and the catalyst particle, which increases the interaction strength. The interplay between the adhesion energy and the strain energy was found to be important for the lift-off step of the cap, which was suggested to be chirality selective.

The chirality, however, does not necessarily need to remain constant during the nucleation process. In a reactive molecular dynamics/Monte Carlo simulation which applied a force field (ReaxFF) a change of the chirality was observed during the nucleation process of the cap, which resulted from the restructuring of the cap structure due to the interaction with the metal catalyst. Another study, which simulated preformed nanotube caps without a catalyst (in vacuum), found that the change of the chirality is possible with the addition of single carbon atoms to the edge of the nanotube cap, while the caps/tubes are elongated for carbon dimer addition.

Even though extensive research effort has been put into the topic of chirality selective growth, it is still not possible to grow a specific chirality. It is not even clear, if chirality
selective growth is possible in the sense that certain growth conditions grow only one specific nanotube chirality. It has been shown, however, especially in the last few years, that the chirality distributions can be narrowed and certain control of the chirality is possible. Combined with post processing, we are nowadays able to produce samples of only a few or even one chirality. However, we still do not understand the details of the chirality selection completely.

In this dissertation in chapters 4 and 5, we have tried to address the issue of chiral-selectivity of SWCNTs by studying the epitaxial relationship of the as-grown SWCNTs on the metal catalyst nanoparticles. In chapter 4, we explain our experimental observations of enhanced growth of certain semiconducting chiralities like (8,4) and (6,5) nanotubes on Ni<sub>x</sub>Fe<sub>1-x</sub> catalyst surfaces through an epitaxial nucleation model. In chapter 5, using a combination of the epitaxial nucleation model and a chirality-dependent growth rate proposed by Dumlich et al., we predict suitable catalysts for the enhanced growth of metallic nanotube chiralities.

2.3 Semiconducting Nanowires

Among the various other 1D nanostructures, semiconducting nanowires (s-NWs) have attracted a great deal of interest for potential applications in advanced electronics, photonics, sensors and energy conversion. These 1D nanomaterials are ideal building blocks for nanoscale devices, similar in shape and geometry to wires, but reduced to the nanoscale where quantum confinement effects are present. As a result, s-NWs exhibit interesting and unparalleled properties. For example, III-V materials such as InAs NWs are characterized by high electron mobilities, polarizable photoluminescence, and strong spin orbit interactions. Various combination of materials have been used to synthesize semiconducting nanowires: group IV elements like diamond, Si or Ge; group II-VI compounds like ZnO, ZnS, ZnSe, CdSe,
CdS, CdTe and a large variety of group III-V nanowires like BN, BP, Bas, AlN, AlP, AlAs, AlSb, GaN, GaP, GaAs, GaSb, InN, InP, InAs, InSb. The reason for exploring such a wide variety of s-NWs stems from the fact that the bandgap range for these s-NWs can vary from 0.3-7 eV and bandgap type can be direct or indirect; such a wide variance in their properties makes them useful for a wide variety of electronic and photonic applications.

2.3.1 Structure and Phase Stability

Nanowire can be defined as a solid crystalline fiber having a cylindrical nanostructure where the diameter is confined to tens of nanometers but the length dimension is unconstrained along the axial direction. Structurally, the key feature that distinguishes the nanowire from the nanotube is that whereas all the carbon atoms of the nanotube have $sp^2$-hybridization and are entirely on the cylindrical surface, the interior of the nanowire consist of atoms forming tetrahedral bonds and the nanowire surface has atoms with dangling bonds. The diameter of the nanowire is the most important geometrical parameter for the stability of the nanowire as it governs the surface to bulk ratio of the atoms in the nanowire. This stability is governed by a competition between the expensive surface energy and a much lower bulk cohesive energy. A nanowire having lower atomic surface fraction stabilizes itself as the contribution of the expensive surface energy is much reduced.

Other important geometrical features of the nanowire are the nanowire orientation (axial direction), the areal cross-section and the surface facets. Table 2.1 lists the nanowire orientation, the areal cross-section (if known) and the size and possible defects of various nanowires as reported in the literature. The growth of the nanowires in specific orientations is important because the anisotropy of the nanowire determines various electronic and optical properties. The geometry of the areal cross-section and the orientation of the surface facets of the nanowire
influence the formation of crystal defects in the nanowire like stacking faults and twinning thereby affecting the overall purity and stability of the nanowire.

The phase purity of the nanowire is another important structural feature that affects its electronic properties. It is well-known that various compound semiconducting nanowires exhibit polytypism between wurtzite (WZ) and zinc blende (ZB) phases. The primary difference between the WZ and ZB phase is in the atomic layer stacking: whereas the WZ has a hexagonal closed packed (hcp) \textit{ABAB}... stacking, the ZB has a face centered cubic (fcc) \textit{ABCABC}... stacking. The bulk crystal structure for most III-V materials is the cubic zinc blende (ZB) whereas the nitrides exhibit hexagonal wurtzite (WZ) structure. However, a random intermixing of WZ and ZB structures separated by twinning planes is commonly observed for most III-V materials grown as nanowires. Since the WZ and ZB phase has different band structures, such intermixing of the WZ and ZB phases in the nanowire introduces abrupt band offsets at the interfaces. Also, the presence of various crystal defects at the interfaces like stacking faults and twinning planes as well as the kinking and branching of the nanowires during their growth can significantly affect the electronic, optical and thermal transport properties of the nanowires. It is quite clear that the presence of such defects and the random mixing of such nanowire structures can make them unsuitable for use in advanced nanoscale devices. Hence, the objective is to grow ultra-long phase-pure and defect-free nanowire arrays with specific growth orientations by suitably controlling the metal catalyst and the reaction conditions.

\textbf{2.3.2 Nanowire Growth}

Nanowires have been grown by a variety of techniques including chemical vapor deposition (CVD), laser ablation, supercritical fluid solution phase, metal organic chemical vapor deposition (MOCVD), chemical beam epitaxy (CBE) and molecular beam epitaxy (MBE).
Among these techniques, the CVD method has been the one that has been extensively researched because of its versatility and scalability. Similar to the growth of the carbon nanotubes, the growth method for CVD synthesis of s-NWs can be explained by the vapor-liquid-solid (VLS) growth mechanism, which describes the reaction of a vapor precursor with a metal nanoparticle (i.e. catalyst). Wagner and Ellis\textsuperscript{15} were the first to describe the VLS mechanism in order to explain the growth of Si whiskers on Au metal nanoparticle. Figure 2.5 shows the schematic illustration of the VLS growth of Si whiskers on Au nanoparticles. At sufficiently high temperatures, the vapor precursor (or moieties of the precursor) diffuses into the solid metal particle and melts to form a liquid alloy. As more and more of the precursors diffuse into the particle, the particle is eventually saturated with the precursor. When the concentration of the precursor in the particle reaches super-saturation, a solid nanowire is nucleated.

The major role of the metal nanoparticle is to form a liquid alloy droplet with the reactant semiconductor gas such that the resultant liquid droplet has a relatively low freezing temperature that helps to readily nucleate and grow the nanowire. The size of the metal particle has been found to control the as-grown s-NW diameter.\textsuperscript{56,57} As shown in Figure 2.5, the metal nanoparticle is present at the tip of the NW during growth and can influence the epitaxial growth of the nanowire. The obvious question that arises is that if the metal nanoparticle forms a liquid alloy droplet, the surface faceting of the nanoparticle is lost and hence, it cannot any epitaxial influence on the NW. However, in recent years, it has been shown that the nanowire growth can occur by a vapor-solid-solid (VSS) mechanism in which the reaction temperature is below the eutectic temperature and the metal nanoparticle remains solid during the growth process. In addition, the nanoparticle material is also important. Au is often used because of its low eutectic melting temperature which facilitates VLS growth; for example, the eutectic temperature for Au
and Si alloy is ~360 °C which allows Si NW growth at relatively low temperatures of ~400-500 °C.\textsuperscript{15,57}

The striking feature of the VLS mechanism is its flexibility and versatility in growing a variety of complex nanostructures. For example, axial hetero-junctions in the nanowire can easily be introduced by modifying the reactant material precursors present in the reaction chamber.\textsuperscript{58-60} On the other hand, radial hetero-junctions can be preferentially grown by increasing the reaction temperature as it suppresses the VLS growth and it enhances the deposition of material on the sidewalls of the nanowire.\textsuperscript{61} Impurity doping for both n-type and p-type materials can be achieved by adding a suitable precursor.\textsuperscript{62,63} Also, a wide variety of s-NWs can be grown as the induced strain of highly lattice-mismatched hetero-junctions can be easily accommodated through lateral relaxation.\textsuperscript{64} This allows for efficient and robust growth of relatively defect-free s-NWs on highly dissimilar substrate materials (e.g. III–V nanowires on Si substrates\textsuperscript{65}); an important feature that is quite difficult for nanowire growth on two-dimensional thin films. These unique properties have led to s-NWs being used for fabrication of a large variety of nanoscale devices including field-effect transistors\textsuperscript{66,67}, lasers\textsuperscript{68}, light-emitting diodes\textsuperscript{69}, photo detectors\textsuperscript{70} and solar cells\textsuperscript{71} among others.

\subsection*{2.3.3 Controlling Nanowire Growth Orientations by Epitaxial Growth on Metal Catalysts}

Precise control over growth orientation of nanowires has several technological implications. For example, the large-scale manufacturing of vertical arrays of nanowire field-effect-transistors involves growing vertically aligned \textless 111\textgreater oriented nanowires on (111) substrates.\textsuperscript{72} Though there has considerable success in the lab-scale integration of small arrays of nanowires, commercial logic gate technologies based on nanowires will involve defect-free
growth of billions of vertically-aligned nanowires on a single chip. Again, from a fundamental scientific point of view, the growth direction of the nanowires can significantly affect the optical, electrical and mechanical properties of the nanowires and there can be useful applications of the nanowires that can be tailored by orientation and nanowire growth direction. Especially, the <111>B directional growth of the III–V semiconductors often exhibit a large number of stacking fault defects accompanied by polytypism that considerably degrades the electronic and optical performance characteristics of the device. Hence, the growth of nanowires in other directions like <100> and <110> is of great interest primarily due to the defect-free growth of nanowires in these directions.

The metal-catalyzed CVD growth of s-NWs via the VLS or VSS mechanisms, yield NWs with axial growth direction primarily in the <111> direction. Other low-index growth directions like <100>, <110> and <112> have also been occasionally reported. Table 2.1 lists all the typical nanowire growth orientations and areal cross-sections (if known) of several important nanowire materials. Nanowires tend to grow in a direction that minimizes the total free energy of the nanowire and in most cases; this free energy is dictated by the surface energy of the nanowire-nanoparticle interface. For cubic zinc-blende crystals like the Si, Ge, InAs, GaAs, etc. the most stable plane for the semiconductor-catalyst interface is the (111) surface and hence, most of these s-NWs tend to grow in the <111> direction. For compound III-V nanowires like GaAs, InAs, etc., the<111> nanowire orientation can be further differentiated into <111>A and <111>B directions due to differences in atomic layer stacking and hence, surface termination. The <111>B (group-V terminated) is the lower energy plane and therefore nanowires have been generally observed to grow in the <111>B direction. For nanowires with a wurtzite crystal structure, the commonly observed growth orientation is along the <0001> direction
axis). However, there is no preference for nanowire growth orientation of III-nitride nanowires and growth axes perpendicular to the $a$-planes\textsuperscript{75}, $m$-planes\textsuperscript{76,77} and $c$-plane\textsuperscript{78} have been observed. In case of III–V nanowires, both the wurtzite and zinc blende crystal phases are observed and often, the grown nanowires exhibit polytypism\textsuperscript{79} with alternating bands of zinc-blende and wurtzite atomic layering.

Another important feature is the growth orientation of the nanowires with the substrate. Figure 2.6 shows the growth orientations of $<111>$ nanowires on both elemental and compound semiconducting substrates with 3 different substrate orientations viz. (111), (001) and (110). In particular, the $<111>B$ growth direction has been highlighted in blue in each of the figures. The number of possible $<111>$ growth directions on each substrate as well as the geometrical angles between the various $<111>$ growth directions and their azimuthal angles with the substrate are reported for elemental semiconducting substrates in Table 2.2 and compound semiconducting substrates in Table 2.3. In recent years, planar nanowires that grow in-plane with the growth substrate have been fabricated that are more suitable for conventional planar processing techniques. In particular, planar ZnO nanowires have been grown on sapphire\textsuperscript{80} and GaN\textsuperscript{81} substrates and the epitaxial influence of the substrate on the planar nanowire has been demonstrated quite convincingly.

The primary advantage of a metal-catalyzed CVD growth of a s-NW is that a wide variety of reaction parameters can be easily controlled to obtain s-NWs with desired mechanical, optical and electronic properties. Among the various parameters possible, the common ones that can control the nanowire growth direction are as follows: (a) substrate crystal orientation effect, (b) effect of substrate surface treatment and catalyst initial condition, (c) diameter dependence of nanowire orientation, (d) reaction conditions: (i) temperature (ii) total pressure and precursor
partial pressure and (iii) III-V ratio. Although extensive research has been done in studying the effects of each of these parameters in growing specifically-oriented nanowire arrays, there have been very few studies to understand the effect of controlling the metal nanoparticle surface to influence the nanowire growth directions. This has been so because under the VLS mechanism the NW-metal particle interface is thought to be in a liquid state and hence, no epitaxial behavior is expected. However, an alternate vapor-solid-solid (VSS) mechanism of nanowire growth on some semiconducting substrates like NiGa$^{82}$ and Au-catalyzed metal nanoparticles has been observed. As mentioned earlier, Au is often used as a catalyst because it has a low eutectic reaction temperature and the gold seed nanoparticle is likely to remain solid. Hence, an epitaxial influence of the Au nanoparticle on the nanowire growth orientations can be expected. In particular, in a previous work$^{83}$, our collaborators at CWRU has shown that the InAs nanowires tend to grow at a faster rate on the shape-controlled Au nanoparticles than on spherical nanoparticles thereby implying that initial morphology of the metal nanoparticle can be utilized for tailoring the NW growth orientation. Inspired by these exciting experimental findings, in chapter 6, we have explored whether epitaxial relationships can be established between various growth orientations of InAs nanowires and various gold surfaces.
Figure 2.1: Chirality of SWCNTs derived from the graphene sheet model
Figure 2.2: Metallic/semiconducting behavior of SWCNTs derived from the first Brillouin zone of graphene.
Figure 2.3: Structure of nanotube cap and fullerene in relation to the (5,5) SWCNT. (a) Capped SWCNT, (b) Isolated cap, (c) Isolated SWCNT and (d) Fullerene – C60 Bucky ball
Figure 2.4: Schematic diagrams for (a) the tip-based growth and (b) the root based growth of SWCNTs on metal catalyst nanoparticle.
Figure 2.5: Schematic diagram for the Vapor-Liquid-Solid (VLS) growth mechanism of Silicon whiskers on Au nanoparticle. (Adapted from Wagner et al.\textsuperscript{15})
Figure 2.6: Schematic illustrations of the <111> nanowires grown epitaxially on various different substrate orientations. (a,c,e) top views and (b,d,f) side views. (a,b) (111)B substrate. (c,d) (001) substrate and (e,f) (110) substrate. The <111>B nanowire orientation has been highlighted in blue. (Adapted from Fortuna et al.\textsuperscript{84})
Table 2.1: Typical nanowire growth orientations and areal cross-sections (if known) of several important nanowire materials. (Adapted from Fortuna et al. \textsuperscript{84})

<table>
<thead>
<tr>
<th>Material</th>
<th>Growth directions</th>
<th>Nanowire cross-sectional geometry (if known)</th>
<th>Notes</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>&lt;111&gt;</td>
<td>&gt;20nm diameter</td>
<td></td>
<td>15,85,86</td>
</tr>
<tr>
<td></td>
<td>&lt;110&gt;</td>
<td>&lt;20 nm diameter</td>
<td></td>
<td>57,85-87</td>
</tr>
<tr>
<td></td>
<td>&lt;112&gt;</td>
<td>Square</td>
<td></td>
<td>87,88</td>
</tr>
<tr>
<td></td>
<td>&lt;100&gt;</td>
<td></td>
<td></td>
<td>57,89</td>
</tr>
<tr>
<td>Ge</td>
<td>&lt;111&gt;</td>
<td>Hexagon</td>
<td></td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>&lt;110&gt;</td>
<td>Hexagon</td>
<td></td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>&lt;112&gt;</td>
<td>Square</td>
<td></td>
<td>90</td>
</tr>
<tr>
<td>GaAs</td>
<td>&lt;111&gt;B/[0001]</td>
<td>Hexagon</td>
<td>Often polytypic (ZB/WZ) with stacking faults</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>&lt;110&gt;</td>
<td>Trapezium</td>
<td>No stacking faults, lateral growth on (001) GaAs surface</td>
<td>91-93</td>
</tr>
<tr>
<td></td>
<td>&lt;110&gt;</td>
<td></td>
<td></td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>&lt;112&gt;</td>
<td></td>
<td></td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>&lt;100&gt;</td>
<td>Si (111) substrate, no stacking faults</td>
<td></td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>&lt;111&gt;A</td>
<td>Triangle</td>
<td>No stacking faults</td>
<td>97</td>
</tr>
<tr>
<td>InP</td>
<td>&lt;111&gt;B/[0001]</td>
<td>Hexagon</td>
<td>Often polytypic (ZB/WZ) with stacking faults</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>&lt;110&gt;</td>
<td></td>
<td></td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>&lt;100&gt;</td>
<td>Square</td>
<td>No stacking faults</td>
<td>99</td>
</tr>
<tr>
<td>InAs</td>
<td>&lt;111&gt;B/[0001]</td>
<td>Hexagon</td>
<td>Often polytypic (ZB/WZ) with stacking faults</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>&lt;100&gt;</td>
<td></td>
<td></td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>&lt;110&gt;</td>
<td>Lateral growth on the InAs (001) surface</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>&lt;112&gt;</td>
<td>Lateral growth on the GaAs (111)B surface</td>
<td></td>
<td>101</td>
</tr>
<tr>
<td>ZnO</td>
<td>[0001]</td>
<td>Hexagon</td>
<td></td>
<td>68,102,103</td>
</tr>
<tr>
<td></td>
<td>&lt;10-10&gt; m-axis</td>
<td></td>
<td>Aligned lateral growth on the a-plane sapphire</td>
<td>104</td>
</tr>
<tr>
<td>GaN</td>
<td>[0001] c-axis</td>
<td>Hexagon</td>
<td>Polar direction</td>
<td>78,105,106</td>
</tr>
<tr>
<td></td>
<td>&lt;10-10&gt; m-axis</td>
<td>Triangle</td>
<td>Nonpolar direction</td>
<td>78,102,107</td>
</tr>
<tr>
<td></td>
<td>&lt;11-20&gt; a-axis</td>
<td>Triangle</td>
<td>Nonpolar direction</td>
<td>106-108</td>
</tr>
</tbody>
</table>
Table 2.2: The geometrical relationship between possible growth directions of <111> oriented nanowires grown on various elemental semiconductor substrate orientations. *(Adapted from Fortuna et al.)*

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Number of &lt;111&gt; growth directions</th>
<th>Angle with respect to the substrate surface</th>
<th>Azimuth between nanowires</th>
</tr>
</thead>
<tbody>
<tr>
<td>(001)</td>
<td>4</td>
<td>35.3°</td>
<td>90°</td>
</tr>
<tr>
<td>(110)</td>
<td>2</td>
<td>54.7°</td>
<td>180°</td>
</tr>
<tr>
<td>(111)</td>
<td>4</td>
<td>3 directions – 19.5°</td>
<td>120°</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 direction – 90°</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 2.3: The geometrical relationship between possible growth directions of <111>B oriented nanowires grown on various compound semiconductor substrate orientations. *(Adapted from Fortuna et al.)*

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Number of &lt;111&gt;B growth directions</th>
<th>Angle with respect to the substrate surface</th>
<th>Azimuth between nanowires</th>
</tr>
</thead>
<tbody>
<tr>
<td>(001)</td>
<td>2</td>
<td>35.3°</td>
<td>180°</td>
</tr>
<tr>
<td>(110)</td>
<td>1</td>
<td>54.7°</td>
<td>n/a</td>
</tr>
<tr>
<td>(111)A</td>
<td>3</td>
<td>19.5°</td>
<td>120°</td>
</tr>
<tr>
<td>(111)B</td>
<td>1</td>
<td>90°</td>
<td>n/a</td>
</tr>
</tbody>
</table>
CHAPTER 3: THEORETICAL METHODS

3.1 Introduction

In this chapter, we discuss the underlying fundamental aspects of the theoretical methods that we have extensively used in all our calculations. The theoretical method involves carrying out electronic structure calculations using density functional theory (DFT) in order to understand the epitaxial nucleation and growth of one-dimensional nanomaterials on bimetallic nanoparticle surfaces.

3.2 Electronic Structure Calculations

Matter is made up of atomic nuclei and electrons, and the complex interactions of these atomic particles are responsible for all the intrinsic characteristic properties of materials. In order to understand the properties of materials and to design new materials and predict their properties, a thorough understanding of these complex interactions between atomic particles is required. Quantum mechanics provides a theoretical framework to study these materials by explaining the electronic structure of the material. It was already known a century ago that solving the many particle Schrödinger equation can in principle yield all the material properties. Many qualitative features of material properties was obtained from independent electron approximations.\textsuperscript{109,110} However, quantitative predictions need a more sophisticated treatment. In the 1960’s the formal theory of actually calculating the material properties were laid down in the form of \textit{ab-initio} density functional theory (DFT). With the help of DFT and the vast improvements in computers, only now is it possible to perform numerical calculations similar to those described in this
dissertation. In the following sections, we lay out the underlying formalism and a brief
description of some of the techniques used in actual DFT calculations.

One can write the many-body Schrödinger equation for a given system in terms of its
Hamiltonian as,
\[
\{H_{nn} + H_{ne} + H_{ee}\}\psi_{tot} = E\psi_{tot}
\]  
(3.1)

where, \(H_{nn}\), \(H_{ee}\) and \(H_{ne}\) are the Hamiltonian for the nuclei-nuclei, electron-electron and nuclei-
electron respectively and, \(\psi_{tot}\) is the wave-function of the total system comprising of nuclei and
associated electrons and E is the corresponding total energy of the system.

The many-body Schrödinger equation relates the Hamiltonian of the system to the total
energy of the system of interacting ions and electrons and in principle, all the properties
associated with a particular material can be derived from its solution. However, the apparent
simplicity of the equation belies the actual complexity involved in solving the problem. It is
generally impossible to find the true solution for the many-body total wave-function \(\psi_{tot}\), even
for very small systems involving a few ions and electrons. Hence, to obtain the solution
involving a large number of ions and electrons, it is often necessary to introduce suitable
approximations and reformulations of the above equation. In the following subsections, we
detail the following points.

1. The Born-Oppenheimer approximation for separating the nuclear degrees of freedom,
\(H_{nn}\) from the electronic degrees of freedom.

2. The density functional theory for handling the ground-state electronic interactions in
\(H_{ee}\).

3. The plane-wave pseudo potential framework for the efficient calculation of interactions
between nucleus and electrons in \(H_{ne}\) using plane-wave basis sets.
3.2.1 The Born-Oppenheimer Approximation

The mass of an electron is much smaller than that of the nucleus. Hence, the velocity of the electron is significantly faster than that of the nucleus giving rise to different time scales. Thus the nuclear degrees of freedom can be separated from the electronic degrees of freedom thereby decoupling the $H_{nn}$ term in the above equation from $H_{ee}$ and $H_{ne}$. The Born-Oppenheimer approximation makes use of this fact, stating that electrons adjust instantaneously to a given configuration of the ion, i.e., the electrons are always in their ground-state for a set of nuclear positions.

3.2.2 Density Functional Theory

Density functional theory (DFT) is required to deal with the complex electronic interactions in the many-body Schrödinger equation. The fundamental idea of density functional theory is that any property of a system of non-interacting particles can be viewed as a functional of the ground state electronic density $n_0(r)$, that is, only a knowledge of $n_0(r)$ determines all the information in the many-body wave-functions for the ground state. Using DFT, we can find out the total energy, electronic eigenvalues and the forces on the atoms. From the total energy of the system one can further inspect various properties of the system, e.g. cohesive energy, lattice constant and adsorption energies. In addition, DFT can capture all the subtle electronic interactions that are ignored in classical potentials. This feature is particularly important for studying properties of materials in the presence of defects such as those found in actual laboratory samples.

3.2.2.1 The Hohenberg-Kohn (H-K) Theorems

In 1964, Hohenberg and Kohn\textsuperscript{111} developed a variational principle approach to determine the ground-state energy of the many-body system, where the ground-state electronic density $n_0(r)$
is used as the fundamental variable. The first H-K theorem established a unique one-to-one correspondence between the ground-state density $n_0(r)$ and the external potential $V_{\text{ext}}(r)$. The quantity $V_{\text{ext}}(r)$ is the external potential that arises due to the action of the nuclei on the electrons. Thus, the external potential can be uniquely obtained from the ground-state density to within an additive constant. The second H-K theorem proceeds by establishing a variational approach for the electronic energy functional and defining a universal functional $F_{HK}[n]$ of the electronic density $n(r)$. The variational character of $E_{HK}$ means that the ground state electronic density $n_0(r)$ of the system corresponds to the ground state value of the electronic total energy functional. The H-K theorems reduce the $3N$ dimensional minimization problem of finding the wave-functions to a 3 dimensional problem of determining the ground state electronic density. However, they give no method of computing $F_{HK}[n]$ and hence, no practical way for finding the ground state density of the system. A method of computing $F_{HK}[n]$ was proposed by Kohn and Sham\textsuperscript{112} in 1965 and since then DFT has evolved into a powerful computational tool in present day materials science.

### 3.2.2.2 The Kohn-Sham (K-S) Method

Kohn and Sham\textsuperscript{112} derived a method for mapping the complex physical system of interacting electrons onto a much simpler fictitious system of non-interacting electrons that gives rise to the same ground state electronic density $n_0(r)$ and therefore, possesses the same ground-state physical properties. The Kohn-Sham method imagines a system of $N$ non-interacting electrons that gives rise to $N$ independent single-particle Schrödinger equations each acting under the effect of a fictitious Kohn-Sham potential, $V_{ks}$. The solution to this scheme of K-S equations is to solve the set of equations self-consistently. For a given atomic configuration, we use methods like steepest descent or conjugate gradients to solve the electronic degrees of freedom iteratively and then move the atoms towards their minimum energy configuration based
on the calculated forces acting upon them. Thus, we minimize the energy and obtain a self-consistent solution to the K-S equations.

### 3.2.2.3 Exchange and Correlation

The total energy of the system as given in the DFT formulation is an exact representation of the ground state electronic density within the Born-Oppenheimer approximation. However, an explicit representation of the exchange correlation, $E_{\text{XC}}$ is unknown and this is where the exact nature of the density functional theory breaks down. The exchange-correlation functional is made up of two quantum-mechanical quantities, the exchange energy and the correlation energy. The exchange energy arises due to the spin-spin interactions of electrons as a result of the Pauli’s exclusion principle and physically this amount to change in the quantum-mechanical energy due to the wave-function overlap. The correlation energy describes how the probability of finding an electron at a particular position is related to the positions of other electrons in the system.

### 3.2.3 The Plane-Wave Pseudopotential Framework

For a practical implementation of DFT in computations, we need to express the abstract mathematical concept of the electronic wave-function $\psi_0(\mathbf{r})$ and the Kohn-Sham orbital wave-function $\psi_j$ in terms of basis sets to represent the problem. For isolated systems, like atoms and molecules, descriptions based on Gaussian and atomic orbitals basis sets work quite well. However, for extended systems, it is often convenient to express the wave-function in terms of mutually orthogonal plane wave basis sets. In principle, to describe an extended system an infinite number of plane waves are required. However, this problem is circumvented by taking advantage of the periodicity of the lattice. The extended system is represented as a repeated array of super-cells, with periodic boundary conditions imposed on the periodic edges.
3.2.3.1 The Pseudopotential Approximation

Though the plane waves are quite useful, they suffer from a major drawback. An unacceptably large number of plane waves are required to depict the electronic wave-function in the vicinity of the nucleus accurately. A solution to this problem can be found out by using the pseudopotential approximation, which replaces the actual nuclear potential in the electron-ion interactions with a much weaker counterpart but the retaining the chemical behavior of the full potential. This is done by redefining the term “ion” so as to include not only the atomic nuclei but also the core electrons and the term “electron” becomes valence electrons. The logic behind doing so is that the core electrons have a screening effect on the nucleus and results in a much weaker potential. The core region is defined by a cut-off radius \( r_c \), which is chosen such that all the nodes of the all-electron valence wave-function are contained within \( r_c \) (i.e. inside the core region). Outside the core region the pseudo wave-function matches exactly the all electron wave function. There are various kinds of pseudo-potentials viz. (i) Norm-conserving, (ii) Ultrasoft Pseudopotentials, etc. where the norm of the pseudo wave-function is equal to the norm of the all electron wave-function within the core region are said to be norm-conserving. These are more accurate and have good transferability properties, i.e., the pseudopotential for an atom/element is independent of its environment; the same pseudopotential should work if the atom is placed in the bulk, on a surface, or in a compound with some other elements. However, they require a fairly high value of \( E_{\text{cut}} \) making them computationally expensive.

3.2.3.2 Projector-Augmented-Wave Method

The projector augmented wave (PAW) method is a generalization of the pseudopotential and linear augmented wave methods. This method was introduced to significantly enhance the computational efficiency of the density functional theory calculations. Valence wave-functions
tend to have rapid oscillations near the ion cores due to the requirement of orthogonality to the core states and hence, a large number of Fourier components are required to represent the valence wave-function. The introduction of the PAW potentials transforms these rapidly oscillating wave-functions into a smooth wave-function thereby making the overall DFT calculation extremely computationally efficient. In general, the PAW method gives reliable results for materials with strong magnetic moments or large differences in electronegativity.

3.3 Vienna Ab-initio Simulation Package (VASP)

Vienna ab initio Simulation package (VASP) is a computer simulation package used for atomistic modeling of materials based on *ab-initio* electronic structure theory and quantum mechanical molecular dynamics. The code was developed by the computational physics group led by Jürgen Hafner and in association with George Kresse and Jürgen Furthmüller at Universität Wien, Sensengasse, Austria. The VASP code is written in the Fortran 90 program and is useful for calculating the properties of systems with periodic boundary conditions. Plane wave basis sets are used to probe the entire unit cell and the ion-electron interaction is described by the ultrasoft pseudopotentials (US-PP) or projector-augmented wave (PAW) method. The energy optimized geometric configuration of the atomic system is obtained iteratively by first assigning an electronic charge density to calculate the Hamiltonian and then subsequently solving the Hamiltonian to obtain the new set of wave-functions. The new set of wave-functions is used to evaluate the new charge density matrix and after suitable mixing with the old charge density, the iteration is repeated. The ground state energies are optimized until the net forces acting on each atom are converged to a pre-set tolerance limit. For accurate results, the geometry optimized ground state energy needs to be adequately converged to the cut-off energies and k-point sampling.
CHAPTER 4: EPITAXIAL NUCLEATION MODEL FOR CHIRAL-SELECTIVE GROWTH OF SINGLE-WALLED CARBON NANOTUBES ON BIMETALLIC CATALYST SURFACES

4.1 Introduction

In the last two decades, single-walled carbon nanotubes (SWCNTs) have attracted significant interest for technological applications because of their unique structure-dependent physical and chemical properties, including the ability to exhibit either metallic or semiconducting behavior. The atomic-scale structure of SWCNTs is defined by their chirality, which can be visualized as the diameter and angle at which a graphene sheet is rolled. The different possible structures of SWCNTs have been indexed by a set of (n,m) chiral indices, where n and m are integers. While numerous strategies have been developed to study and grow SWCNTs, a critical challenge that remains for applications is the synthesis of specific (n,m) chiralities.

SWCNTs are normally grown by exposing a catalytic metal nanoparticle less than 5 nm in size to a hydrocarbon gas at high temperature. It is generally believed that the catalyst particles are first supersaturated with carbon by dissolution of carbon atoms on the particle surface and carbon diffusion on the surface or in the bulk of the particle, followed by carbon segregation and, finally, emergence of an open fullerene that grows into a nanotube. Subtle changes in the properties of the catalyst such as composition and shape, have been
empirically observed to induce dramatic changes in the as-grown SWCNT structures. However, a clear relationship behind SWCNT chirality and the catalyst remains poorly understood, making it difficult to perform a priori catalyst design for the selective growth of specific (n,m) SWCNTs.

Recent theoretical efforts have provided significant insight into the catalytic growth process and hinted at a strong correlation between the SWCNT chirality and the structure of the catalyst. Several articles by Balbuena and co-workers\textsuperscript{117,118} have explored the various steps involved in the growth mechanism of SWCNT on Ni and Co nanoclusters: the competition between the nanotube-nucleation and carbon-catalyst adhesion, the mechanism for the carbon addition process and the relation between the catalyst size and metal-carbon interactions. Using reactive molecular dynamics/force-biased Monte Carlo simulations, Neyts and co-workers\textsuperscript{25,45,119} have demonstrated a step-by-step atomistic description of the metal-catalyzed nucleation process and the subsequent growth of the SWCNT. Their simulations show that the nanotube changes chirality during the growth process resulting in a nanotube with a definable chirality. Other computations have shown that the nucleation of the cap on the catalyst is the rate-determining step in nanotube growth.\textsuperscript{120} Using a tight-binding model coupled with grand canonical Monte Carlo (GCMC) simulations, Amara et al.\textsuperscript{22} demonstrated that the primary role of the catalyst is to confine carbon atoms on or close to the surface so that a critical concentration is reached beyond which carbon atoms start forming chains that eventually form a cap. Once the cap nucleates, the catalyst prevents the growing cap structure from closing into a fullerene cage and keeps the carbon “edge” alive for the addition of new carbon material.\textsuperscript{26} Ding et al.\textsuperscript{13} showed via density functional theory (DFT) that commonly used metals for nanotube growth such as Fe, Ni, and Co are characterized by strong metal-carbon adhesion (compared to other metals such as Cu and Pt).
which facilitates cap nucleation. Building on these ideas, Reich et al. proposed that the critical function of the catalyst during nanotube nucleation is binding and stabilization of the cap and that lattice matching of the cap and the catalyst, in terms of their respective atomic-scale structures, determines which tube chirality grows. Along the same lines, Börjesson et al. argued that when there is a lattice mismatch, there is significant restructuring of the metal to fit the SWCNT cap and not vice-versa. However, none of these previous studies has attempted to calculate the stability of caps on bimetallic catalyst surfaces.

Here, we use DFT calculations to model cap nucleation on bimetallic catalyst surfaces and find that an epitaxial relationship between the bimetallic catalyst and the cap structure supports the preferential growth of specific nanotube chiralites. To perform our study, we used a simplified two-dimensional (2D) (111) surface which is considered to be the most common and important edge on a metal catalyst nanoparticle for nanotube nucleation because of its close overlap with the graphite lattice. Based on our experimental characterization of the bimetallic nanoparticles, we varied the atomic spacing on our 2D model surface and systematically performed a series of calculations. We tried a surface consisting of only Ni atoms, both Ni and Fe atoms in different ratios, and multi-layered surfaces (2 layers). We studied the energetics of 6 representative nanotube chiralities (as caps) including (8,4), (6,5), (9,4), (8,6), (10,3), and (7,5) which are predominantly detected in our experiments. In all cases, our calculations show that chiralities such as (8,4) and (6,5) are more stable on surfaces corresponding to Ni0.27Fe0.73 catalysts, while chiralities such as (9,4) and (8,6) are more stable on surfaces corresponding to Ni catalysts, in excellent agreement with experiments. In addition to explaining our experimental results, these findings suggest that a potential route to (n,m)
selectivity is to design bimetallic catalysts with lattice matching criterion as a guide for the desired tube chirality.

4.2 Experimental Background

We begin with a brief discussion of our experimental results which inspired the theoretical efforts. In Figure 4.1, the relative abundances of various semiconducting chiralities grown with Ni, Ni$_{0.67}$Fe$_{0.33}$, Ni$_{0.5}$Fe$_{0.5}$, and Ni$_{0.27}$Fe$_{0.73}$ bimetallic catalyst nanoparticles of the same size are shown. Details of the experimental approach and the experimental results have been reported elsewhere.$^{122-125}$ The relative abundances were obtained from photoluminescence (PL) spectroscopy. We first collected spectra at various excitation and emission wavelengths to determine the PL emission of the various semiconducting tube chiralities. We then corrected the PL emission by a recently reported model$^{126}$ for quantum efficiency and absorption extinction coefficients for different chiralities and finally estimated the fractions of the different chiralities from the partial derivative of the PL emission peak intensity.$^{16}$ From this semi-quantitative analysis, we found that Ni and Ni$_{0.67}$Fe$_{0.33}$ bimetallic catalysts produce a relatively broad chirality distribution composed of (in order from smallest to largest diameter) (6,5), (8,3), (7,5), (8,4), (10,2), (7,6), (9,4) and (10,3), (8,6), (9,5), and (8,7) tubes, while Ni$_{0.5}$Fe$_{0.5}$ and Ni$_{0.27}$Fe$_{0.73}$ bimetallic catalysts yield a much narrower chirality distribution (in comparison) with mostly (6,5), (8,3), (7,5), (8,4), and (7,6) tubes. The overall trend of smaller diameter tubes for Fe-rich catalysts has been previously observed.$^{47}$ Based on our previous experiments which showed that changing the catalyst size did not affect the chirality distribution, we believe that the chirality distributions are mainly influenced by the catalyst composition. In Figure 4.2, X-ray diffraction (XRD) spectra of our nanoparticle catalysts are shown. We find that Ni catalysts exhibit face-centered cubic (fcc) structure, in agreement with the crystal structure of bulk Ni. When Fe is
added to the catalyst, the fcc diffraction peaks shift to lower 2θ values, indicating an expansion of the lattice. At high Fe content, additional peaks appear in the spectrum corresponding to the body-centered cubic structure of Fe. Overall, these results suggest that compositional changes to the bimetallic catalysts lead to perturbations to the crystal structure, which then cause the chirality distributions of as-grown nanotubes to shift.

4.3 Computational Methods and Models

To understand the epitaxial relationship between bimetallic catalyst composition and the nanotube chirality, we applied lattice matching criterion and performed DFT calculations of nanotube cap nucleation. The total energy DFT calculations were done using the Vienna ab-initio simulation package (VASP).\textsuperscript{127} The electron exchange-correlation energy was calculated using the generalized gradient approximation (GGA) as parameterized in the Perdew–Wang functional (PW91).\textsuperscript{128} The nickel, iron, and carbon core electrons were treated using ultrasoft pseudopotentials, and the cutoff energy of the plane-wave basis set for expanding valence electrons was 400 eV. Supercell sizes were sufficiently large to allow for single Γ-point k-space sampling. All calculations were spin-polarized. Total energies were converged to 5 meV. The nanotube cap for a specific chirality is arbitrarily chosen for our calculations from the ones that follow the isolated pentagon rule – the exact nanotube cap is not critical to assessing metal-cap interactions and once the cap is stabilized, all the dangling bonds are saturated.

We used the (111) lattice plane of face-centered cubic (fcc) Ni as our 2D model of a bimetallic catalyst surface, with $d$, the distance between neighboring atoms in the plane, as a variable parameter (Figure 4.3(a)). While we realize that, in reality, catalyst nanoparticles are complicated surfaces that consist of a random distribution of crystal planes, facets, and steps, this simplified model surface captures the most likely exposed, catalytically-active surface on a Ni
nanoparticle. The Ni(111) surface is believed to be the nucleation site for nanotubes because of its close lattice match with graphite, and it is one of the lower energy surfaces on a Ni catalyst particle. To study the role of different metals in the stabilization of the nanotube caps, we also performed calculations with catalyst surfaces containing both Ni and Fe atoms (Figure 4.3(b)). The Ni and Fe atoms were distributed randomly on the catalyst surface in the same relative proportion as those used in experiments (e.g. Ni$_{0.67}$Fe$_{0.33}$, Ni$_{0.5}$Fe$_{0.5}$, Ni$_{0.23}$Fe$_{0.67}$).

To calculate the overall energy associated with cap nucleation, $E_b$, the isolated (and re-optimized) fullerene cap and Ni structures were used as the references, i.e.,

$$E_b = E_{\text{cap+catalyst}} - E_{\text{cap}} - E_{\text{catalyst}}$$

(4.1)

where $E_{\text{cap+catalyst}}$ is the energy of the (relaxed) cap bound to the catalyst, $E_{\text{cap}}$ is the energy of the isolated cap, and $E_{\text{catalyst}}$ is the energy of the isolated catalyst surface. A negative $E_b$ indicates that the cap-catalyst system is more stable than the separated cap and catalyst. The structure of the cap is governed by the Euler criterion, which says that the atoms in the cap should be connected in such a way that there are only six pentagons and rest of them are hexagons.$^6$,$^{129}$ Previous reports have shown that cap structures with isolated pentagons are more stable than those with adjacent ones, which is known as the isolated pentagon rule (IPR).$^7$ For the chiralities considered in this work, numerous possible cap structures exist with a given chirality that follow the IPR, except for (6,5) which has only one cap that obeys the IPR.

4.4 Results and Discussions

Calculations were systematically performed by varying the bond length in the 2D catalyst surface, $d$, from 2.47 to 2.57 Å in intervals of 0.02 Å, and attempting to minimize the overall energy, $E_b$, in each case. The bond length, $d$, represents the compositional and structural changes to the catalyst surface induced by alloying Ni with Fe. The variations in the lattice spacing (and
neighboring atom distance in the (111) plane) are consistent with our experimental measurements; for example \( d \approx 2.49 \text{ Å} \) for Ni and \( d \approx 2.53 \text{ Å} \) for Ni\(_{0.27}\)Fe\(_{0.73}\) catalysts (see Table 4.1). Initially, we modeled the catalyst surface with only Ni atoms present and the effect of a second metal was not considered, i.e. only structural changes to the Ni(111) surface were considered. Later, we included Fe atoms in the modeled bimetallic catalyst surface to compare and clarify the role of two metals on epitaxial nucleation.

Calculations were limited to the following cap chiralities: (8,4), (6,5), (9,4), (8,6) (7,5) and (10,3). In each of these cases, we placed all the C atoms in the cap at least 1Å above the model surface. In Figure 4.4, results for the calculated binding energies, \( E_b \), of (8,4), (6,5), (9,4), and (8,6) caps on the model Ni(111) surface are shown as a function of bond length \( d \). For the (8,4) cap, a minimum energy configuration is obtained when \( d \) is equal to 2.53 Å which is equivalent to the bond length of a (111) surface corresponding to Ni\(_{0.27}\)Fe\(_{0.73}\) (see Table 4.1), while the (9,4) and (8,6) nanotube caps have minimum energy configuration at \( d=2.49 \text{ Å} \), which is close to the bond length of the initial Ni(111) surface. In the case of the (6,5) cap, \( E_b \) continues to decrease up to \( d=2.57 \text{ Å} \) which is the maximum value used in the calculations, but we can infer that this cap is more stable at higher bond lengths. For the (7,5) and (10,3) caps, we failed to obtain binding energies because the calculations did not yield a stable cap on the catalyst surface, i.e. the caps were completely distorted after relaxation (see Figure 4.8).

We further analyzed the nucleation of the various caps on our model catalyst surfaces. In the initial configuration, some of the “edge” carbon atoms had dangling bonds and were unsaturated (not bonded). After energy minimization, we found that the nanotube cap changed shape and became elongated, as shown in Figure 4.5(a) for the (8,4) cap. At this point, the dangling bonds were saturated by forming C-Ni bonds (refer to Figure 4.5(b)). This
phenomenon was common to all 4 nanotube chiralities studied and indicate that our calculations reflect stable cap formation (i.e., no dangling bonds). Our calculations for the (8,4) cap showed the best agreement with experiments. The lowest energy for cap nucleation ($E_b$) occurs at the exact same bond length (2.53 Å) as experimentally determined by XRD for Ni$_{0.27}$Fe$_{0.73}$ bimetallic catalysts (see Table 4.1) which were found to preferentially grow (8,4) tubes. In the case of the (6,5) cap, the lowest energy was not determined and we speculate that catalysts with bond lengths close to or perhaps greater than 2.57 Å in the (111) lattice plane may be optimal for (6,5) tubes. Indeed, Ghorannevis et al.\textsuperscript{130} recently reported high yields of (6,5) tubes with Au catalysts which have a cubic closed-packed structure and an average bond length of 2.88 Å. As for the (9,4) and (8,6) nanotube caps, we find the highest cap stability at $d=2.49$ Å which corresponds to the bond length of atoms in the (111) lattice plane of Ni catalysts (see Table 4.1). This is again consistent with our experimental results which showed a higher abundance of (9,4) and (8,6) tubes on Ni catalysts as compared to any other composition of Ni-Fe bimetallic catalysts.

While the modeling results suggest that the structure of the catalysts is responsible for the predominance of certain chiralities, the role of different metals in binding has been neglected. To address this issue, we performed similar calculations with catalyst surfaces containing both Ni and Fe atoms. The surfaces were modeled as (111) surfaces, as before, with a random configuration of Ni and Fe atoms corresponding to the composition of the catalyst (see Figures. 4.6(a) & 4.6(b)); for example, given a unit cell consisting of 56 total atoms, a Ni$_{0.23}$Fe$_{0.73}$ and Ni$_{0.67}$Fe$_{0.33}$ surface were arranged with 15 Ni atoms and 41 Fe atoms and 37 Ni and 19 Fe atoms, respectively. The lattice spacings were varied while keeping the same atomic arrangement to obtain binding energies of nanotube caps on strained bimetallic surfaces. These results could be compared to those obtained for pure Ni surfaces.
Our calculations show that the binding energy of the (8,4) nanotube cap on both the Ni$_{0.27}$Fe$_{0.73}$ and Ni$_{0.67}$Fe$_{0.33}$ (111) surface has an energy minimum (maximum binding strength) at a bond length of 2.53 Å between the metal atoms (Figure 4.7(a)). In comparison, the binding strength of the (6,5) nanotube cap on both the Ni$_{0.27}$Fe$_{0.73}$ and Ni$_{0.67}$Fe$_{0.33}$ (111) surface is maximum at an average bond length of 2.57 Å (Figure 4.7(b)). These results are entirely consistent with those obtained with the pure Ni(111) surface. However, a noticeable feature is that the absolute binding energies of a particular nanotube cap on the NixFe$_{1-x}$(111) surfaces are lower than those on the Ni(111) surfaces. This has been previously documented by Ding et al.\textsuperscript{13} who reported that the binding strengths of the C-Fe bond is lower (i.e. stronger) than that of C-Ni bond and hence, the introduction of Fe atoms in modeling the 2D catalyst surface lowers the absolute binding strength.

Since real catalysts are not single layers of metal atoms, we also attempted to incorporate under-layers in the modeled catalyst surface. We note that modeling the catalyst surface with multiple layers makes the DFT calculations extremely time-consuming and expensive. To simplify the calculation, we calculated the stability of a (8,4) nanotube cap on a bilayer Ni(111) surface with bond lengths of 2.49 and 2.53 Å and compared the results with a single layer. We find that the calculation shows only a negligible difference and, thus, conclude that the second layer does not significantly alter the binding and stabilization of the caps. In our simulations, the Ni and Fe atoms are “frozen” and the influence of the second layer may not be as substantial as if we had allowed for perturbations to the structure of the surface layer.

The notion of nanotube nucleation on a catalyst surface by lattice matching was first proposed by Reich et al.\textsuperscript{32} In their calculations, the binding energies of chiral and achiral nanotube caps were obtained for a Ni(111) surface and the cap-catalyst binding was separated.
into two types of interactions: a *global matching* where the diameter of the achiral caps matches exactly with the metal lattice and a *local matching* where the edge C atom in the cap “rim” lies in the stable sites. Our method of calculating the adsorption energy of the cap-catalyst system accounts for both the global and local matching of the nanotube cap edge with the 2D catalyst surface. A chiral cap like the (8,4) contains both armchair and zigzag edges and these irregular edges forbid a global match, but a local match is still possible. This local matching is responsible for the lower energy of cap formation for the (8,4) cap when the average bond length in the 2D catalyst surface increases from 2.49 to 2.53Å. As noted by Reich et al.\textsuperscript{2,32}, the energy differences among the chiral caps are very small and cannot completely explain the large differences in relative abundances of various chiralities obtained by growing SWCNTs on different bimetallic catalysts. However, for the (8,4) or (6,5) nanotube cap, the energy gain obtained by changing $d$ is sufficient to alter the relative stabilities of the cap-catalyst system and suggests that the preferential growth of (8,4) or (6,5) tubes on specific bimetallic catalysts is due to the catalyst structure and its relationship to the nanotube chirality. These trends hold true even when we include both Ni and Fe atoms which reaffirms our argument that the structural relationship is paramount to chiral selectivity.

We observed an interesting correlation between the rim structure of the stabilized nanotube caps and the type of sites present on our model catalyst surfaces. The model catalyst surface can be broadly classified as having three different sites for carbon atom binding: the three-fold hollow site (H), the bridge site (B) and the atop site (A) (refer to Figure 4.3(a)). As demonstrated previously by Reich *et al.*\textsuperscript{32} and recently by Gómez-Gualdrón *et al.*\textsuperscript{44}, the 3-fold hollow sites and the bridge sites are more favored than the atop sites for epitaxial matching of the nanotube cap. Table 4.2 summarizes the types of binding sites for the edge C atoms present in
the different chiralities of nanotube caps stabilized on our model catalyst surfaces. Though in some cases a clear distinction cannot be made between the hollow and bridge sites, our results suggest that epitaxial matching occurs when the edge carbon atoms occupy more hollow (H) and bridge (B) sites than atop (A) sites, in accordance with previous reports. In our case, this observation is shown to hold for different catalyst surfaces. For example, in the case of the (8,4) nanotube cap, we observe that for \(d=2.53\ \text{Å}\), the rim carbon atoms occupy 5 H, 4 B, and 3 A sites whereas for \(d=2.49\ \text{Å}\), the rim atoms occupy 4 H, 4 B and 4 A sites. Thus, the change in bond length from \(d=2.49\ \text{Å}\) to 2.53 Å leads to the rim carbon atoms occupying more H sites and less A sites, resulting in increased stability of the (8,4) nanotube cap on \(d=2.53\ \text{Å}\). Similar trends are observed for the (6,5), (9,4) and (8,6) nanotube caps.

We attempted to extend our calculations to other chiralities like the (10,3) and (7,5) nanotube caps detected in our experiments, but were not able to achieve stable caps. The lack of a stable cap at the end of our simulation indicates an important limitation to our model: certain chiralities may nucleate on the mono-atomic step edges at the end of (111) facets, as shown by Helveg et al., or require a catalyst with a different surface composition or other lattice planes [e.g. (200), (110), etc.], which have not been considered by our model catalyst surface. Future refinements in our modeling approach are planned to address these issues.

Finally, we would like to acknowledge that since DFT calculations are performed at zero temperature, this work assumes a thermodynamic view of nanotube nucleation and growth. In reality, kinetic aspects are also important in determining the chirality of nanotubes during nucleation and growth, as shown by Ostrikov et al. and very recently, by Rao et al. Although the presented model is still able to adequately explain our experimental results, a
complete and accurate picture of the chiral dependence of catalytic growth of SWCNTs will require a combination of both thermodynamic and kinetic effects.

4.5 Summary and Conclusions

We have used DFT calculations in combination with lattice matching criterion to relate the stability of various cap chiralities on model catalyst surfaces that represent bimetallic catalysts of varying compositions. The results of the calculations provide fundamental insight into why the growth of certain nanotube chiralities such as the (8,4) nanotube is preferred on bimetallic catalysts of a particular composition. Future studies will allow us to use lattice matching as a guide to design new catalysts for the growth of desired chiralities, including ones that are not often observed in experiments such as large diameter semiconducting tubes, metallic species, and zigzag structures.
Figure 4.1: Relative abundance of various semiconducting chiralities in SWCNT samples grown with compositionally-tuned $\text{Ni}_x\text{Fe}_{1-x}$ nanocatalysts (mean particle diameter = 2.0 nm). The relative abundances were obtained from photoluminescence (PL) measurements of SDS-dispersed and applying a semi-quantitative analysis.\textsuperscript{8,132}
Figure 4.2: XRD spectra of NixFe1-x nanocatalysts (mean particle diameter = 2 nm, x = Ni atomic fraction). The nanocatalysts were prepared by dissociating mixtures of nickelocene and ferrocene in an atmospheric-pressure microplasma.\cite{8,123}

Table 4.1: XRD analysis of NixFe1-x nanocatalysts (x=Ni atom fraction). The lattice constants, a_{fcc}, and bond lengths are calculated from the 2θ values corresponding to the (111) planes of the face-centered cubic (fcc) diffraction peaks for the respective nanocatalysts.

<table>
<thead>
<tr>
<th>Catalyst</th>
<th>2θ (degree)</th>
<th>a_{fcc} (Å)</th>
<th>Bond length (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni</td>
<td>44.67</td>
<td>3.51</td>
<td>2.48</td>
</tr>
<tr>
<td>Ni_{0.67}Fe_{0.33}</td>
<td>44.2</td>
<td>3.56</td>
<td>2.52</td>
</tr>
<tr>
<td>Ni_{0.27}Fe_{0.73}</td>
<td>43.86</td>
<td>3.58</td>
<td>2.53</td>
</tr>
</tbody>
</table>
Figure 4.3: Model catalyst surfaces chosen to represent Ni$_x$Fe$_{1-x}$ nanocatalysts for DFT calculations comprised of (a) only Ni atoms and (b) both Ni and Fe atoms, where the bond distance $d$ on the (111) surface varies in accordance with the Ni atomic fraction, $x$. Color code: Ni atoms (gray) and Fe atoms (brown). Various carbon binding sites on the model catalyst surface are shown as: H-hollow site, B-bridge site and A-atop site.
Figure 4.4: Binding energies obtained from DFT calculations for the (8,4), (6,5), (9,4) and (8,6) nanotube caps after geometry optimization on our model Ni catalyst surfaces as a function of bond length, $d$. The Ni-Ni bond length on a pure Ni(111) surface is 2.49 Å.
Figure 4.5: A relaxed (8,4) cap on our model catalyst surface where $d$, the bond distance, is 2.53 Å. (a) Top view and (b) side view. Color code: atoms: C (black), Ni (grey), edge C (red); bonds: C-C (black), C-Ni (blue), Ni-Ni (grey).
Figure 4.6: (a) A (8,4) nanotube cap adsorbed on the Ni$_{0.27}$Fe$_{0.73}$ (111) catalyst surface with $d=2.53$ Å. (b) A (6,5) nanotube cap adsorbed on the Ni$_{0.67}$Fe$_{0.33}$ (111) catalyst surface with $d=2.52$ Å. Color code: Atoms: C (black), Ni (grey), Fe (brown), edge C (red); Bonds: C-C (black), C-Ni (blue), Ni & Fe (grey).
Figure 4.7: (a) Calculated binding energies, $E_b$, for (8,4) nanotube caps stabilized on Ni$_{0.27}$Fe$_{0.73}$(111) catalyst surfaces as a function of the nearest neighbor atom distance, $d$. (b) Calculated binding energies, $E_b$, for (6,5) nanotube caps stabilized on Ni$_{0.67}$Fe$_{0.33}$(111) catalyst surfaces as a function of the nearest neighbor atom distance, $d$. 
Figure 4.8: A (10,3) nanotube cap after energy minimization on our Ni (111) model catalyst surface. (a) Top view and (b) Side view. A relaxed cap is not achieved at the end of the energy minimization calculations.
Table 4.2: Correlation of the nanotube rim structure of various chiralities and a specific bond length with the type of binding sites viz. bridge (B), hollow (H) & atop (A), on a model catalyst surface. The nanotube cap for a specific chirality preferably binds to a metallic substrate (specific $d$) where the numbers of atop sites are lower.

<table>
<thead>
<tr>
<th>Chirality</th>
<th>d (Å)</th>
<th>Hollow (H)</th>
<th>Bridge (B)</th>
<th>Atop (A)</th>
<th>Total edge C atoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>(8,4)</td>
<td>2.49</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>2.53</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>(6,5)</td>
<td>2.49</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>2.57</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>(9,4)</td>
<td>2.49</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>2.53</td>
<td>4</td>
<td>3</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>(8,6)</td>
<td>2.49</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>2.53</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>14</td>
</tr>
</tbody>
</table>
CHAPTER 5: PREDICTING THE CHIRAL ENRICHMENT OF METALLIC SWCNT ON NICKEL-COPPER BI-METALLIC NANOPARTICLES BY EPITAXIAL MATCHING

5.1 Introduction

Single-walled carbon nanotubes (SWCNTs) are a unique class of nanomaterials, possessing a structure-property relationship that can produce either metallic or semiconducting behavior. Unfortunately, this versatility also presents a significant barrier to technological applications as current growth processes are unable to produce homogeneous material with uniform electrical properties. The atomic-scale structure of SWCNT is defined by a \((n,m)\) chirality which can be visualized as the three-dimensional folding of a graphene sheet into a cylindrical tube. However, nanotubes cannot be formed this way and are instead typically synthesized by exposing a catalytic metal nanoparticle to a carbon precursor gas at high temperatures referred to as catalytic chemical vapor deposition (CCVD).\(^8,^{133}\) The carbon containing gas is cracked at the metal particle surface and the resulting carbon atoms diffuse and dissolve in the particle. When carbon saturates the particle, precipitation of solid carbon occurs in the form of carbon chains and fragments on the metal catalyst surface, eventually leading to the formation of a nanotube cap (i.e. a half-open fullerene).\(^{134}\) Recent nanotube growth models suggest that the cap is the precursor to a fully-grown nanotube and represents the nucleation step for nanotubes.\(^{135}\) Following cap nucleation, additional carbon atoms diffuse to the metal-carbon interface, leading to the growth of a full nanotube.
Among the various growth parameters, the metal nanoparticle plays a pivotal role in nanotube nucleation and growth. There has been significant empirical evidence in recent experimental efforts that suggest subtle changes in the size and composition of the nanoparticles can dramatically change the chirality distribution of as-synthesized nanotubes. However, a clear correlation between the structure and composition of the nanoparticles and the nanotube chirality-distributions has not yet been established. Recent modeling efforts have hinted at a correlation between the SWCNT chirality and the catalyst structure. Reich et al. were the first group to demonstrate how the metal catalyst could preferentially nucleate specific nanotube caps by epitaxial matching. They proposed that lattice matching criterion determine which cap is stabilized on a catalyst and argued that since it is energetically unfavorable to change the nanotube chirality in the growth step, the cap chirality fixes the nanotube chirality. Others have suggested that the nanotube chirality changes during growth, but recent evidence indicates such a change is energetically unfavorable. Recent atomistic growth mechanisms for graphene edges on various metal catalysts reveal how carbon atoms can dock at the edges and avoid forming defects by adding only hexagons in the nanotube growth phase. Ding et al. have shown that the elongation of the nanotube proceeds by the addition of kinks along the rim of the nanotube that allow only hexagon addition and a 2-layer addition of such armchair kinks leaves the chirality unchanged. Since armchair kinks are more stable than zigzag kinks, armchair tubes preferentially grow. However, external parameters such as metal catalyst and temperature may change this picture. Dumlich et al. have showed that energy barriers associated with the conversion of armchair to zigzag kinks can be reduced by the metal catalyst and temperature. In this work, we proposed an epitaxial nucleation model for growth of SWCNTs on Ni,Fe bimetallic catalyst surfaces demonstrating how changes in the catalyst composition and lattice
structure affect the nucleation and growth of specific nanotube chiralities. The epitaxial nucleation model is general and can be extended to other bimetallic catalysts, including those that have not been explored experimentally, to predict chirality distributions.

The most commonly used metals for catalyzing nanotube nucleation and growth are transition element metals such as Fe, Ni, and Co that have a strong carbon-metal (C-M) adhesion to stabilize nanotube nucleation. Among these, Ni is especially popular because of its strong C-M adhesion which leads to high nanotube yields, faster growth rates, and structural control in terms of length and diameter of the nanotubes. However, Ni-catalyzed nanotube growth produces a wide distribution of nanotube chiralities. To narrow the distribution of as-synthesized nanotube chiralities, various combinations of metals such as CoMoCAT, NiFe, and FeCu have been explored. These bimetallic nanoparticles narrow down the nanotube chirality distributions to mostly near-armchair nanotubes with semiconducting electronic properties. Fewer reports exist of metallic nanotube enrichment in metal-catalyzed CVD growth processes. Harutyunyan et al. recently demonstrated that by changing the noble gas ambient from argon to helium during the thermal annealing of a Fe catalyst, the fraction of metallic tubes could be increased from 30% to more than 90%. Zhou et al. showed the growth of high-quality metallic SWCNTs on Si wafers and silica microspheres via a Cu-catalyzed CVD growth process. Using DFT calculations, Yazyev et al. studied the binding of mono- and di-atomic carbon species on late transition and coinage metals. Their results showed that Cu favors metallic nanotube growth due to its low diffusion barrier and lower selectivity for the binding of graphene fragments on stepped and flat surfaces.

In this work, we use the epitaxial nucleation model to explain the preferential growth of metallic nanotubes on Cu-based metal catalysts. We compared Cu to Ni, the most commonly
used metal catalyst, and studied Ni_{x}Cu_{1-x} bimetals which may be an interesting candidate as the advantages of nanotube nucleation and growth on Ni and Cu can be combined to obtain unique populations of nanotubes. We first calculated the energies associated with nanotube cap nucleation on model catalyst surfaces by epitaxial matching. Based on the calculated binding energies, $E_b$, for each nanotube cap on various metal catalyst surfaces, we observe that the $E_b$'s are in the same order as the C-M adhesion strength. This suggests that the choice of the metal nanoparticle and its C-M adhesion strength are key factors in determining cap nucleation. Also, certain armchair and zigzag nanotube caps show a stronger $E_b$ and hence, a higher chance of nucleation than the chiral caps. Later, we address how the chirality of the nanotubes affects the growth rate and alters the final chirality distribution. We started by calculating the energy barriers involved in the inter-conversion of armchair and zigzag dangling bonds on various metal catalysts. We observe that the differences in armchair and zigzag dangling bond energies decreases as Ni > Cu > Ni_{0.5}Cu_{0.5}. It is well known that Cu preferentially grows more metallic nanotubes than Ni due to a smaller difference in dangling bond energies. Hence, the Ni_{0.5}Cu_{0.5} catalyst is likely to be an even better catalyst than Cu in growing metallic nanotubes. This trend is again reflected in the finite-temperature chemical activity ratios where we have incorporated the energy barriers to calculate and predict how a metal catalyst favors the growth of specific nanotube chiralities. Finally, using the chirality-dependent nanotube growth model proposed by Dumlich et al., we calculated the nanotube growth rates on different metal catalyst surfaces. Certain metallic nanotube chiralities like (5,5), (8,5) and (7,4) show much higher growth rates overall and the nanotube growth rates on any metal catalyst increases in the same order as predicted by the chemical activity ratios. Interestingly, we found that nanotubes grown on lattice-strained Ni_{0.5}Cu_{0.5} surfaces ($d=2.56$ Å) showed a much higher increase in the chemical
activity ratios and the nanotube growth rates. This suggests that by introducing strain in the Ni$_x$Cu$_{1-x}$ nanoparticle or by changing its composition so as to increase its average bond length, we can preferentially grow metallic nanotubes with much higher abundance than that grown on Cu.

5.2 Computational Details

We applied density functional theory (DFT) calculations to study nanotube cap nucleation and nanotube growth on Ni, Cu, and Ni$_x$Cu$_{1-x}$ catalyst surfaces via epitaxial matching. The total energy DFT calculations were performed using the Vienna ab-initio simulation package (VASP). The electron exchange-correlation energy was calculated using the generalized gradient approximation (GGA) as parameterized in the Perdew–Wang functional (PW91). The Ni, Cu, and C core electrons were treated using ultrasoft pseudopotentials, and the cutoff energy of the plane-wave basis set for expanding valence electrons was 400 eV. Supercell sizes were sufficiently large to allow for single Γ-point k-space sampling. All calculations were spin-polarized. Total energies were converged to 5 meV. All the nanotube caps used in this study obey the isolated pentagon rule (IPR) as these caps are more stable than those with adjacent pentagons. The nanotube caps were further screened based on the concept of “minimal seed cap”- nanotube caps with the maximum possible number of armchair kinks in the rim structure and having the least number of C atoms to generate the nanotube chirality were selected. However, in some cases, the minimal seed cap could not be stabilized and we selected a non-minimal cap. We used a combination of the CaGe and Avogadro softwares to generate these nanotube cap structures. However, it is important to note that the exact nanotube cap structure is not critical to assess the metal-cap interactions as all dangling bonds are saturated once the nanotube cap stabilizes on the catalyst surface.
Both Ni and Cu are face-centered cubic (fcc) metals with an average metal-metal bond length, $d$, of 2.48 and 2.56 Å respectively. Alloys of Ni and Cu, $\text{Ni}_x\text{Cu}_{1-x}$, also exhibit fcc lattice structures and follow Vegard’s law.\textsuperscript{141} For example, the $\text{Ni}_{0.47}\text{Cu}_{0.53}$ alloy has an average bond length of 2.52 Å.\textsuperscript{142} The fcc (111) plane has the densest packing of atoms in a surface and is energetically the most stable lattice plane for all fcc metals. We have previously used the 2D fcc (111) surface for $\text{Ni}_x\text{Fe}_{1-x}$ to study the nucleation of various nanotube cap chiralities on $\text{Ni}_x\text{Fe}_{1-x}$ bimetallic catalysts and shown excellent agreement between model and experiments\textsuperscript{132}; here, we use a similar approach to study nanotube cap nucleation on $\text{Ni}_x\text{Cu}_{1-x}$ surfaces. Figure 5.1 shows the 3 different model catalyst surfaces used to represent the metallic nanoparticles viz. (a) Ni, (b) Cu and (c) $\text{Ni}_{0.5}\text{Cu}_{0.5}$.

Well-established rules were used to determine if the nanotube caps were metallic or semiconducting. Based on scanning and tunneling microscopy (STM) images\textsuperscript{143} as well as density functional theory calculations\textsuperscript{113}, it has been concluded that armchair ($n=m$) nanotubes are always metallic. For the rest of the nanotubes (zigzag and chiral), there exist two possibilities. When the chirality of the nanotube satisfies the relation $n–m=3l$, it is metallic. For $n–m\neq 3l$, the nanotube is semiconducting.

5.3 Results and Discussions

In CCVD growth of a full nanotube on a metal catalyst surface, the final nanotube chirality distributions may depend on a combination of two factors: (a) the nucleation of the carbon cap and its stability on the metal catalyst surface and, (b) a chirality-dependent growth rate of the nanotubes that is based on the interplay between the armchair and zigzag dangling bond energies. In the following sections, we report the results of the DFT calculations obtained
for the nanotube cap nucleation and nanotube growth studies of various Ni, Cu and NiₓCu₁₋ₓsurfaces.

5.3.1 Nanotube Cap Nucleation

5.3.1.1 Dangling Bond Energies in Vacuum

For a given nanotube (n,m) chirality, there exist multiple cap structures. It has been previously shown by Reich et al.³² that caps obeying the isolated pentagon rule (IPR) are energetically more stable than those caps having adjacent pentagons. Hence, IPR is a good criterion to reduce the number of possibilities cap structures; however, caps not obeying IPR can also exist for most nanotube chiralities. In this regard, the nanotube caps (5,5) and (9,0) are unique because they have only one nanotube cap structure obeying the IPR. Again, since the cap (5,5) and (9,0) are armchair and zigzag nanotube caps, their rims have only armchair and zigzag dangling bonds, respectively. The armchair and zigzag dangling bond energies in vacuum are given by

\[ E_{a}^{\text{vac}} = \frac{E_{C_{60}} / 2 - E_{\text{cap}}^{(5,5)}}{2 \cdot m} \]  
\[ E_{z}^{\text{vac}} = \frac{E_{C_{78}} / 2 - E_{\text{cap}}^{(9,0)}}{n - m} \]  

where, \( E_{a}^{\text{vac}} \) and \( E_{z}^{\text{vac}} \) are the armchair and zigzag dangling bond energies in vacuum respectively, \( E_{C_{60}} \) and \( E_{C_{78}} \) are the energies of the isolated fullerenes of 60 and 78 C atoms respectively, and, \( E_{\text{cap}}^{(5,5)} \) and \( E_{\text{cap}}^{(9,0)} \) are the energies of the isolated nanotube caps. The (5,5) and (9,0) caps have 30 and 39 atoms, respectively, which can be obtained by dissecting their fullerene analogues of 60 and 78 carbon atoms. \( E_{a}^{\text{vac}} \) and \( E_{z}^{\text{vac}} \) as were estimated to be 2.33 and 2.80 (eV), respectively, from DFT calculations. The zigzag dangling bond energy compares well with previous DFT
calculations reported in literature of 2.83 eV; however, the armchair dangling bond energy based on DFT calculations reported in the literature is slightly lower (~2.13 eV) than those obtained from our DFT calculations.\textsuperscript{36} This discrepancy can be attributed to differences in the carbon nanostructures used in our calculations: whereas we used the entire (5,5) nanotube cap, others used smaller carbon fragments to obtain the dangling bond energies.

5.3.1.2 Epitaxial Matching of Nanotube Caps and Metal Catalyst Surfaces

We applied our 2D fcc (111) model catalyst surface to study the nucleation of a variety of nanotube cap chiralities (total of 14 caps) in the diameter range of 0.65-1.05 nm. The following metal surfaces were studied: Ni, Cu, and Ni\textsubscript{0.5}Cu\textsubscript{0.5}. In Table 5.1, the structural and electronic properties of the nanotube caps studied are summarized: metallic caps including (5,5), (6,6), (9,0), (12,0), (10,1) and (7,4), and semiconducting caps including (10,0), (11,0), (6,5), (7,5), (8,6), (8,4), (9,4) and (10,3). For the pure Ni and Cu metal catalyst surfaces, the entire surface was comprised of only Ni and Cu atoms, respectively. For the Ni\textsubscript{0.5}Cu\textsubscript{0.5} bimetallic catalyst, Ni and Cu atoms were distributed randomly on the catalyst surface in the same relative proportion as their stoichiometric ratio. The average bond lengths were $d=2.48$ Å and $d=2.56$ Å for the Ni(111) and Cu(111) surfaces, respectively, consistent with known values. We also studied nanotube cap nucleation on the Ni\textsubscript{0.5}Cu\textsubscript{0.5} (111) surface where the average bond length $d$ was systematically changed from 2.48 to 2.52 to 2.56 Å. The bond length was varied in order to understand and decouple the effects of catalyst composition and the average metal-metal bond lengths on the overall chiral-selectivity.

To calculate the overall binding energy associated with cap nucleation, $E_b$, the difference in energies between the isolated (and re-optimized) nanotube cap and the model catalyst surface was calculated, i.e.,
\[ E_b = -(E_{tot} - E_{cap} - E_{catalyst}) \]  \hspace{1cm} (5.3)

where, \( E_{tot} \) is the energy of the geometry optimized nanotube cap bound to the catalyst, \( E_{cap} \) is the energy of the isolated cap and \( E_{catalyst} \) is the energy of the isolated catalyst surface. A net negative \( E_b \) indicates that the cap-catalyst system is more stable than the separated cap and the catalyst.

Table 5.2 summarizes the binding strengths of the various nanotube caps on the Ni, Cu and Ni\(_{0.5}\)Cu\(_{0.5}\) fcc (111) catalyst surfaces as well as the lattice-strained Ni\(_{0.5}\)Cu\(_{0.5}\) fcc (111) catalyst surfaces with \( d = 2.48 \) and 2.56 Å \( E_b \) for all nanotube caps stabilized on the various metal catalyst surfaces are found to follow Ni > Ni\(_{0.5}\)Cu\(_{0.5}\) > Cu, in agreement with the ordering of the carbon-metal (C-M) adhesion strengths for the respective metals.\(^{13}\) All the zigzag nanotube caps have higher binding strengths when compared with the chiral and armchair nanotube caps, irrespective of the metal catalyst surface. Another noticeable feature is that although the nanotube cap binding on the Cu surfaces is significantly lower than that on Ni surfaces, the nanotube cap binding on the Ni\(_{0.5}\)Cu\(_{0.5}\) is significantly higher than that of Cu and closer to Ni. This suggests that even a relatively small fraction of Ni atoms in a Ni-Cu alloy can contribute to enhanced binding of the nanotube caps. For the nanotube caps bound to lattice-strained Ni\(_{0.5}\)Cu\(_{0.5}\) (111) surfaces with \( d = 2.48, 2.52 \) and 2.56 Å, a majority of the semiconducting nanotube caps, except for (11,0), have higher \( E_b \) for \( d = 2.56 \) Å and \( E_b \) increases with increasing \( d \). However, no clear trend in \( E_b \) emerges is observed for the metallic nanotube caps. Overall, the highest \( E_b \)’s are observed for the zigzag and near-zigzag (10,1) nanotube caps. It is important to note that the energy differences (\( \pm 0.1eV \)) due to changes in \( d \) on the same Ni\(_x\)Cu\(_{1-x}\) surface are significantly lower than changes estimated for \( E_b \) on different metal surfaces.
The nucleation of nanotube caps on a metal catalyst surface is facilitated by the gain in energy of the nanotube cap due to the carbon-metal adhesion strength which overcomes the armchair and zigzag dangling bond energies of the isolated nanotube cap. The difference in these energies is the energy cost $E_c$ that has to be supplied externally to the carbon atoms in the form of thermal energy for the nanotube cap to nucleate. In Table 5.1, we have listed the number of armchair kinks ($n_{AC}$) and zigzag kinks ($n_{ZZ}$) in the rim of the nanotube cap for all nanotube cap chiralities. We have calculated $E_c$ as

$$E_c = (n_a E_{avac} + n_z E_{zvac}) - E_b$$

(5.4)

where, $n_a$ and $n_z$ are the number of armchair and zigzag kinks respectively and $E_{avac}$, $E_{zvac}$ and $E_b$ are obtained from Eq. 5.1 and 5.2, respectively. Table 5.3 summarizes the external energy costs, $E_c$, for all the nanotube caps on the above-mentioned metal catalyst surfaces. The trend for $E_c$ on the various metal catalyst surfaces follows Ni < Ni$_{0.5}$Cu$_{0.5}$ < Cu which is opposite to the trend in carbon metal adhesion strengths. For most of the achiral caps (armchair and zigzag), $E_c$ is significantly lower than those of the chiral caps. This can be attributed to the global matching of achiral caps with the metal catalyst surface which apparently overwhelms the local matching of the edge carbon atoms bound to energetically favorable hollow and bridge sites of the metal surface. Global matching is not possible for the chiral caps as their rim structures are curved which leads to relatively higher $E_c$ than those of the achiral caps. This suggests that certain armchair and zigzag nanotube caps have a higher probability of nucleation on the metal surface than the chiral caps. However, the very strong carbon-metal adhesion in the case of Ni-catalyzed nanotube growth is detrimental to further carbon addition and subsequent growth of metallic nanotubes which explains their very low abundance in experiments. On the other hand, weaker C-M adhesion in the case of Cu could explain the previously reported increase in the abundance
of metallic armchair species on Cu catalysts. Additionally, Ni-Cu catalysts with intermediate adhesion strengths may enable the preferential nucleation of armchair and zigzag nanotube caps. In the following section, we study the nanotube growth process subsequent to cap nucleation and explore the role of the various metal catalyst surfaces in promoting the growth of specific nanotube chiralities.

5.3.2 Nanotube Growth

5.3.2.1 Dangling Bond Energy Differences on Various Metal Catalysts

The nanotube rim consists of zigzag and armchair edges and can have only 3 types of growth sites: armchair (aa.aa), zigzag (z.z) and chiral (aa.z). Addition of carbon dimers transforms the rim by continuously changing the number of energetically favorable sites. Thus, the nanotube chirality continuously changes as the nanotube elongates; however, the chirality stops changing after addition of 2 layers of carbon dimers. There is an activation energy barrier associated with the addition of carbon dimmers and this energy barrier is relatively higher for zigzag rims than armchair rims. This is one reason why zigzag nanotubes are rarely observed in CVD growth; however, lowering this activation energy barrier should lead to an increase in the relative abundance of zigzag or near-zigzag nanotubes.

In order to calculate the carbon-metal adhesion strength of armchair and zigzag edges on various metal catalysts, we again used the unique “minimal-seed” nanotube cap structures of (5,5) and (9,0) as in the case of vacuum dangling bond energies. We studied the binding of (5,5) and (9,0) nanotube caps on Ni, Cu and Ni0.5Cu0.5 2D (111) surfaces using DFT calculations. The average bond length, \( d \), of the catalyst surfaces was systematically changed from 2.48 to 2.52 to 2.56 Å for each of the metals. When a nanotube cap binds to the metal surface, the C-M
adhesion strength alters the armchair and zigzag dangling bond energies. For any metal surface, the armchair and zigzag dangling bond energies due to C-M binding are given by

\[
E_{a}^{cat} = \frac{E_{(5,5)}^{cat} - E_{(5,5)} - E_{cat}}{2\cdot m}
\] (5.5)

\[
E_{z}^{cat} = \frac{E_{(9,0)}^{cat} - E_{(9,0)} - E_{cat}}{n - m}
\] (5.6)

where, \(E_{(5,5)}^{cat}\) and \(E_{(9,0)}^{cat}\) are the combined energies of the cap/catalyst system, \(E_{(5,5)}\) and \(E_{(9,0)}\) are the energies of the isolated nanotube caps, and \(E_{cat}\) is the energy of the isolated catalyst.

Figure 5.2 shows the geometry optimized configurations of the nanotube caps (5,5) and (9,0) bound to Ni_{0.5}Cu_{0.5}, Ni, and Cu (111) surfaces. The unsaturated carbon atoms with dangling bonds have been highlighted in red and are found to form C-M bonds with atoms in the metal catalyst. The rim of the nanotube is found to restructure and reorient so that most of the edge C atoms occupy the more favorable bridge and hollow sites. Tables 5.4 and 5.5 summarizes the calculated binding energies, \(E_b\), of the nanotube caps (5,5) and (9,0) on Ni, Cu, and Ni_{0.5}Cu_{0.5} (111) surfaces with varying bond lengths, \(d\). \(E_b\) for both caps shows the trend: Ni > Ni_{0.5}Cu_{0.5} > Cu, irrespective of the average bond lengths. This is consistent with trends in C-M binding for these metal surfaces. Increasing \(d\) from 2.48 to 2.56 Å increases the C-M binding strength for all the metal surfaces, although the changes are small. An interesting trend is observed for the Ni_{0.5}Cu_{0.5} (111) surface: with an increase in average bond length \(d\), the C-M binding strength for the armchair cap (5,5) increases, while the C-M binding strength for the zigzag (9,0) nanotube cap decreases. This suggests that the Ni_{0.5}Cu_{0.5} nanoparticle and its various lattice-strained surfaces are a potential candidate for growing nanotubes having significantly different chirality distributions than those grown on Cu and Ni nanoparticles.
The activation energy barrier associated with the conversion \(aa.aa \rightarrow aa.z\) sites can be defined as

\[
\Delta_a = |E_{za.az} - E_{aa.aa}| = |2E_z - 2E_a|
\] (5.7)

From the C-M binding strengths shown in Tables 5.4 and 5.5, we obtained the parameter \(\Delta_a\) for the various metal surfaces. Figure 5.3 shows that \(\Delta_a\) for Ni\(_{0.5}\)Cu\(_{0.5}\) is lower than that for Cu by \(~0.06\) eV which in turn is lower than that for Ni by \(~0.06\) eV. Since \(\Delta_a\) represents the differences in armchair and zigzag dangling bond energies, lowering of \(\Delta_a\) reflects the possibility of growing more zigzag and near-zigzag nanotubes. Lowering of \(\Delta_a\) in our calculations for Cu suggest that Cu should have a preference for metallic tubes over Ni, consistent with previous reports.\(^{39}\) Surprisingly, Ni\(_{0.5}\)Cu\(_{0.5}\) should have an even stronger preference for metallic tubes than either Ni or Cu. Figure 5.4 shows the optimized geometry of minimal seed nanotube caps (5,5) and (9,0) adsorbed on Ni\(_{0.5}\)Cu\(_{0.5}\) (111) surfaces with average metal-metal bond length \(d\) as 2.48, 2.52 & 2.56 Å. We also calculated \(\Delta_a\) for Ni, Cu, and Ni\(_{0.5}\)Cu\(_{0.5}\) surfaces with \(d=2.48, 2.52\) and 2.56 Å (Figure 5.5). We observe an insignificant change in \(\Delta_a\) for nanotubes grown on pure Ni and Cu metals with varying bond length \(d\); however, a significant difference is observed in the case of the Ni\(_{0.5}\)Cu\(_{0.5}\) surface. For \(d=2.48\) Å, \(\Delta_a\) is higher than that for Ni whereas \(d=2.56\) Å reduces \(\Delta_a\) drastically to 0.42 eV. This suggests that lattice strained surfaces of Ni\(_{0.5}\)Cu\(_{0.5}\) with a larger bond length could produce a very narrow distribution of metallic nanotubes, in addition to the less often observed zigzag nanotubes. The bond length could be increased in experiments by increasing the Cu content in Ni\(_x\)Cu\(_{1-x}\)bimetals, as predicted by Vegard’s law.
5.3.2.2 Relative Chemical Activity Ratios on Various Metal Catalysts

The binding energy of armchair and zigzag nanotubes can be quantified by the chemical potential per edge atom

\[ \mu_{\text{edge}} = \mu_{\text{edge}}^{\text{vac}} + \mu_{\text{edge}}^{\text{cat}} \] (5.8)

where, \( \mu_{\text{edge}}^{\text{vac}} \) and \( \mu_{\text{edge}}^{\text{cat}} \) are the chemical potential of the edge atoms in vacuum and attached to a metal catalyst, respectively. Defining \( \mu_{\text{edge}}^{\text{vac}} = E_{a}^{\text{vac}} \) and \( \mu_{\text{edge}}^{\text{cat}} = E_{a}^{\text{cat}} \) for armchair nanotubes and \( \mu_{\text{edge}}^{\text{vac}} = E_{z}^{\text{vac}} \) and \( \mu_{\text{edge}}^{\text{cat}} = E_{z}^{\text{cat}} \) for zigzag nanotubes, the chemical potential per edge atom for the armchair and zigzag edges can be written as

\[ \mu_{a}^{\text{edge}} = -E_{a}^{\text{vac}} + E_{a}^{\text{cat}} \] (5.9)

\[ \mu_{z}^{\text{edge}} = -E_{z}^{\text{vac}} + E_{z}^{\text{cat}} \] (5.10)

The chemical potential \( \mu_{\text{edge}} \) provides insight into the ability of different metal catalysts to grow nanotubes with specific chiralities. A more quantitative measure of the selectivity at a given temperature, \( T \), is estimated by defining the chemical activity ratio

\[ R^{T} = \exp \left[ -\frac{\mu_{a}^{\text{edge}} - \mu_{z}^{\text{edge}}}{kT} \right] \] (5.11)

Assuming a reaction temperature of 900ºC, we calculated the \( R^{T} \) values for various metal surfaces based on the C-M binding energies calculated in Table 5.2. Figure 5.6 shows \( R^{79} \) for the different metal surfaces: Ni, Cu, and Ni_{0.5}Cu_{0.5}, and the lattice-strained surfaces of Ni_{0.5}Cu_{0.5} (\( d = 2.56 \) Å). We observe a systematic increase in \( R^{T} \) for Ni, Cu, and Ni_{0.5}Cu_{0.5}, indicating that Ni_{0.5}Cu_{0.5} exhibits a higher relative selectivity for metallic nanotubes. In addition, the lattice-strained Ni_{0.5}Cu_{0.5} surface with an average bond length of 2.56 Å shows a many-fold increase in the \( R^{T} \) value over that of Cu which suggests that lattice-strained Ni_{x}Cu_{1-x} bimetals may be an excellent candidate for the growth of metallic nanotubes.
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5.3.2.3 Chirality Dependent Nanotube Growth Rates on Various Metal Catalysts

Using geometrical arguments, Dumlich et al.\textsuperscript{37} proposed a method to calculate the effective growth rate of nanotubes on any catalyst at a specific temperature. For a given nanotube cap \((n,m)\) in its starting configuration, the number of growth sites on its rim can be calculated as

\[
N_{aa.aa} = \max(2m - n, 0) \tag{5.12}
\]

\[
N_{aa.z} = \min(m, n - m) \tag{5.13}
\]

\[
N_{z.z} = 0 \tag{5.14}
\]

For tubes with \(2m - n \leq 0\) there are only \(aa.z\) sites and there are no growth sites for zigzag tubes \((m=0)\) and the growth of zigzag nanotubes is suppressed. During nanotube growth, the number of armchair sites \(aa.aa\) changes continuously whereas the number of zigzag sites \(aa.z\) remains constant. Growing a full layer of armchair rims on a \((n,m)\) nanotube requires the addition of \(n+m\) carbon dimers. The average growth rate of the nanotubes as a function of nanotube chirality \((n,m)\), activation energy barrier, and temperature dependence is given as,

\[
\Gamma(n,m) = \begin{cases} 
A_{aa.aa}(n,m) \cdot \delta_a + A_{aa.z}(n,m) \cdot \delta_{az} & \text{if } 2m - n > 0, \\
\frac{n + m}{n + m} & \text{otherwise}, 
\end{cases} \tag{5.15}
\]

where,

\[
A_{aa.aa}(n,m) = 2m - n - 1 + \frac{1}{2m - n} \tag{5.16}
\]

\[
A_{aa.z}(n,m) = N_{aa.z} \tag{5.17}
\]

\[
\delta_a = \exp(-\Delta_a / k_b T) \tag{5.18}
\]

\[
\delta_{az} = \exp(-\Delta_{az} / k_b T) = 1 \tag{5.19}
\]

Since there is no activation energy barrier for carbon dimer addition on a \(aa.z\) rim site, \(\Delta_{az}=0\). We calculated the Arrhenius temperature dependent exponential factor, \(\delta_a\), for each metal.
surface, using $\Delta a$ values from Eq. 5.7. For any given chirality $(n,m)$, we calculated the geometrical probabilities of carbon dimer addition at each of the armchair and zigzag dangling bond sites using Eq. 5.16 and 5.17. We then calculated the growth rates $\Gamma(n,m)$ for all the nanotube chiralities within a diameter range of 0.65-1.05 nm and at a growth temperature of 900ºC using Eq. 5.15. $\Gamma(n,m)$ provides the relative differences in growth rate of nanotubes based only on nanotube chiralities. Depending on the nanotube chirality $(n,m)$, the growth factor $\Gamma(n,m)$ goes from 0 to 0.5. However, the epitaxial growth model assumes that the nanotube diameter and the chirality are both fixed at the nucleation phase. The dependence of the nanotube diameter on the final chirality distribution of nanotubes is taken into account by multiplying a Gaussian distribution function of the nanotube diameters $f(D;\mu,\sigma^2)$ with the nanotube growth rate $\Gamma(n,m)$,

$$\Gamma^*(n,m) = \frac{1}{\sigma\sqrt{2\pi}} e^{-\frac{(D-\mu)^2}{2\sigma^2}} \cdot \Gamma(n,m) \quad (5.20)$$

We calculated the growth rates $\Gamma^*(n,m)$ for 37 nanotubes with nanotube diameter $D$ varying from 6.87 to 10.68 Å which covers all possible nanotube chiralities within our specified diameter range. We estimated $\sigma=1.137$ Å and $\mu=8.847$ Å and calculated the diameter dependent growth rates for each of the nanotube chiralities using Eq. 5.17. The nanotube growth rates $\Gamma^*(n,m)$ for a few of the metallic nanotube chiralities on various metal catalyst surfaces are plotted in Figure 5.7. For all the metallic nanotubes, $\Gamma^*(n,m)$ increases in the order Ni < Cu < Ni0.5Cu0.5 < lattice-strained Ni0.5Cu0.5($d=2.56\text{Å}$). The metallic armchair nanotubes have a significant increase in their growth rates $\Gamma^*(n,m)$, with the (5,5) nanotube exhibiting the highest growth rate. Incidentally, the nanotube cap (5,5) was found to have a strong binding strength $E_b$ on the Ni0.5Cu0.5 catalyst surface in our nanotube cap nucleation studies. Thus, the (5,5) cap shows the highest probability of growth on Ni0.5Cu0.5 and lattice-strained Ni0.5Cu0.5 metal catalyst
surfaces. In addition, other metallic chiralities such as (8,5), (7,4) and (9,6) show a significant increase in their growth rates when grown on the bimetallic Ni₅Cu₅ catalyst surfaces, suggesting that the Ni₅Cu₅ catalyst can serve as an excellent candidate for growing the metallic nanotube species.

5.4 Summary and Conclusions

We have employed DFT calculations to study nanotube cap nucleation and nanotube growth of various SWCNT chiralities on Ni, Cu and Ni₀.₅Cu₀.₅ surfaces. The binding strengths of the caps with the metal catalyst surfaces follow in decreasing order Ni > Ni₀.₅Cu₀.₅ > Cu, in accordance with the order of carbon-metal adhesion strengths. Differences in the armchair and zigzag dangling bond energies are lowest for the Ni₀.₅Cu₀.₅ catalyst suggesting the possibility of a higher abundance of metallic and zigzag nanotubes. The chemical activity ratios and nanotube growth rates confirm that Ni₀.₅Cu₀.₅ is an excellent candidate for preferentially catalyzing metallic nanotubes. Interestingly, lattice-strained Ni₀.₅Cu₀.₅ surfaces show an even higher chemical activity ratio and faster nanotube growth rate suggesting that inducing lattice-strain or increasing the average bond length in Ni₅Cu₅ bimetallic nanoparticles can lead to significant increase in the populations of metallic nanotubes grown.
Figure 5.1: Model catalyst surfaces used for studying the epitaxial nucleation of SWCNT cap. 2D fcc (111) planes of (a) Ni, (b) Cu and (c) Ni_{0.5}Cu_{0.5}. 
Table 5.1: Structural and electronic properties of carbon nanotube caps studied in this work. “*” indicates the metallic nanotube cap chiralities.

<table>
<thead>
<tr>
<th>(n,m)</th>
<th>D (Å)</th>
<th>Θ (deg)</th>
<th>Chiral (C) / Armchair (A) / Zigzag (Z)</th>
<th>Rim armchair kinks (n_a)</th>
<th>Rim zigzag kinks (n_z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5,5)*</td>
<td>6.87</td>
<td>30</td>
<td>A</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>(6,6)*</td>
<td>8.25</td>
<td>30</td>
<td>A</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>(9,0)*</td>
<td>7.15</td>
<td>0</td>
<td>Z</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>(12,0)*</td>
<td>9.52</td>
<td>0</td>
<td>Z</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>(10,1)*</td>
<td>8.36</td>
<td>4.7</td>
<td>C</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>(7,4)*</td>
<td>7.66</td>
<td>21.5</td>
<td>C</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>(10,0)</td>
<td>7.94</td>
<td>0</td>
<td>Z</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>(11,0)</td>
<td>8.73</td>
<td>0</td>
<td>Z</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>(6,5)</td>
<td>7.57</td>
<td>27</td>
<td>C</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>(7,5)</td>
<td>8.29</td>
<td>24.5</td>
<td>C</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>(8,6)</td>
<td>9.66</td>
<td>25.3</td>
<td>C</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>(8,4)</td>
<td>8.4</td>
<td>19.1</td>
<td>C</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>(9,4)</td>
<td>9.15</td>
<td>17.5</td>
<td>C</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>(10,3)</td>
<td>9.36</td>
<td>12.7</td>
<td>C</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>
Figure 5.2: Minimal seed SWCNT caps (5,5) and (9,0) adsorbed on (a,b) Ni$_{0.5}$Cu$_{0.5}$, (c,d) Ni and (e,f) Cu (111) surfaces respectively.

Figure 5.3: Calculated energy barriers in the inter-conversion of armchair and zigzag dangling bonds on various metal catalyst surfaces.
Table 5.2: Binding energies, $E_b$ (eV/edge C atom) of the metallic and semiconducting nanotube caps adsorbed on Ni, Cu, Ni$_{0.5}$Cu$_{0.5}$ (111) surfaces. Similarly, $E_b$'s for lattice-strained Ni$_{0.5}$Cu$_{0.5}$ (111) surfaces with $d = 2.48$ and 2.56 Å are also reported. “*” indicates metallic nanotube caps and “!” indicates non-minimal nanotube caps used in this study.

<table>
<thead>
<tr>
<th>Chirality</th>
<th>Ni</th>
<th>Cu</th>
<th>Ni$<em>{0.5}$Cu$</em>{0.5}$</th>
<th>Ni$<em>{0.5}$Cu$</em>{0.5}@ d=2.48Å$</th>
<th>Ni$<em>{0.5}$Cu$</em>{0.5}@ d=2.56Å$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5,5)*</td>
<td>2.24</td>
<td>1.39</td>
<td>1.94</td>
<td>1.88</td>
<td>1.98</td>
</tr>
<tr>
<td>(6,6)*</td>
<td>1.84</td>
<td>1.13</td>
<td>1.57</td>
<td>1.68</td>
<td>1.65</td>
</tr>
<tr>
<td>(9,0)*</td>
<td>2.62</td>
<td>1.73</td>
<td>2.25</td>
<td>2.28</td>
<td>2.19</td>
</tr>
<tr>
<td>(12,0)*</td>
<td>2.39</td>
<td>1.57</td>
<td>2.19</td>
<td>2.16</td>
<td>2.24</td>
</tr>
<tr>
<td>(10,1) *!</td>
<td>2.30</td>
<td>1.50</td>
<td>2.06</td>
<td>2.00</td>
<td>2.11</td>
</tr>
<tr>
<td>(7,4) *!</td>
<td>2.02</td>
<td>1.11</td>
<td>1.74</td>
<td>1.70</td>
<td>1.47</td>
</tr>
<tr>
<td>(10,0)</td>
<td>2.57</td>
<td>1.63</td>
<td>2.11</td>
<td>2.07</td>
<td>2.18</td>
</tr>
<tr>
<td>(11,0)</td>
<td>2.34</td>
<td>1.60</td>
<td>2.25</td>
<td>2.07</td>
<td>2.13</td>
</tr>
<tr>
<td>(6,5) !</td>
<td>2.18</td>
<td>1.59</td>
<td>1.80</td>
<td>1.76</td>
<td>1.98</td>
</tr>
<tr>
<td>(7,5) !</td>
<td>2.11</td>
<td>1.29</td>
<td>1.97</td>
<td>1.93</td>
<td>1.99</td>
</tr>
<tr>
<td>(8,6) !</td>
<td>2.28</td>
<td>1.46</td>
<td>1.91</td>
<td>1.88</td>
<td>1.98</td>
</tr>
<tr>
<td>(8,4)</td>
<td>2.23</td>
<td>1.37</td>
<td>1.92</td>
<td>1.94</td>
<td>1.94</td>
</tr>
<tr>
<td>(9,4)</td>
<td>2.18</td>
<td>1.27</td>
<td>1.95</td>
<td>1.92</td>
<td>1.98</td>
</tr>
<tr>
<td>(10,3)</td>
<td>1.90</td>
<td>1.15</td>
<td>1.70</td>
<td>1.64</td>
<td>1.75</td>
</tr>
</tbody>
</table>
Table 5.3: External energy costs $E_c$ (eV/edge C atom), which is the difference between the vacuum dangling bond energies and the carbon-metal adhesion energies of the nanotube nucleation on various metal catalyst surfaces. “*” indicates metallic nanotube caps and “!” indicates non-minimal nanotube caps used in this study.

<table>
<thead>
<tr>
<th>Chirality</th>
<th>Ni</th>
<th>Cu</th>
<th>Ni$<em>{0.5}$Cu$</em>{0.5}$</th>
<th>Ni$<em>{0.5}$Cu$</em>{0.5}@d=2.48\text{Å}$</th>
<th>Ni$<em>{0.5}$Cu$</em>{0.5}@d=2.56\text{Å}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5,5)*</td>
<td>0.09</td>
<td>0.94</td>
<td>0.39</td>
<td>0.45</td>
<td>0.35</td>
</tr>
<tr>
<td>(6,6)*</td>
<td>0.49</td>
<td>1.20</td>
<td>0.76</td>
<td>0.65</td>
<td>0.68</td>
</tr>
<tr>
<td>(9,0)*</td>
<td>0.18</td>
<td>1.07</td>
<td>0.55</td>
<td>0.52</td>
<td>0.61</td>
</tr>
<tr>
<td>(12,0)*</td>
<td>0.41</td>
<td>1.23</td>
<td>0.61</td>
<td>0.64</td>
<td>0.56</td>
</tr>
<tr>
<td>(10,1) *!</td>
<td>0.41</td>
<td>1.21</td>
<td>0.65</td>
<td>0.71</td>
<td>0.60</td>
</tr>
<tr>
<td>(7,4) *!</td>
<td>0.69</td>
<td>1.60</td>
<td>0.97</td>
<td>1.01</td>
<td>1.24</td>
</tr>
<tr>
<td>(10,0)</td>
<td>0.23</td>
<td>1.17</td>
<td>0.69</td>
<td>0.73</td>
<td>0.62</td>
</tr>
<tr>
<td>(11,0)</td>
<td>0.37</td>
<td>1.11</td>
<td>0.46</td>
<td>0.64</td>
<td>0.58</td>
</tr>
<tr>
<td>(6,5) !</td>
<td>0.19</td>
<td>0.78</td>
<td>0.57</td>
<td>0.61</td>
<td>0.39</td>
</tr>
<tr>
<td>(7,5) !</td>
<td>0.30</td>
<td>1.12</td>
<td>0.44</td>
<td>0.48</td>
<td>0.42</td>
</tr>
<tr>
<td>(8,6) !</td>
<td>0.45</td>
<td>1.27</td>
<td>0.82</td>
<td>0.85</td>
<td>0.75</td>
</tr>
<tr>
<td>(8,4)</td>
<td>0.49</td>
<td>1.35</td>
<td>0.80</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>(9,4)</td>
<td>0.55</td>
<td>1.46</td>
<td>0.78</td>
<td>0.81</td>
<td>0.75</td>
</tr>
<tr>
<td>(10,3)</td>
<td>0.68</td>
<td>1.43</td>
<td>0.88</td>
<td>0.94</td>
<td>0.83</td>
</tr>
</tbody>
</table>
Table 5.4: Carbon-Metal (C-M) binding energies $E_a$ of nanotube cap (5,5) adsorbed on Ni, Ni$_{0.5}$Cu$_{0.5}$ and Cu (111) surfaces with $d =$ 2.48, 2.52 and 2.56 Å for each surface.

<table>
<thead>
<tr>
<th>Cap (5,5)</th>
<th>$d = 2.48$ Å</th>
<th>$d = 2.52$ Å</th>
<th>$d = 2.56$ Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni</td>
<td>2.24</td>
<td>2.30</td>
<td>2.34</td>
</tr>
<tr>
<td>Cu</td>
<td>1.29</td>
<td>1.34</td>
<td>1.39</td>
</tr>
<tr>
<td>Ni$<em>{0.5}$Cu$</em>{0.5}$</td>
<td>1.88</td>
<td><strong>1.94</strong></td>
<td>1.98</td>
</tr>
</tbody>
</table>

Table 5.5: Carbon-Metal (C-M) binding energies $E_z$ of nanotube caps (9,0) adsorbed on Ni, Ni$_{0.5}$Cu$_{0.5}$ and Cu (111) surfaces with $d =$ 2.48, 2.52 and 2.56 Å for each surface.

<table>
<thead>
<tr>
<th>Cap (9,0)</th>
<th>$d = 2.48$ Å</th>
<th>$d = 2.52$ Å</th>
<th>$d = 2.56$ Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni</td>
<td>2.62</td>
<td>2.67</td>
<td>2.71</td>
</tr>
<tr>
<td>Cu</td>
<td>1.64</td>
<td>1.69</td>
<td><strong>1.73</strong></td>
</tr>
<tr>
<td>Ni$<em>{0.5}$Cu$</em>{0.5}$</td>
<td>2.28</td>
<td><strong>2.25</strong></td>
<td>2.19</td>
</tr>
</tbody>
</table>
Figure 5.4: Minimal seed nanotube caps (5,5) and (9,0) adsorbed on Ni$_{0.5}$Cu$_{0.5}$ (111) surfaces with average bond length $d$ as 2.48, 2.52 & 2.56 Å.

Figure 5.5: Calculated energy barriers for the armchair to zigzag conversion on various metal catalysts with varying metal-metal bond lengths, $d$.
Figure 5.6: Chemical activity ratios of nanotubes grown on various metal nanocatalysts at T= 900°C.

Figure 5.7: Nanotube growth rates $\Gamma^*(n,m)$ of various metallic nanotubes on different metal nanocatalysts at T= 900°C.
6.1 Introduction

Semiconductor nanowires (s-NWs) have attracted a great deal of interest as nanoscale building blocks for potential applications in advanced electronics, optical devices, sensors, and energy conversion. The quasi one-dimensionality of the nanowires leads to very interesting and unparalleled properties due to effects of quantum confinement. For example, III-V materials such as the InAs NWs are characterized by high electron mobilities, polarizable photoluminescence, and strong spin-orbit interactions. Despite significant progress that has been made over the last several years to synthesize s-NWs, a significant obstacle that remains for fundamental research and technologies based on s-NWs is precise control over their structure (i.e. defects, crystalline orientation, etc.). The crystal structure of s-NWs can influence their electronic and optical properties and has not been sufficiently controlled. For example, III-V NWs are characterized by twin defects, stacking faults, and polytypism that result in lower quantum efficiency, carrier lifetime, and carrier mobility. Nanowires are usually grown via the vapor-solid-liquid (VLS) mechanism which involves the eutectic reaction of a semiconductor vapor source on a metallic seed particle. However, a vapor-solid-solid (VSS) mechanism of the s-NW growth on metallic seed particle is also possible in which the reaction takes place below the eutectic temperature and the metal seed particle remains solid. The metal
nanoparticle plays a critical role in controlling the s-NW diameter and growth orientation.\textsuperscript{56,57} In addition, the nanoparticle material also influences the dissolution of the semiconductor gas and the diffusion of the atoms in the metal nanoparticle thereby affecting nanowire growth rates. Au is often used because of its low eutectic melting temperature which facilitates VLS growth.\textsuperscript{15} By incorporating a second metal (with Au), the eutectic melting temperature is increased, keeping the particle solid during NW growth and preventing the so called “reservoir effect” where the dissolved semiconductor rapidly diffuses out of the metal particle.

The control in growing large vertical arrays of s-NWs with specific orientations is imperative to build s-NW based nanoscale devices for commercial logic gate applications. For most of the III-V nanowires with zinc blende crystals (i.e. GaAs, InAs, InP, GaP, etc.), it has been observed that the semiconductor NW-catalyst interface usually forms a single surface at the lowest energy (111) plane and hence, the <111> nanowire orientation is the most commonly observed nanowire growth directions under most reaction conditions.\textsuperscript{15,78} For nanowires with a wurtzite crystal structure (e.g. ZnO, GaN), the <0001> (c-axis) growth direction is the most commonly observed nanowire orientation. There has been recent evidence in the literature that the metal particle influences the final structure and orientation of the as-grown nanowires through an epitaxial relationship. Han \textit{et al.}\textsuperscript{82} have demonstrated that epitaxial relationships between the crystal phase of Ni\textsubscript{x}Ga\textsubscript{1-x} seed nanoparticles and growth orientations of GaAs NWs. Xu \textit{et al.}\textsuperscript{146} grew defect-free pure ZB<111>InAs NWs on GaAs(111) substrates using palladium. More recently, epitaxial relationships have also been reported for GaAs NWs grown on non-metallic substrates like graphite and a few layers of graphene (FLG).\textsuperscript{147} A very conclusive evidence of the epitaxial behavior is demonstrated in the horizontal in-plane growth of ZnO\textsuperscript{80} and GaN\textsuperscript{81} nanowires on various planes of a sapphire substrate.
6.2 Experimental Background

A particularly novel aspect of our experiments at CWRU is the study of shape-controlled particles for s-NW growth. Although there have been empirical observations of faceting of the metal particles during s-NW growth, to our knowledge, we are the only group to have used pre-formed shaped particles for s-NW growth.\textsuperscript{83} In our experiments on InAs nanowire (NW) growth on shaped Au nanoparticles, we have observed that the growth rate of the NWs is considerably enhanced when grown on shaped Au nanoparticles compared to that on spherical nanoparticles. Shaped Au nanoparticles have highly faceted (111) and (100) surfaces as confirmed experimentally by X-ray diffraction (XRD) or HRTEM images of our colloidally synthesized Au nanoparticles. Au has a face centered cubic (fcc) lattice structure and the Au (111) facet is the most stable surface plane observed on an Au nanoparticle. Since shaped Au nanoparticles have more Au (111) and Au (100) surfaces than the spherical Au nanoparticles, our target is to explore whether an epitaxial relationship can be established between the orientation of the InAs NW growth direction and the surface facets of the gold nanoparticle on which the NW grows. If such an epitaxial relationship can be established, then this would provide insights to experimentalists about tailoring the growth of specific orientations of InAs NWs on various shape-controlled Au nanoparticles. This would ultimately allow for catalyst selection and design.

Whereas spherical particles are composed of randomly coordinated atoms on their surface, shaped particles have well-defined crystallographic orientations, much like single-crystal substrates. However, we note that shaped particles have more than one orientation since they are not extended surfaces like substrates. Nonetheless, we believe that shaped particles could have important benefits to controlling nanowire growth. This hypothesis is based on previous studies with SWCNTs (as shown in chapters 4 & 5) that have shown the preferential
growth of metallic tubes with highly faceted Ni-Fe particles. In addition, results for NWs grown from single crystal substrates suggest that the crystal structure of NWs can be controlled through a lattice matching in the case of shaped nanoparticles; this could be potentially achieved by surface faceting of the gold nanoparticles.

6.3 Computational Methods and Models

The role of the DFT calculations is to explore the epitaxial relationships that may exist between the semiconducting nanowires and the metal catalysts. The formation of different crystal structural polytypes in the III-V nanowires is quite a common phenomenon because the atomic layers have the same in-plane structure normal to the most common <111> growth direction. Different crystal structures arise due to the difference in the stacking sequence of the atoms in the <111> growth direction and consequently, both the wurtzite (WZ) and zinc blende (ZB) phases co-exist in a single NW due to presence of stacking faults and twinning planes. However, single-phase purity of the InAs NWs is required for electronic applications. Hence, if an epitaxial relationship can be established between the crystal structures of the InAs NW with the Au surface facets on which the NW grows, then it can be exploited to synthesize pure single phases of WZ or ZB InAs NWs.

The total energy calculations reported in this study have been performed using VASP, a plane wave, periodic boundary conditions DFT code. For the present calculations, we have used Vanderbilt ultrasoft pseudopotentials. A generalized gradient approximation (GGA) level of theory is included through the Perdew–Wang '91(PW91) exchange and correlation functional. Since we have a fairly large unit cell, integration over the Brillouin zone for the unit cell is achieved by sampling reciprocal space with a Γ-point sampling.
The DFT based modeling of the nanowires is very expensive as the number of atoms involved in the system increases drastically with the increase in diameter. As a result, any atomistic simulation based on \textit{ab-initio} techniques really becomes intractable beyond the diameter of 3 nm. In addition, to study the epitaxial relationship of the nanowires with the metal catalyst surface, the number of metal atoms in the catalyst surface has to be included as well as the periodicity of the nanowires in its axial growth direction has to be terminated. All this leads to the DFT study of the epitaxial relationship between the nanowire-nanocatalyst surfaces being extremely expensive. The InAs nanowire is characterized by its surface to bulk ratio of atoms. All the atoms in the interior of the InAs nanowires are bulk-like $sp^3$-hybridized having tetrahedral bonds whereas the edge atoms along the circumference have dangling bonds. Hence, to model a nanowire of any diameter, one can divide the nanowire into the interior and peripheral sections. Hence, we have devised a method in which we study the binding of small diameter zinc blende and wurtzite nanowire and nanotube fragments on gold metal catalyst surfaces. For the same diameter of InAs fragment we study both the nanowire and the nanotube binding to the gold surfaces. All the atoms in the InAs nanotube have surface dangling bonds, whereas in the InAs nanowire the surface atoms have surface dangling bonds and the bulk atoms are $sp^3$-hybridized. Thus, to estimate the binding strength of large diameter nanowires, we estimate the surface fraction of the atoms in the nanowire and then, add the binding strength contributions of the peripheral and bulk atoms to the Au surfaces obtained from the model fragment calculations.

In this work, we have established the relative binding strengths of ZB and WZ H-terminated InAs NW fragments with particular facets of an Au nanoparticle using density functional theory (DFT) calculations. In particular, we have first established the binding strengths of (i) an H-terminated <0001>, <10-10> and <11-20> oriented wurtzite (WZ) InAs
NW and NT fragments with Au(111) and Au(100) surfaces and, (ii) an H-terminated <111>, <100> and <110> oriented zinc blende (ZB) InAs NW and NT fragments with Au(111) and Au(100) surfaces. Our current approach to model the NW-metal catalyst interaction is based on our previous efforts to model the effect of bimetallic nanoparticle composition on nanotube nucleation as in chapters 4 and 5.\textsuperscript{132} There, we studied the binding strengths, $E_b$, of various nanotube chiral caps on a simplified 2D lattice of Ni(111) surface. The change in the composition of the bimetallic nanoparticles was represented by a change in the average bond length, $d$, of the Ni atoms and, the observed trends in the $E_b$ vs. $d$ plots for various nanotube chiral caps had an excellent agreement with our experimental observations of some of the nanotube chiralities grown on the Ni$_x$Fe$_{1-x}$ bimetallic catalyst surfaces.

Figures 6.1, 6.2 and 6.3 show both ZB and WZ phases of InAs nanowire and nanotube fragments with the axial growth directions of <111>, <100> and <110> respectively. We have terminated the top layer in these fragments with hydrogen atoms such that all the interior atoms are $sp^3$-hybridized and the peripheral atoms are $sp^2$-hybridized. We have considered 8 layers of ZB nanowire and nanotube fragment having 4 In and 4 As atomic layers. However, we have only considered 4 layers for the WZ fragments since the total number of atoms become prohibitively large. It is ensured that the bottom layer for both the <111> and <100> NW consists entirely of In atoms which have unsaturated dangling bonds as it is known from the experiments that the InAs nanowire grows from the InAu$_2$ alloy. However, in the case of the <110> NW and NT fragments both the In and As atoms occupy the bottommost layer.

The binding energy ($E_b$) of the InAs fragments with the Au catalyst surface is calculated as

$$E_b = E_{tot} - E_{Au} - E_{frag}$$  \hspace{1cm} (6.1)
where, \( E_{Au} \) and \( E_{\text{frag}} \) is the absolute energy of the geometry optimized isolated Au catalyst surface and the isolated H-terminated nanowire/nanotube fragment and, \( E_{tot} \) is the total energy of the NW/NT fragment and the Au catalyst surface. Though the binding energy gives an estimate of the relative binding strengths of the various fragments with the gold catalyst surfaces, it will be erroneous to compare across various fragments as the isolated nanotube and nanowire fragments undergo considerable bonding reconstruction due to the presence of unsaturated dangling bonds. So, a better way to compare the interactions of various systems is to calculate the excess energies of the adsorbed systems with respect to the bulk InAs (ZB/WZ phase) and Au surfaces as follows

\[
E_x^i = E_{tot} - E_{Au} - n_B E_{\text{InAs}}^i - \frac{n_H E_{H_2}}{2}
\]

(6.2)

where, \( E_{\text{InAs}} \) is the energy for a bulk InAs pair with \( i \) referring to either WZ or ZB phase, \( E_{H_2} \) is the energy of a \( H_2 \) molecule, and \( n_B \) and \( n_H \) are the number of InAs pairs and Hydrogen atoms in the H-terminated nanowire or nanotube fragment. These modeling efforts can be extended to study the epitaxial relationships of various orientations and phases of s-NWs with shape-controlled or bimetallic model catalyst surfaces. We expect that our modeling efforts will provide deep insights to our efforts to synthesize metallic nanoparticles that will grow defect-free single-phase s-NWs with specific orientations.

**6.4 Results and Discussions**

**6.4.1 Geometry of Adsorbed Systems**

We have first calculated the bulk energies of the WZ and ZB structures for the InAs material. The total energy minimization for the bulk unit cell results in the following lattice parameter for the ZB phase: \( a_{InAs} = 6.058 \) Å. For the WZ structures we obtain: \( a_{InAs} = 4.327 \) Å and \( c_{InAs} = 7.092 \) Å. These results are in excellent agreement with previously reported DFT
calculations and experimental data. For all the nanowire fragments adsorbed on Au surfaces studied in this work, the In atoms attached to the Au surface tend to occupy the hollow sites of Au surface such that each In atom is $sp^3$-hybridized and has 3 In-As bonds attached to the Au surface. As our simulated InAs NWs we are studying are quite small ($< 2$ nm), the In-As bonds in both the isolated fragments of WZ and ZB NWs tend to stretch and re-orient themselves by radial expansion. This radial stretching of the In-As bonds along the edge of the fragments is more pronounced for the ZB phase than that of the WZ phase. This supports the numerous experimental observations that for small diameter NWs, the WZ phase of the NW is more stable than the ZB phase. Indeed, small-diameter InAs NWs are rarely seen in experiments because of the Gibbs-Thompson effect. This can be explained atomistically by the fact that the stability of the NW increases by radial expansion as both In and As atoms are more stable when they get $sp^3$-hybridized. A NW gets stabilized only when the surface-to-inner atom ratio decreases considerably and this happens only in NWs with diameter larger than 5 nm.

Figures 6.4 and 6.5 show the initial and final configurations of the WZ(0001) NW adsorbed on the Au(100) surface and the ZB(111) NW adsorbed on the Au(111) surface respectively. Figure 6.6 shows the geometry optimized final configurations of the WZ(11-20) NW and ZB(110) NW with their areal cross-sectional and lateral side views. The main visible effect on the geometrical optimization of the nanowire on the Au surfaces is the interatomic bonding reconstruction at the nanowire lateral surface while the inner core of the nanowire remains unaffected. The change in the shape of the nanowire surface after relaxation can be attributed mainly due to the change in the position of cations like In atoms tending to a planar configuration. There is considerable radial strain due to bond stretching and consequently, the average In-As bond length increases significantly. The distortion of the ZB nanowire is much
greater than WZ nanowire as the As atoms in the ZB have higher energy as they are only 2 co-
ordinated. Figure 6.7 shows the side views of all the <111> and <100> nanowire/nanotube
fragments adsorbed on the Au(111) surface after geometrical optimization. Strong In-Au
bonding is observed for the \(sp^3\)-hybridized central In atoms in the NW whereas the In-Au
bonding for the peripheral In atoms is much weaker. The ZB(100) and WZ(10-10) nanowires as
well as nanotubes have a bottom layer reconstruction such that In and As atoms form a single
layer. Both In-Au as well as As-Au bonding is observed. On the other hand, the ZB(111)
nanowire adsorbed on the Au(111) surface is the only In-Au binding with no bottom layer
reconstruction and no As-Au bonds. Others have some As-Au bonding. In general, the ZB(111)
and WZ(0001) nanowire and nanotube have strong In-Au bonding with very few As-Au bonds.
Equal number of In-Au and As-Au bonds are observed for the (100) orientations of the nanotube
and nanowire fragments adsorbed on both Au(100) and Au(111) surfaces. Since the WZ(11-20)
NW and ZB(110) NW has both In and As atoms in their bottommost layer, both the atoms attach
to the Au surface and hence, these <110> nanowires are likely to bind strongly to a Au(100)
surface than to a Au(111) surface.

### 6.4.2 Energetics of Adsorbed Systems

Table 6.2 lists the binding energies \(E_b\) as well as the excess energies \(E_x\) of the
nanowire/nanotube fragments adsorbed on Au(111) and Au(100) surfaces. Both \(E_b\) and \(E_x\) are
reported as the energy per atom for the total number of atoms in the combined nanowire or
nanotube fragments and the Au surfaces. A more negative \(E_b\) or a lower magnitude of \(E_x\)
suggests a higher stability of the adsorbed NW-Au system. The general trends observed for the
nanowire/nanotube fragments are consistent for both \(E_b\) and \(E_x\) values. As observed from Table
6.2, the WZ phase is more stable than the ZB phase on any of the Au surface facets for both the nanowire and nanotube fragments.

Similar results, as the enhanced stability of the ZB InAs NW on the Au (111) surface, has been previously observed for GaAs NWs grown on Au nanoparticles where the entire NW is in a pure ZB phase in the initial stages of nucleation. Another notable feature observed from the binding energies in Table 6.2, is that both the WZ(0001) and ZB(111) NW fragments are more stabilized by the Au(111) surface than the Au(100) surface while both the <100> and <111> NW fragments strongly bind to the Au(100) surface than that on the Au(111) surface. This suggests that spherical Au nanoparticles with higher Au(111) facets should have higher yield and formation of the InAs NWs with the general <111> growth direction. However, since the shaped NPs like Au nanocubes or Au nanotriangles have a higher abundance of ofAu(100) than Au (111) facets, both the <100> and <110> NWs are likely to preferentially grow on the shaped nanoparticles. Based on the excess energy analysis, the NT is always less stable than NW on any Au surface which is in accordance with isolated NT and NW as the NT with higher dangling bond energies is always less stable. WZ(0001) NW is the most stable fragment as it has lowest excess energy. WZ is always more stable than ZB on any Au surface facet similar to that observed in case of isolated nanowires. In particular, various epitaxial relationships have been observed. The general <111> NW orientation are more stable on the Au(111) surface than on the Au(100) surface whereas the general <100> and the <110> NW orientations are more stable on the Au(100) surface than on the Au(111) surface. Based on the $E_s$ numbers, the <110> NW has a higher selectivity of growing on the Au(100) surface than the <100> NW. However, the overall stability of the <111> oriented NWs are always higher than the <100> oriented NWs.
6.4.3 Charge Redistribution of Adsorbed Systems

The geometry optimized structures obtained from the DFT calculations were also used to consider the electron redistribution caused by the interaction of the nanowire/nanotube fragments adsorbed on the Au surfaces. Figures 6.6 and 6.7 shows the change in electronic charge density at an isosurface of 0.005 (eV/Å$^3$) due to the nanowire fragments binding to the Au surface obtained by the equation $\rho_{total} - \rho_{Au} - \rho_{frag}$. The charge difference maps in Figures 6.6(a) and Figures 6.7(a) show there is strong electronic charge redistribution for the $<111>$ oriented nanowire fragments on the Au(111) surfaces. From the above images, it becomes abundantly clear that both the ZB(111) and WZ(0001) nanowire fragments have a very strong electronic interaction with the Au(111) surface. However, while there is electron accumulation along the In-As bonds and electron depletion in the intermediate space for the ZB(111) nanowire fragments, the WZ(0001) fragment shows a layer of strong electron depletion for the In-Au bonding and a layer of strong electron accumulation for the In-As bonds. This might be a reason for stronger In-Au bonding for the WZ(0001) fragment than that of the ZB(111) fragment on the Au(111) surface. However, for the same $<111>$ nanowire fragments adsorbed on the Au(100) surfaces there is very little electron redistribution as observed in the case of WZ(0001) nanowire adsorbed on Au(100) surface (see Figure 6.7(b)) which clearly suggests the growth preference of the $<111>$ nanowires on the Au(111) surface over the Au(100) surface. Similarly, the $<100>$ orientation of the nanowire fragments on both the Au(111) and Au(100) surfaces have very weak electronic charge redistribution as observed in the case of ZB(100) adsorbed on Au (100) surface (see Figure 6.6(b)) suggesting a weak binding of the $<100>$ nanowire fragments to the Au surfaces. The trends of the electronic charge redistribution for the $<110>$ NW orientations are similar to $<100>$ NWs.
6.5 Summary and Conclusions

In this work, we have explored the epitaxial behavior of various specific orientations of nanowire fragments on different Au surfaces using density functional theory calculations. The results of the DFT calculations show that the <111> oriented nanowire fragments for both the wurtzite and zinc blende structures are more stable than the <100> and <110> oriented nanowire fragments and particularly, within the size range of the study (< 5 nm), the wurtzite phase is more stable than the zinc blende phase. Again, the relative stability of the <111> nanowire fragment on the Au(111) surface and that of the <100> and <110> nanowire fragment on the Au(100) surface is demonstrated by calculating the binding energies, excess energies and electronic charge redistribution of various nanowire fragments on the different Au surfaces. The results of the DFT calculations provide a very exciting prospect of growing certain nanowire orientations by selectively tailoring the metal catalyst surface to have specific surface facets. Future studies of epitaxial matching between various nanowire orientations and different surface facets of metal nanoparticles will provide deep insights to the experimentalists to design metal catalyst surfaces for desired growth of specific nanowire orientations.
Figure 6.1: Cross-sectional view of H-terminated nanowire and nanotube fragments in the general $<111>$ growth orientation: (a) WZ(0001) nanowire, (b) ZB(111) nanowire, (c) WZ(0001) nanotube and (d) ZB(111) nanotube. Color code of atoms: As (blue), In (red), H (green).
Figure 6.2: Cross-sectional view of H-terminated nanowire and nanotube fragments in the general <100> growth orientation: (a) WZ(10-10) nanowire, (b) ZB(100) nanowire, (c) WZ(10-10) nanotube and (d) ZB(100) nanotube. Color code of atoms: As (blue), In (red), H (green).
Figure 6.3: Cross-sectional view of H-terminated nanowire and nanotube fragments in the general $<110>$ growth orientation: (a) WZ(11-20) nanowire, (b) ZB(110) nanowire, (c) WZ(11-20) nanotube and (d) ZB(110) nanotube. Color code of atoms: As (blue), In (red), H (green).
Table 6.1: Structural parameters of nanowire and nanotube fragments used in the DFT calculations.

<table>
<thead>
<tr>
<th>System</th>
<th>Stoichiometry</th>
<th>Areal Shape</th>
<th>No. of Indium edge atoms</th>
<th>Surface fraction of atoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZB (111) NW</td>
<td>As$<em>{49}$In$</em>{49}$H$_{12}$</td>
<td>Hexagonal</td>
<td>12</td>
<td>0.48</td>
</tr>
<tr>
<td>ZB (111) NT</td>
<td>As$<em>{39}$In$</em>{39}$H$_{9}$</td>
<td>Hexagonal</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>ZB (100) NW</td>
<td>As$<em>{66}$In$</em>{66}$H$_{13}$</td>
<td>Square</td>
<td>13</td>
<td>0.29</td>
</tr>
<tr>
<td>ZB (100) NT</td>
<td>As$<em>{60}$In$</em>{60}$H$_{13}$</td>
<td>Square</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>ZB (110) NW</td>
<td>As$<em>{66}$In$</em>{66}$H$_{31}$</td>
<td>Rectangular</td>
<td>28</td>
<td>0.33</td>
</tr>
<tr>
<td>ZB (110) NT</td>
<td>As$<em>{56}$In$</em>{56}$H$_{12}$</td>
<td>Rectangular</td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td>WZ (0001) NW</td>
<td>As$<em>{54}$In$</em>{54}$H$_{12}$</td>
<td>Hexagonal</td>
<td>27</td>
<td>0.67</td>
</tr>
<tr>
<td>WZ (0001) NT</td>
<td>As$<em>{48}$In$</em>{48}$H$_{9}$</td>
<td>Hexagonal</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td>WZ (10-10) NW</td>
<td>As$<em>{66}$In$</em>{66}$H$_{25}$</td>
<td>Rectangular</td>
<td>15</td>
<td>0.32</td>
</tr>
<tr>
<td>WZ (10-10) NT</td>
<td>As$<em>{56}$In$</em>{56}$H$_{19}$</td>
<td>Rectangular</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td>WZ (11-20) NW</td>
<td>As$<em>{88}$In$</em>{88}$H$_{32}$</td>
<td>Square</td>
<td>26</td>
<td>0.50</td>
</tr>
<tr>
<td>WZ (11-20) NT</td>
<td>As$<em>{72}$In$</em>{72}$H$_{16}$</td>
<td>Square</td>
<td>22</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 6.4: WZ(0001) nanowire adsorbed on Au(100) surface. Initial and geometry optimized final configurations: (a,b) Areal cross-sectional view & (c,d) Lateral surface view respectively. Color code of atoms: As (blue), In (red), H (green), Au(yellow).
Figure 6.5: ZB(111) nanowire adsorbed on Au(111) surface. Initial and geometry optimized final configurations: (a,b) Areal cross-sectional view & (c,d) Lateral surface view respectively. Color code of atoms: As (blue), In (red), H (green), Au (yellow).
Figure 6.6: Geometry optimized final configurations of WZ(11-20) and ZB(110) nanowire adsorbed on Au(100) surface. Areal cross-sectional view of (a) WZ(11-20) & (b) ZB(110). Lateral surface view of (c) WZ(11-20) & (d) ZB(110). Color code of atoms: As (blue), In (red), H (green), Au(yellow).
Figure 6.7: Geometry optimized side views of various H-terminated nanowire and nanotube fragments adsorbed on Au(111) surface. (a,b) ZB(111) NW & NT, (c,d) ZB(100) NW & NT, (e,f) WZ (0001)NW & NT and (g,h) WZ(10-10) NW & NT. Color code of atoms: As (blue), In (red), H (green), Au (yellow).
Table 6.2: Binding energies and excess energies for the H-terminated nanowire and nanotube fragments on the Au(111) and Au(100) surfaces.

<table>
<thead>
<tr>
<th>System</th>
<th>( E_b ) on Au (111) (eV/atom)</th>
<th>( E_b ) on Au (100) (eV/atom)</th>
<th>( E_x ) on Au (111) (eV/atom)</th>
<th>( E_x ) on Au (100) (eV/atom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZB (111) NW</td>
<td>-0.068</td>
<td>-0.041</td>
<td>0.065</td>
<td>0.098</td>
</tr>
<tr>
<td>ZB (111) NT</td>
<td>-0.049</td>
<td>-0.040</td>
<td>0.136</td>
<td>0.174</td>
</tr>
<tr>
<td>ZB (100) NW</td>
<td>-0.057</td>
<td>-0.077</td>
<td>0.092</td>
<td>0.075</td>
</tr>
<tr>
<td>ZB (100) NT</td>
<td>-0.087</td>
<td>-0.105</td>
<td>0.120</td>
<td>0.103</td>
</tr>
<tr>
<td>ZB (110) NW</td>
<td>-0.062</td>
<td>-0.069</td>
<td>0.085</td>
<td>0.069</td>
</tr>
<tr>
<td>ZB (110) NT</td>
<td>-0.081</td>
<td>-0.095</td>
<td>0.117</td>
<td>0.097</td>
</tr>
<tr>
<td>WZ (0001) NW</td>
<td>-0.104</td>
<td>-0.093</td>
<td>0.049</td>
<td>0.055</td>
</tr>
<tr>
<td>WZ (0001) NT</td>
<td>-0.087</td>
<td>-0.074</td>
<td>0.072</td>
<td>0.080</td>
</tr>
<tr>
<td>WZ (10-10) NW</td>
<td>-0.082</td>
<td>-0.092</td>
<td>0.087</td>
<td>0.072</td>
</tr>
<tr>
<td>WZ (10-10) NT</td>
<td>-0.097</td>
<td>-0.106</td>
<td>0.110</td>
<td>0.095</td>
</tr>
<tr>
<td>WZ (11-20) NW</td>
<td>-0.084</td>
<td>-0.098</td>
<td>0.079</td>
<td>0.061</td>
</tr>
<tr>
<td>WZ (11-20) NT</td>
<td>-0.099</td>
<td>-0.108</td>
<td>0.102</td>
<td>0.085</td>
</tr>
</tbody>
</table>
Figure 6.8: Electron charge difference maps of (a) ZB(111) and (b) ZB(100) nanowire on Au(111) surfaces. Yellow zones are electron charge depletion regions and green zones are electron charge accumulation regions.
Figure 6.9: Electron charge difference maps of WZ(0001) nanowires on (a) Au(111) and (b) Au(100) surface. Yellow zones are electron charge depletion regions and green zones are electron charge accumulation regions.
CHAPTER 7: CONCLUSION AND FUTURE RESEARCH DIRECTIONS

In this dissertation, we presented an epitaxial nucleation and growth model in order to study the chiral-selective growth of semiconducting and metallic SWCNTs and to control the growth orientations of InAs nanowires. In this chapter, we want to summarize our results and draw generic conclusions about metal-catalyzed epitaxial growth of these 1D nanomaterials. In addition, we would like to give an outlook for future research directions.

Our collaborators at CWRU have previously demonstrated the growth of SWCNTs with narrow chirality distributions on various compositionally tuned NiFe bimetallic nanoparticles. In support of these experimental observations, we have presented a simplified epitaxial nucleation model where we use a two-dimensional (2D) (111) surface with varying atomic spacing as our model catalyst surface in order to study the nanotube cap nucleation of various chiralities. Our DFT calculations show that chiralities such as (8,4) and (6,5) have an enhanced binding strength on surfaces with an increased metal-metal bond length as in Ni0.27Fe0.73 catalysts, while chiralities such as (9,4) and (8,6) are more stable on surfaces corresponding to Ni catalysts, in excellent agreement with experiments. Based on our DFT calculations, we conclude that tuning the composition of the metal nanoparticles changes the average metal-metal bond length in the nanoparticle and that in turn changes the nanotube chirality distribution.

Later, we used this epitaxial nucleation model to explore the chiral enrichment of metallic nanotubes grown on Ni, Cu and NiₙCu₁₋ₙ nanoparticles by calculating the binding strengths of various nanotube cap chiralities on these metal catalyst surfaces. In addition, we studied the
nanotube growth on various catalyst surfaces by calculating differences in armchair and zigzag dangling bond energies, relative chemical activity ratios and nanotube growth rates of various nanotube chiralities. Based on the binding strengths of various nanotube chiralities obtained from the DFT calculations, certain armchair and zigzag nanotube caps like (5,5) and (10,0) show higher binding strengths than the chiral caps. The stability of the caps on the various surfaces decreases as Ni > Ni_{0.5}Cu_{0.5} > Cu in accordance with the respective carbon-metal adhesion strengths. Both the relative chemical activity ratios and the nanotube growth rates, obtained from differences in the armchair and zigzag dangling bond energies on various catalyst surfaces, suggest that the Ni_{x}Cu_{1-x} bimetallic nanoparticles with increased bond length or lattice-strained surfaces can be excellent metal catalysts in growing metallic nanotubes preferentially. In particular, the metallic armchair cap (5,5) shows stronger binding with the metal catalyst at the cap nucleation stage and enhanced growth rates during the nanotube elongation stage and, can be selectively grown on pure and lattice-strained Ni-Cu nanoparticles.

Finally, we have studied the epitaxial growth of small fragments of wurtzite (WZ) and zinc blende (ZB) phases of InAs nanowires (NW) and nanotubes (NT) with growth orientations of <111> and <100> on Au(111) and Au(100) surfaces. From our DFT calculations, we observe that the WZ phase is more stable than the ZB phase on any of the Au surface facets because the surface dangling bond energies of the ZB is higher than that of the WZ and makes the small diameter ZB phase more unstable. Again, the NTs are less stable than the NWs due to higher number of surface dangling bonds. Finally, epitaxial relationships are observed between the NW fragments and the faceted Au surfaces based on our energetics and electron charge redistribution calculations. The <111> orientation of the InAs NWs have higher binding strengths and are more stable on the Au(111) than the Au(100) surface while the <100> and <110> orientations are
relatively more stable on the Au(100) surface; though the overall stability of the <111> orientations are higher than the <100> and <110> orientations of the NW. The results suggest that epitaxial growth of InAs NWs on specifically faceted Au nanoparticles can lead to preferential growth of specific orientations of the InAs nanowires.

For future research directions, we would like to state that the epitaxial nucleation model is generic and, can be applied to study the nucleation of various nanotube chiralities on different bimetallic and trimetallic nanoparticles to screen out specific nanotube chiralities. Additionally, the chirality dependent nanotube growth rate proposed by Dumlich et al. and as implemented here in the context of growth of metallic nanotubes on Ni-Cu surfaces is applicable for mostly armchair and near-armchair nanotubes. Using geometrical arguments, this growth model can be extended to include the growth rates of zigzag nanotubes so that the growth model becomes more generic. Thereafter, the combination of the epitaxial nucleation model and the more-generic nanotube growth model can be used to selectively screen metal nanocatalysts suitable for chiral-selective growth of any SWCNTs including zigzag nanotubes. In case of the InAs nanowire growth on Au nanoparticles, we would like to point out that we have studied the binding of the nanowire orientations on Au surface facets where the assumption is that the Au metal nanocatalyst remains essentially solid. This is applicable for a vapor-solid-solid (VSS) mechanism. However, for the more commonly observed vapor-liquid-solid (VLS) mechanism, the semiconductor reactant gas dissolves in the Au metal to form an InAu$_2$ alloy as observed in our physical vapor transport based growth of InAs nanowires on shaped nanoparticles grown in colloidal phase. Hence, future studies can be aimed at finding the appropriate surface facets of InAu$_2$ alloy on which the InAs nanowires can grow and then, establish the epitaxial relationship between the nanowire growth orientations and the surface facets of InAu$_2$ alloy. Finally, we
would conclude by saying that in addition to explaining our experimental results, the overall findings in this dissertation work suggests that a potential route to chiral selectivity of SWCNTs or the control of InAs nanowire growth orientations is to design catalysts with specific compositions or faceted surfaces such that there is enhanced epitaxial matching between the metal nanocatalysts and the as-grown 1D nanostructures.
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