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ROAD CRACK CONDITION PERFORMANCE MODELING USING
RECURRENT MARKOV CHAINS AND ARTIFICIAL NEURAL NETWORKS

Jidong Yang

ABSTRACT

Timely identification of undesirable pavement crack conditions has been a major task in pavement management. Up to date, myriads of pavement performance models have been developed for forecasting pavement crack condition with the traditional preferred techniques being the use of regression relationships developed from laboratory and/or field statistical data. However, it becomes difficult for regression techniques to predict the crack performance accurately and robustly in the presence of a variety of tributary factors, high nonlinearity, and uncertainty. With the advancement of modeling techniques, two innovative breeds of models, Artificial Neural Networks and Markov Chains, have drawn increasing attention from researchers for modeling complex phenomena like the pavement crack performance. In this study, two distinct models, a recurrent Markov chain, and an Artificial Neural Network (ANN), were developed for modeling the performance of pavement crack condition with time. A logistic model was used to establish a dynamic relationship between transition probabilities associated with the pavement crack condition and the applicable tributary variables. The logistic model was then used conveniently to construct a recurrent Markov chain for use in predicting
the crack performance of asphalt pavements in Florida. Florida pavement condition survey database were utilized to perform a case study of the proposed methodologies. For comparison purpose, a currently popular static Markov chain was also developed based on a homogeneous transition probability matrix that was derived from the crack index statistics of Florida pavement survey database. To evaluate the model performance, two comparisons were made; (1) between the recurrent Markov chain and the static Markov chain; and (2) between the recurrent Markov chain and the ANN. It is shown that the recurrent Markov chain outperforms both the static Markov chain and the ANN in terms of one-year forecasting accuracy. Therefore, with high uncertainty typically experienced in the pavement condition deterioration process, the probabilistic dynamic modeling approach as embodied in the recurrent Markov chain provides a more appropriate and applicable methodology for modeling the pavement deterioration process with respect to cracks.
CHAPTER 1
INTRODUCTION

The past three decades has witnessed a shift of emphasis on nationwide highway programs from construction of new highway infrastructures to rehabilitation, maintenance and preservation of the existing highway infrastructures. Transportation Equity Act in the 21st Century (TEA-21) calls for coordinated efforts to collect, store, manage, and analyze transportation related data, which lay a solid foundation for the establishment of PMS. Due to the increasing challenges in pavement maintenance and rehabilitation, a pavement management system (PMS) has become a very beneficial management tool for highway agencies. The high expenditures incurred in highway construction imply a significant saving even from a slight improvement in management of the highway investment. With establishment of pavement management system (PMS) in many highway agencies across the State, quality pavement performance models have been recognized to be critical for successful application of a PMS. As a result, an increasing research interest thrives in improving performance of pavement deterioration models for the past decade. The inventory database established in the initial stage of a PMS provides researchers an indispensable data resource for the development of the quality pavement performance models.
As a crucial component of a PMS, pavement performance models provide decision makers with a valuable means for predicting pavement future condition, and hence allow them to efficiently allocate the limited funds for future pavement maintenance and rehabilitation.

1.1 Background

1.1.1 Pavement Management System

A functional Pavement Management System consists of four basic components: inventory, analysis, output, and feedback, as shown in Figure 1.1.

![Figure 1.1 Typical PMS Architecture](image)

Inventory provide a solid data basis, analysis component operates on inventory to identify financial need either at network level or project level. Output component is an organized form of analysis results, based on which decisions can be made regarding overall maintenance and rehabilitation (M&R) strategies, and detailed priority implementation programs. Feedback occurs when M&R are actually implemented; the
implemented improvements need to be updated in the inventory database. In addition, feedback is also used to track and evaluate the effects of various M&R measures.

Pavement management typically operates at two levels, network level and project level. At the network level, a priority program and work schedules are developed within overall budget constraints. On the other hand, at the project level, specific physical improvements are implemented according to the network decisions. Pavement performance model, which acts as the hub of the analysis component, is the engine of the whole management activities. The activities include: at the network level, (1) prediction of the future conditions of the pavement, (2) prediction of the future funding needed to keep the pavement network at an acceptable level, (3) comparison of the effects of various funding scenarios on the pavement network, and (4) justification of annual budget for rehabilitation; at the project level, (1) identification of the candidate projects for rehabilitation, (2) generation of rehabilitation alternatives for each candidate project, (3) technical and economic analysis of each alternative, and (4) justification of project rehabilitation activities. Figure 1.2 illustrates in detail a typical operational model of PMS.

![Figure 1.2 Typical Operational Model of PMS](image-url)
As it can be seen, the pavement performance model is not only a technical tool but also one that has significant economic implications. Traditionally, pavement performance has been referred to as serviceability performance, a concept defined by Carey and Irick, which represents performance as the history of pavement serviceability with time. Since then, the concept of pavement performance has been widely analyzed and discussed by many researchers. Typically, pavement performance models or pavement deterioration models relate pavement condition, represented by any one indicator of pavement condition, to a set of explanatory variables, such as traffic loads, environmental, design, construction, and maintenance practices to simulate the mechanism of the pavement deterioration process. If measured explanatory variables are furnished, pavement performance models can predict the future condition of the pavement, based on which future management activities are scheduled. In order to make a decision as to when maintenance activities are necessary, it is important to establish an action threshold in terms of the pavement condition. Usually, the rationale to set up the threshold is based on the deterioration rate. Empirically, the period of first several years after construction represents the slowest deterioration period for a pavement. As time progresses, pavement condition becomes worse, and the deterioration rate begins to increase until it comes to a reflection point after which the pavement deteriorates so quickly that it is no longer efficient to renovate rather than rebuild it. However, the threshold value can vary depending on the rating systems and specific indicator that is used for pavement condition evaluation. A graphic illustration of the effect of maintenance activities on the pavement performance is shown in Figure 1.3.
Figure 1.3 Illustration of the Effect of Maintenance Activities on Pavement Performance

### 1.1.2 Techniques Related to Pavement Performance Modeling

The magnitude, randomness, and complex interactions of the factors involved in the pavement deterioration process make it a complex phenomenon to model. It is impossible to find a mathematical function to accurately describe the mechanism underlying this phenomenon. With the advent of pavement management system (PMS), modeling tasks start to take a data-driven face. Myriads of researches have been accomplished regarding the pavement performance modeling. Traditional approaches are characteristic of regression-oriented modeling, such as pure empirical models and mechanistic-empirical models. Pure empirical models assume the pavement condition to be a linear or polynomial function of a single variable such as age or cumulative traffic loading. Mechanistic-empirical models include more mechanistic-related variables, such as the type of base, strain energy at the bottom of asphalt layer, etc. As a result,
multivariate regression technique is often applied to estimate the model parameters. However, to apply the multivariate regression technique, linear parameters usually need to be assumed. On the other hand, recently, as an identifiable trend, two new nonlinear approaches, Markov chains and Artificial Neural Networks, have been taking territory from the traditional regression-based models. Artificial Neural Networks do not need to specify a function form, capable of abstracting the underlying relationship between the dependent and independent variables from the exemplar data pairs and express it in the form of weight matrices. Markov chains are typical of a stochastic process, which treats the pavement condition as a random variable, and are able to account for the inherent uncertainty associated with the pavement condition deterioration process. In the following section, a detailed review of the researches regarding pavement performance modeling is presented.
2.1 Technical Review of Pavement Performance Modeling

The last three decades witnessed an increasing interest in the development of pavement performance models. Although pavement performance models may take different forms, typically, they relate the indicators of pavement conditions, such as cracking index, roughness, or rutting, to explanatory variables such as traffic loads, environmental factors, cycle, age, and pavement structure. The purpose of a pavement performance model is to establish a causal relationship between the pavement condition and any of the factors that influences performance of pavements over time. Three broad categories of pavement performance models currently exist. These are deterministic models, probabilistic models, and biologically-inspired models.

2.1.1 Deterministic Models

For deterministic models, the functional form is assumed to be explicitly specified. Deterministic models can be further divided into three subcategories, which are pure empirical models, mechanistic-empirical models, and expert system models.
2.1.1.1 Pure Empirical Models

Pure Empirical model is one of the most widely used models for pavement performance forecasting. A massive database is required in the modeling effort. A typical empirical model takes the form of a non-linear polynomial curve that obeys specific boundary conditions as shown in Eq. 2.1.

\[ PCR = a_0 + a_1 X + a_2 X^2 + a_3 X^3 \]  

(2.1)

where:

- \( PCR \) = pavement condition rating,
- \( X \) = pavement age in years, and
- \( a_0, a_1, a_2, a_3 \) = regression parameters.

To assure the accuracy of such models, pavements need to be classified into families with each family having a unique set of parameters capturing its own characteristics.

2.1.1.2 Mechanistic-empirical Models

Historically, engineering knowledge of pavement behavior under traffic loading has been mostly based on mechanistic analyses of pavement structures. Mechanistic models are developed based on the mechanistic relationship among loading, stresses, strains, and deflections. Due to the complexity of the interactions among the factors relevant to pavement performance, only a few of this type of models have been successfully developed so far. Instead, the hybrid breed of mechanistic-empirical models
becomes popular. The mechanistic-empirical model is the combination of the empirical method and the mechanistic knowledge. In particular, it involves a mechanistic model to calculate the pavement response (stresses, strains, deflections) under traffic loading, and an empirical function relating the pavement response to the pavement performance (cracking, roughness, and rutting etc.). An example of the models in this category is a pavement roughness model provided by Queiroz (1983) as shown in Eq.2.2.

\[
\log(QI) = 1.297 + 9.22(10^{-3})(AGE) + 9.08(10^{-2})(ST) \\
- 7.03(10^{-2})(RH) + 5.57(10^{-4})(SEN1)(\log N)
\]  

(2.2)

where:

- \( QI \) = roughness (counts/km),
- \( AGE \) = pavement age in years,
- \( ST \) = surface type dummy variable (0 for as constructed and 1 for overlaid),
- \( RH \) = state of rehabilitation indicator (0 for as constructed and 1 for overlaid),
- \( SEN1 \) = strain energy at bottom of asphalt layer (\(10^4\) kgf cm), and
- \( N \) = cumulative equivalent single axle loads (ESAL).

By taking into account of the mechanistic characteristics of pavements, the mechanistic-empirical models are able to perform better than the empirical models. A major drawback of this type of models is the considerable efforts involved in data acquisition.
2.1.1.3 Expert System Models

It is recognized that pure empirical models and mechanistic-empirical models are both models demanding massive data support. In cases where data are deficient, experts can supplement knowledge. Expert models are developed based on the opinions of experienced engineers who are familiar with the deterioration patterns of different types of pavements. In practice, the amount of expert knowledge that enters these models varies depending on the highway agency. South Dakota Department of Transportation used this approach to develop their deterioration models (SD93-14). In their effort, first, a scaling system was applied to develop the deduct values associated with each severity and extent classifications associated with defined distress types. Then, experienced engineers were asked to provide estimates of the ages of pavements to reach particular conditions in terms of severity and extent for different distress type. With these data, a regression analysis was performed to determine the coefficients for the specified model, which could take the following form:

\[ PCI = a + bt^c \]  \hspace{1cm} (2.3)

where:

- \( PCI \) = pavement condition index,
- \( a \) = the maximum value of the index,
- \( b \) = slope of the deterioration curve,
- \( c \) = exponent coefficient, and
- \( t \) = age of the pavement.
The expert system model is an example of the intelligent systems that are designed to maximize the utilization of the expert knowledge. However, it may pose a dangerous situation when the experts are actually wrong. Although many successful applications have been accomplished in many medical diagnostic systems, its application in modeling pavement performance is still limited.

2.1.2 Probabilistic Models

The deterministic model assumes that the pavement behavior follow a predetermined pattern that can be formulated by a specific equation relating the pavement performance indicator to one or more explanatory variables. This may oversimplify the pavement deterioration process since the uncertainty observed in pavement deterioration is not accounted for. An alternative approach, known as probabilistic models, treats pavement condition as a random variable, is capable of taking into account the uncertainty associated with pavement deterioration.

The most popular probabilistic modeling approach is through Markov chains. For the application of the Markov chains, a set of transition probabilities needs to be estimated. Historically, two methods were employed for derivation of these transition probabilities depending on the quantity of available pavement condition survey data. Due to the scarcity of data in the initial stage of a PMS, pavement expert knowledge is usually consulted to obtain the stationary transition probability matrix. Considering the subjective nature of pavement expert knowledge and the variety of pavement deterioration patterns across the associated variables, the stationary transition probability matrix is generally questioned for the appropriateness. In a well-functioning PMS that has accumulated a
relatively sizable database; the transition probability matrix is usually deduced from the statistics of pavement condition survey data. Wang et al (1994) developed new transition probability matrices from the statistics of survey data for Network Optimization System for use by Arizona Department of Transportation.

More recently, econometric methods have been attempted to make use of the available data resource for estimating the transition probabilities. A number of studies have been identified involving the application of econometric methods in estimating infrastructure condition transition probabilities. Several typical applications in this field are discussed in detail as follows.

Madanat et al (1995) proposed an ordered probit model for estimating infrastructure transition probabilities from infrastructure condition data. In this research, an incremental discrete deterioration model was constructed using an ordered probit model. The model treated facility deterioration as a latent variable, recognized the discrete ordinal nature of condition ratings, explicitly links infrastructure deterioration to several explanatory variables, hence allows for computation of the non-stationary (i.e. time dependent) transition probability matrix. As a case study of the methodology, a concrete bridge deck deterioration model was formulated and estimated using Indiana State Bridge Inventory database. Comparison was performed between modeled and observed frequency, it has been shown that the proposed methodology results in more accurate transition probabilities than the expected-value approach.

Based on the previous work, Madanat et al (1997) formulated a random-effects probit model, which is able to capture the heterogeneity in the data by accounting for
differences across infrastructure units that may not be appropriately reflected in the available explanatory variables.

Ariaratnam et al (2001) presents a methodology for predicting the likelihood that a particular infrastructure system is in a deficient state, using logistic regression models. The methodology is illustrated in a case study involving the evaluation of the local sewer system of Edmonton, Alberta. Canada. Variables of age, diameter, material, waste type, and average depth of cover are modeled. The outcome of the model does not produce a prediction of condition rating but rather provides decision-makers with a means of evaluating sewer sections for the planning of future scheduled inspection, based on the deficiency probability.

2.1.3 Biologically-inspired Models

With deeper understanding of biological phenomena, such as functioning of human brain, nature evolution, etc., a new breed of modeling methodologies has begun to thrive, which is generally named biologically-inspired models. Typical models in this category are genetic algorithms (GA) and artificial neural networks (ANN). A genetic algorithm derives its concept from the process of evolution in nature. First, a population of characteristic candidates for the optimization problem is created. Each of these candidates is termed as an individual. Then, the individuals in the population go through a process of evolution. The evolution is usually achieved in a manner that is similar to the biological evolution: (1) evaluate the fitness of all individuals in the population; (2) create a new population through three key operations: crossover, reproduction, and mutation on individuals in old population; (3) discard the old population, and iterate
using the new population. One iteration is referred to as a generation. The three operations play a crucial role in the process of evolution. Reproduction allows the copy of better individuals to appear in the new population. Crossover allows different individuals to be created in the successive generation by merging material from individuals from the previous generation. Mutation is the operation that can infuse new information in a random way to the genetic search process.

An application of genetic algorithm in the pavement performance modeling is done by Andrei et al (2000). In the research, a roughness performance model was developed by using the genetic programming algorithm. Various published Long-term pavement performance (LTPP) distress data and early results of RO-LTPP data were utilized for the modeling. After running about 50 generations, the best model was finally obtained, which is expressed as:

\[
R_t = R_{t-1} + \log_{10}(R_{t-1} + SN)
\]

where,

\[
R_t = \text{roughness of pavement at age } t,
\]

\[
R_{t-1} = \text{roughness of pavement at age } t-1, \text{ and}
\]

\[
SN = \text{structural number modified for subgrade strength.}
\]

As noticed, it is an iterative model. With the initial roughness \( R_0 \) and the pavement roughness condition at age \( t \) provided, \( R_t \) can be forecast iteratively.

Another important biologically-inspired approach is artificial neural networks (ANN). ANN stems from understanding of the functioning of the human brain. It can be regarded as highly simplified models of the human brain system, which emulates
human brain abilities of learning, generalization, and abstraction. Up to now, many ANN applications in modeling pavement performance have been attempted, which produce inspiring results. Some typical applications in this field will be discussed in the following section in detail.

A number of studies have involved the application of artificial neural networks to model pavement performance over time. Four applications relevant to this research are discussed herein.

Attoh-Okine et al. (1994) applied a neural network to develop a pavement roughness progression model. The training data were generated from RODEMAN, a road deterioration and maintenance submodel of HDM-III. An empirical simulation model was used to generate roughness data. The neural network was then developed relating the pavement roughness to a set of factors causing pavement roughness: pavement structural deformation, incremental traffic loadings, extent of cracking and thickness of surface layer, incremental variation of rut depth, surface defects such as patching and potholes, and environmental and other non-traffic-related variables such as road age etc.. Three different architectures of the neural network with one, two and three layers, respectively, were examined. The Back-propagation learning algorithm was used as the learning rule. The predicted results of the trained network were compared with the desired results in terms of the mean square error (MSE). It was concluded that the application of neural networks in pavement deterioration modeling is feasible when a large database of pavement condition is available. On the other hand, since the modeling was accomplished using simulated data, it was recognized that the model might not be general enough to perform well on other data sets, especially from pavements in service.
Shekharan (2000) developed ANN models to predict pavement conditions for five families of pavements: original flexible, overlaid flexible, composite, jointed, and continuously reinforced concrete pavements. The pavement condition was represented by pavement condition rating (PCR), a composite index derived by combining the distresses and roughness, formulated for the Mississippi Department of Transportation. In this approach, Genetic Adaptive Neural Network Training (GANNT) algorithm is employed. The explanatory variables that have been chosen as inputs to the neural network models are pavement structure, pavement history represented by pavement age in years, and traffic volume by cumulative 18-kip equivalent single axle loads. In order to account for quality of maintenance activities, and to some extent the traffic volume, the classification according to Federal Aid System (FAS) is also included in the list of explanatory variables. To substantiate the predictive capability of ANN, the same data with the same explanatory variables are employed for developing regression models. Finally, comparison was made on ANN and regression modeling. The author concluded that for modeling purposes, artificial neural network algorithms are, in general, found to be a better tool as compared to regression techniques, for the simple reason that artificial neural networks provide a flexible form of mapping and can take into account any functional form of equation.

Owusu-Ababio (1998) applied neural networks to model performance of thick asphalt pavement (thickness ≥ 152.4 mm (6 in.)). The database used for this study was developed through a survey of the Wisconsin Department of Transportation district offices and selected city governments. The indicator of pavement condition used in this study was the pavement distress index (PDI), which range from 0 to 100 with 0 being the
best and 100 being the worst. The main factors assumed to affect the performance of non-overlaid thick asphalt pavements include the pavement surface thickness, pavement age, traffic level (ESAL/day), base thickness, and roadbed condition. For comparison purposes, multiple linear regression (MLR) models were also developed. It was concluded that the ANN model outperforms the MLR model in terms of standard error and R square value.

In the research conducted by Lu et al at USF, a neural network model was developed to forecast pavement crack condition. In this study, the FDOT pavement condition database was used. Back propagation algorithm was employed for the network training. A three-layer neural network model was proposed for the modeling. Through trial and error, seven specific variables were selected as inputs. These are crack index time series variables, CI(t-2), CI(t-1), CI(t), which are the Crack Index in year t-2, t-1 and t, respectively, flexible type of pavement indicator (1 if flexible, 0 otherwise), rigid type of pavement indicator (1 if rigid, 0 otherwise), pavement cycle, and pavement age. The following year’s crack index (CI(t+1)) was predicted as the output of neural network. For comparison purposes, a corresponding AR model was also developed. The comparison showed that the neural network model was more accurate than the AR model in terms of root mean square error (RMSE), average error and R square value. As the result of the research, the authors (Lou et al, 2001) concluded that the proposed neural network model could be an effective tool for pavement maintenance planning.
2.2 State Practice

Although there are a variety of techniques available in developing pavement performance model, selection of a particular one depends on characteristics of local pavement deterioration experience, policies, and preference of local agencies.

Colorado Department of Transportation developed various performance curves for each distress type. Three levels of performance curve are used, which are site-specific, pavement family, default curve. The most desirable is site-specific curve. If it is not available due to lack of data, family curves are used. If both are not available, default curves are applied.

Washington State Department of Transportation (WSDOT) used performance equations for pavement condition forecasting. The generalized equation used by WSDOT is:

\[ PSC = c - b(Age)^m \]  \hspace{1cm} (2.5)

where,

- PSC=pavement structure condition
- Age = pavement age (time since new construction or last resurfacing)
- c = the maximum rating,
- b = slope coefficient
- m = exponential coefficient (controlling the degree of curvature of the performance curve)

To ensure better fitted curve, various coefficients was developed for different localities across the State, such as Seattle, Wenatchee, Tumwater etc.
Nevada Department of Transportation (NDOT) developed a set of performance models for the most commonly used maintenance and rehabilitation techniques in all NDOT districts. The data collected by NDOT personnel over the lifetime of each of these techniques were gathered and used to develop these models. The model uses traffic loads, environmental, material, and mixtures data in conjunction with actual performance data, as measured by PSI, to predict the long-term performance of a rehabilitation and maintenance technique. The following represent a typical performance model for asphalt concrete overlays.

\[
PSI = -0.83 + 0.23DPT + 0.19PMF + 0.27SN + 0.078TMIN \\
+ 0.0037FT - (7.1e - 7ESALS) - 0.14YEAR
\]  

(2.6)

where,

- PSI = present serviceability index,
- DPT = depth of overlay,
- SN = structural number of existing pavement,
- PMF = percent mineral filler,
- TMIN = average minimum annual air temperature (°F),
- ESALS = equivalent single axle loads,
- YEAR = year of performance, and
- FT = number of freeze-thaw cycles per year.

Arizona Department of Transportation (ADOT) used Markov chain for pavement condition forecasting. The development of the award winning Network Optimization System by Woodward-Clyde Consultants in 1980 for the ADOT was a pioneering effort.
to combine Markov process model with linear programming. Subsequently, Connecticut Department of Transportation, Alaska Department of Transportation, and Kansas Department of Transportation implemented Markov-process-based prediction models in their pavement management systems.

Two mathematical methods are currently used by Florida Department of Transportation (FDOT) for forecasting roadway conditions: (1) mean deterioration rate and (2) simple linear regression. In practice, one of the methods that best fits the prior trend of the data is usually chosen.

2.3 Summary

The literature review shows a series of researches that attempted to apply ANN in modeling pavement performance. However, due to the difficulty involved in interpretation of results, few of these models have been actually adopted by highway agencies. In contrast, Markov chain is a well-established approach, and has been extensively applied in the PMS of many highway agencies. Historically, homogeneous, i.e. time-independent transition probability matrices were used in Markov chain for forecasting pavement condition deterioration over time. However, this may be contradictory to the nature of deterioration, which actually exhibits time dependence in the condition state transition. To overcome this obvious weakness and improve model performance, various econometric methods have been applied in estimating transition probabilities of infrastructure deterioration, such as bridge, sewer etc. In addition to account for the time dependence, these econometric methods attempted to capture various factors influencing pavement performance, such as material, structure base, cycle, etc.
However, the Markov property, stated as limited historical dependency, has not been reflected in estimating the transition probabilities. As a critical property, state dependence assumes that evolution of a Markov process at a future time, conditioned on its present and past value, depends only on its present value. To account for the state dependence, the lagged condition rating should be considered into estimation of the transition probabilities. With these considerations in mind, a logistic model is proposed for estimating the state transition probabilities. In the logistic model, the time dependence is accounted for by including pavement age as a predictor in the model specification. The state dependence is accounted for by explicitly including the lagged condition rating as a predictor in the model specification. In addition, other explanatory variables, such as ESAL and cycle, are also included as the predictors in the model specification. Finally, the logistic model is integrated into a recurrent Markov chain for forecasting pavement future conditions.

As a case study, the logistic-based recurrent Markov chain is used for forecasting the Florida pavement crack conditions. Improved model performance is expected since use of logistic models in Markov chain allows transition probabilities to respond to lagged pavement crack condition and various explanatory variables as well, such as traffic load, age, cycle, etc. To illustrate the benefit of the proposed recurrent Markov chain over traditional static Markov chains, a transition probability matrix is derived from statistics computed on Florida pavement condition survey database, and is used in a homogenous Markov chain process for pavement crack condition forecasting. Forecasts from both models are compared. More accurate forecasts are expected from the recurrent Markov chains.
In addition to the Markov chains, recent research activities identified ANN as a potential technique for modeling pavement deterioration process although it has not been practically implemented in any state PMS. For a comparative study, an ANN model is developed as well using the same data set as used in developing the recurrent Markov chain. Forecasts of the ANN model are compared with these of the recurrent Markov chain. Finally, discussions are made regarding pros and cons of each model and conclusion are drawn regarding the superiority of one model over the other.
CHAPTER 3
METHODOLOGY

3.1 Markov Chains

Inherent variability of material properties, environmental conditions, and traffic characteristics cause the pavement performance to inherit characteristics of uncertainty. Probabilistic models treat pavement condition measures such as crack index, ride index, and rut index as random variables, therefore, are able to account for the uncertainty associated with pavement deterioration. One popular probabilistic pavement performance model is the Markov chain, which is defined as a special case of Markov process where the state space of the process is discrete. As a discrete time stochastic process, Markov chains involve using transition probabilities for forecasting condition state transition over time sequence.

3.1.1 Theoretical Background

A discrete time Markov process is defined by Parzen (1962) as a stochastic process with the state parameter $X(t)$. Provided time series of $t_1, t_2, ..., t_n$, the conditional distribution of $X(t_n)$ given the series of values of $\{X(t_1), X(t_2), ..., X(t_{n-1})\}$ depends only on the immediate previous state value, i.e. $X(t_{n-1})$. This can be formulated as:
The set of possible values of a stochastic process defines its state space. A Markov process with discrete state space is called a Markov chain.

In a n-state Markov chain, the state of the process at any time t is defined by a probability mass function that can be expressed as:

\[ P(t) = \{ p_1^t, p_2^t, ..., p_n^t \}; \sum p_i^t = 1 \]  \hspace{2cm} (3.2)

where, \( p_i^t \) = probability that the process is in state i at time t.

Given the process starting time of t, the probability mass function of the process at time \((t+k)\) can be derived by multiplying the probability matrices for each of k transitive steps. This can be formulated as follows:

\[ P(t+k) = P(t)P^{t,t+1}P^{t+1,t+2}...P^{t+k-1,t+k} \]  \hspace{2cm} (3.3)

where,

- \( P(t) \) = the vector of probability mass function at any time t,
- \( P(t+k) \) = the vector of probability mass function at \( t^{th} \) step of the process,

and

- \( P^{t+i,t+j} \) = transition probability matrix from step \( t+i \) to step \( t+j \).
By assuming that transition probability functions depend only on the time difference, a stationary Markov chain process can be derived as shown in Eq.3.4.

$$P(t + k) = P(t)(P^{t,t+1})^k$$ \hspace{1cm} (3.4)

The transition matrix $P^{t,t+1}$ can be expressed as:

$$P^{t,t+1} = \begin{bmatrix}
    p_{11}^{t,t+1} & p_{12}^{t,t+1} & \cdots & p_{1(n-1)}^{t,t+1} & p_{1n}^{t,t+1} \\
    p_{21}^{t,t+1} & p_{22}^{t,t+1} & \cdots & p_{2(n-1)}^{t,t+1} & p_{2n}^{t,t+1} \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    p_{(n-1)1}^{t,t+1} & p_{(n-1)2}^{t,t+1} & \cdots & p_{(n-1)(n-1)}^{t,t+1} & p_{(n-1)n}^{t,t+1} \\
    p_{n1}^{t,t+1} & p_{n2}^{t,t+1} & \cdots & p_{n(n-1)}^{t,t+1} & p_{nn}^{t,t+1}
\end{bmatrix}$$ \hspace{1cm} (3.5)

However, to model a deterioration process, a semi-Markov process is often used, where it is assumed that improvement in pavement condition is impossible unless maintenance or rehabilitation is implemented. Therefore, the transition probability matrix as described in Eq.3.5 is reduced as:

$$P^{t,t+1} = \begin{bmatrix}
    p_{11}^{t,t+1} & 0 & \cdots & 0 & p_{1n}^{t,t+1} \\
    0 & p_{22}^{t,t+1} & \cdots & 0 & p_{2n}^{t,t+1} \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \cdots & p_{(n-1)(n-1)}^{t,t+1} & p_{(n-1)n}^{t,t+1} \\
    0 & 0 & \cdots & 0 & 1
\end{bmatrix}$$ \hspace{1cm} (3.6)

where, $\sum_{j=i}^{n} p_{ij}^{t,t+1} = 1$, $i = 1,2,3,\ldots,n-1$. 
The entry of 1 in the last row of the transition probability matrix corresponding to state \( n \) indicates a “trapping” state. The pavement condition cannot transfer further down from this state unless maintenance or rehabilitation is performed.

Due to data limitations, it is difficult to estimate all the probabilities transferring from the present state to lower states. Instead, a simplified matrix is generally used in practice with the assumption that the condition can drop, at most, one state in a single duty cycle. With this assumption, the transition probability matrix can be further simplified to Eq. 3.7. Nevertheless, this simplification assumption is not a critical constraint since either the duty cycle or the condition state can be arbitrarily defined to satisfy the assumption.

\[
P^{t_{i+1}} = \begin{bmatrix}
p^{t_{i+1}}_{11} & p^{t_{i+1}}_{12} & \cdots & 0 & 0 \\
0 & p^{t_{i+1}}_{22} & p^{t_{i+1}}_{22} & 0 & 0 \\
. & . & . & . & . \\
. & . & . & . & . \\
0 & 0 & \cdots & p^{t_{i+1}}_{(n-1)(n-1)} & p^{t_{i+1}}_{(n-1)n} \\
0 & 0 & \cdots & 0 & 1 
\end{bmatrix}
\]

(3.7)

where, \( p^{t_{i+1}}_{ii} + p^{t_{i+1}}_{ii(i+1)} = 1, \ i = 1,2,3, \ldots, n-1 \)

3.1.2 State-of-the-art Review of Transition Probabilities Estimation

This section reviews the state-of-the-art methods that have been attempted for estimating the transition probabilities and serves as a detailed examination of studies specifically regarding the estimation of state transition probabilities. To model the pavement deterioration behavior, traditionally, the pavements are segmented according to
certain characteristics such as pavement type, locality, etc. The purpose of segmentation is to capture the fact that transition probabilities are a function of explanatory variables and to ensure consistent deterioration pattern within each group. As proposed by Carnahan et al. (1987) and Jiang et al. (1988), for each group, a deterioration model with the condition state as the dependent variable and age as the independent variable is estimated by linear regression. Then, a transition probabilities matrix is estimated for each group by minimizing the sum of absolute (or squared) differences between the expected value of the condition state predicted by the regression model and the theoretical expected value derived from the Markov transition probabilities. As pointed out by Madanat et al. (1995), these models suffer from several methodological limitations and practical inconsistencies. First, it fails to capture the mechanism of the deterioration process because the change in condition within an inspection period is not explicitly modeled as a function of explanatory variables. Second, segmentation results in a small sample size within each group, which restricts the number of parameters that can be estimated. Finally, linking causal variables to facility condition rating directly does not recognize the latent nature of the infrastructure deterioration process.

With panel data becoming available in the field, some researchers have recently applied econometric methodologies in modeling infrastructure deterioration. Combining well-established methodologies and quality facility characteristics data, these models are considered theoretically appropriate and practically feasible. Madanat et al. (1995) introduced an ordered probit model for estimating transition probabilities from inspection data. The model assumes the existence of an underlying continuous random variable and therefore allows the latent nature of infrastructure performance to be captured. The
ordered probit model is used to construct an incremental discrete deterioration model in which the difference in observed condition rating is an indicator of the underlying latent deterioration. This model is used to compute a nonstationary (i.e. time dependent) transition matrix. Based on the previous work, Madanat et al. (1997) proposed an improved probit model with a random-effects specification to account for the heterogeneity and extend the model to investigate the presence of state dependence. An implication of the research is that both heterogeneity and state dependence may need to be accounted for in developing probabilistic infrastructure deterioration models.

The state-of-the-art review indicates a deficiency in modeling state dependence. This implies that traditional use of Markov chain to model the pavement condition deterioration could be erroneous. In addition, Most of these studies were targeting to model bridge or sewer system deterioration. Few of econometric methods have been found in modeling pavement condition deterioration behavior over time. Most highway agencies, which adopted Markov chain as the performance model in their PMS, still rely on static transition probabilities. However, as a totally different infrastructure, the mechanism of pavement condition deterioration may differ from that of bridges or sewer systems. One objective of this research is to establish a causal relationship between the transition probabilities and various explanatory variables through a logistic model. To actually account for the state dependency, the lagged pavement crack condition index was explicitly included as a predictor in the model specification. In this research, a recurrent Markov chain model that is constructed based on the logistic model was introduced and a corresponding procedure of applying the recurrent Markov chain model in forecasting was established.
3.1.3 Framework of the Recurrent Markov chain

The adjective “recurrent” refers to iterative process in applying the model for multiple-step forecasting. The model framework is illustrated in Figure 3.1.
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**Figure 3.1 Framework of the Recurrent Markov Chain**

As shown in Figure 3.1, the recurrent Markov chain uses the transition probabilities, which are functions of explanatory variables and the lagged Pavement Condition Rating PCR(t), to forecast pavement condition in the next duty cycle PCR(t+1). For multiple-step forecasting, a recurrent process is applied, where the output of the process at one time step becomes the input at the next time step. The transition probabilities are estimated through a logistic model based on a set of explanatory variables and the lagged pavement condition rating.

3.1.4 Estimation of Transition Probabilities using Logistic Model

Provided the assumption that pavement can only drop one state during one duty cycle, a binary choice situation exists for any pavement sections for next duty cycle, either remaining in current state or move to the next worse state. With this in mind, a logistic model is considered for establishing a relationship between the transition
probabilities and deterioration explanatory variables. The following section presents a theoretical background of the logistic model and how it can be derived from a utility function approach.

3.1.4.1 Logistic Model

Discrete choice analysis is used to model the choice of one from a choice set comprised of a set of mutually exclusive alternatives. The multinomial logit (MNL) model (McFadden, 1973) is the most widely used discrete choice model. Binary choice model, a Logistic model in this study, is a reduced form of MNL where only two alternatives are included in the choice set. There are a number of interpretations of the underlying data generating process that produce the binary choice models. Generally, it is assumed that there are a set of measurable covariates, X, which can be used to help explain the choice of one alternative over the other. With definition of an index function, $\beta X$, the modeling of binary choice in these terms is typically done in one of three frameworks: utility function approach, latent regression approach, and conditional mean function approach. Among these, utility function approach is most convenient way to view migration behavior and economic opportunity. In the following context, utility function approach is used to illustrate the derivation of a binary choice model, a logistic model.

The utility function expresses the “usefulness” of an alternative in the choice maker’s consideration. Each utility function has two terms associated with it, (1) deterministic component and (2) disturbance component. Generally, a utility function can be written as:
\[ U_n(i) = V_{in} + \varepsilon_{in} \] (3.8)

where,

\[ U_n(i) = \text{utility of alternative } i \text{ for choice maker } n, \]

\[ V_{in} = \text{deterministic component of utility of alternative } i \text{ for choice maker } n, \]

and

\[ \varepsilon_{in} = \text{disturbance component of utility of alternative } i \text{ for choice maker } n. \]

Based on principles of utility maximization, the probability of choosing alternative \( i \) over \( j \) can be formulated as:

\[
P_n(i) = \Pr \{ U_n(i) \geq U_n(j) \} = \Pr \{ V_{in} + \varepsilon_{in} \geq V_{jn} + \varepsilon_{jn} \} = \Pr \{ \varepsilon_{jn} - \varepsilon_{in} \leq V_{in} - V_{jn} \} \tag{3.9}
\]

By assuming that the difference of disturbance terms \((\varepsilon_{jn} - \varepsilon_{in})\) is logistically distributed, a logistic model can be derived as shown in Eq.3.10.

\[
P_n(i) = \frac{1}{1 + e^{V_{jn} - V_{in}}} \tag{3.10}
\]

Eq.3.10 suggests that the probability of choosing one alternative over the other depend only on the difference between utilities of two competing alternatives. Substitute index function \( \beta X \) for deterministic component of utility function, logistic model is obtained:
\[ P_n(i) = \frac{1}{1 + e^{\sum_{m=0}^{k} \beta_m X_{mn}}} \]  
\[ P_n(j) = \frac{1}{1 + e^{\sum_{m=0}^{k} \beta_m X_{mn}}} \]

where,

\[ P_n(i) = \text{probability of entity } n \text{ choosing state } i, \]

\[ P_n(j) = \text{probability of entity } n \text{ choosing state } j, \]

\[ n = \text{entity } n, \]

\[ X_{mn} = \text{the } m^{th} \text{ explanatory variable, and} \]

\[ \beta_m = \text{parameter associated with the } m^{th} \text{ variable.} \]

The index function \( \beta X \) implies a linearity-in-parameter assumption, which offers great computational convenience for parameter estimation as will be shown in the next section. However, it is not necessarily a significant constraint for these variables that may have a nonlinear relationship to the utility function since a variety of function forms can be specified for the subject variables, such as Logarithm, exponents etc.

3.1.4.2 Maximum Likelihood Estimation of the Model Parameters

Maximum likelihood method is usually used for parameter estimation. Assuming that observations in a statistical sample are drawn independently and randomly and the
variables $X_n$ are non-stochastic, the logarithm likelihood function for the sample conditioned on the parameters $\beta$ can be written as:

$$L(\beta) = \prod_{n=1}^{N} P_n(i)^{y_{in}} (1 - P_n(i))^{y_{jn}}$$  \hspace{1cm} (3.13)

where,

$\begin{align*}
P_n(i) &= \text{probability of entity n choosing state i}, \\
\beta &= [\beta_0, \beta_1, \ldots, \beta_k] \\
N &= \text{sample size}, \\
y_{in} &= 1 \text{ if alternative i is actually chosen by entity n, otherwise 0, and} \\
y_{jn} &= 1 \text{ if alternative j is actually chosen by entity n, otherwise 0.}
\end{align*}$

By setting the first derivative of $L(\beta)$ with respect to $\beta$ equal to 0, a system of $K$ nonlinear simultaneous equations with $k$ unknowns, $\beta_1, \beta_2, \ldots, \beta_k$ can be derived as follows:

$$\sum_{n=1}^{N} [y_{in} - P_n(i)]X_{nk} = 0, k = 1, \ldots, K$$  \hspace{1cm} (3.14)

where,

$\begin{align*}
P_n(i) &= \text{probability of entity n choosing state i, and} \\
X_{nk} &= \text{vector of contributing variables.}
\end{align*}$

Solving the system of $k$ nonlinear simultaneous equations, the maximum likelihood estimates of $\beta$ can be found. Since the log likelihood function is globally
concave, the solution to the first order conditions is the only solution to the problem under study.

3.2 Artificial Neural Network (ANN)

An Artificial Neural Network (ANN) is a parallel information-processing system that has certain performance characteristics similar to biological neural networks. A neural net consists of a large number of simple processing elements called neurons. Each neuron is connected to other neurons by means of directed links and each directed link has a weight associated with it. The weights acquired through the training process represent abstracted information from dataset, which is used by the net to solve a particular problem. Some functions that neural networks are able to perform include: (1) classification - making a decision on which category an input pattern belongs to, (2) pattern matching – given the input pattern, the neural network produces corresponding output pattern, (3) pattern completion - presented with an incomplete pattern, the neural network produces the corresponding complete pattern, (4) optimization - provided with the initial values for a specific optimization problem, the neural network produces a set of variables that represent an acceptably optimized solution to the problem, and (5) simulation: presented with the current state vector of a system or time series, the trained network generates structured sequence or patterns that simulate the behavior of the system with time.

The capability that neural networks can execute such complicated tasks is attributed to its underlying parallel distributed computational “mechanism”. The mechanism is supported by three crucial and interacting components: (1) pattern of
connection between neurons, which is referred to as the architecture, (2) neuron activation function, and (3) method of determining the weight of the connections, which is referred to as learning algorithm. In order to construct a neural network for solving a particular problem, the above three key components need to be determined first.

3.2.1 Architecture

Significant efforts are needed to determine the best architecture for a given ANN model. This includes determination of input and output variables, the number of hidden layers, and the number of hidden neurons in each hidden layer. Usually, a neural network with too few hidden neurons is unable to learn sufficiently from the training data set, whereas a neural network with too many hidden neurons will allow the network to memorize the training set instead of generalizing the acquired knowledge for unseen patterns. Haykin (1994) recommended using two hidden layers; the first one for extracting local features and the second one for extracting global features. However, with two hidden layers, a significant increase in the training time and a corresponding decrease in the efficiency of training process are experienced. Funahashi and Hornik et al. (1989) separately proved that any continuous function can be approximated with an arbitrary accuracy using a three-layered network. Thus, from a theoretical point of view, a three-layered network is adequate for purpose of function approximation. It has been shown in practice that one-hidden-layer ANN is sufficient for most applications. Due to the still vague understanding of the impacts of the variation of ANN architecture, a trial and error approach is conventionally employed to select the appropriate number of
hidden neurons in the hidden layer for the problem under study. As an illustration, a typical three-layered neural network with one output neuron is shown in the Figure 3.2.
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**3.2.2 Neuron Activation Function**

A neural network consists of many neurons. Each neuron is an independent processing element (PE), having its own inputs and output. The term of “distributed parallel computation” is derived from the independence property of neurons. A typical neuron is shown in Figure 3.3.
The output shown in Figure 3.3 is calculated by the following equation:

$$O_j = f\left(\sum_{i=1}^{n} x_i w_i\right)$$  \hspace{1cm} (3.15)

where

- $x_i$ = the $i^{th}$ input,
- $w_i$ = the connection weight associated with $i^{th}$ input,
- $O_j$ = output of $j^{th}$ neuron, and
- $f$ = the transfer function.

As noticed, the processing of each neuron involves simply a weighted summation plus a function transfer. Five common transfer functions are generally used as neuron activation functions depending on the characteristics of the problem under study. These activation functions are linear, linear threshold, step, sigmoid and Gaussian. Among these, the most commonly used one is the sigmoid function due to its concise form and differentiability. The output of each neuron calculated by the sigmoid transfer function can be expressed as:
\[ z = f(y) = \frac{1}{1 + e^{-a(y)}} \quad (3.16) \]

\[ y = \sum_{i=1}^{n} w_i x_i \quad (3.17) \]

where,

- \( z \) = neuron output,
- \( y \) = input to the transfer function,
- \( a \) = gain of the sigmoid function,
- \( n \) = number of element in the input vector,
- \( x_i \) = \( i^{th} \) element in the input vector, and
- \( w_i \) = weight of connection \( i \).

In this research, the sigmoid function was employed as the neuron activation function.

### 3.2.3 Learning Method

The learning capability of ANN is achieved by adjusting the signs and magnitudes of their weights according to learning rules that seek to minimize a cost or error function. All learning methods can be classified into two categories: supervised learning and unsupervised learning. Supervised learning is a process that utilizes an external teacher and/or global information. Several popular supervised learning algorithms are error correction learning, reinforcement learning, stochastic learning, and hardwired systems. In the case of unsupervised learning, an external teacher or supervisor is not necessary. It
relies only upon local information during the entire learning process by organizing presented data and discovering its emergent collective properties.

The Back-propagation (BP) method, which is used in this research, falls into the category of supervised learning. It is the most widely used learning method in neural network modeling. It provides an opportunity for the multi-dimension vector mapping. Due to its generality, BP neural network can be used to tackle a wide array of problems. Moreover, BP method presents a clear mathematical concept and embraces ease of programming. These conveniences empower BP as a versatile and pragmatic mechanism to implement neural networks. Enormous software applications of neural networks use BP as the embedded learning law including “Brainmaker” as employed in this research effort.

Once the architecture, neuron activation function, and learning method have been determined, a neuron network needs to be trained using sample data in order to obtain the connection weight matrices, representing parameters of the network, which is required for real application. The training process consists of two steps. In the first step, the training patterns (a set of known input and output pairs) obtained from a data source are fed into the input layer of the network. These inputs are then propagated through the network until the output layer is reached. The output of each neuron is computed by the transfer function in Eq.3.16, which “squashes” the range of input to be between 0 and 1.0. Then a forward preprocessing error is calculated by using the following equation:
\[ E_{total} = \frac{1}{2} \sum_{r=1}^{p} \sum_{k=1}^{m} (T_k^{(r)} - Y_k^{(r)})^2 \]  

(3.18)

where,

\( E_{total} \) = square of the output error for all the patterns in the data sample;

\( p \) = the number of patterns in the data sample;

\( m \) = the number of neurons in the output layer;

\( T_k^{(r)} \) = target value of neuron \( k \) for pattern \( r \); and

\( Y_k^{(r)} \) = output of neuron \( k \) for pattern \( r \) based on the sigmoid function \( f(y) \).

In the second step, the above error is minimized by back-propagation of the error through the network. During this process, the individual error contribution caused by each layer is computed and distributed backward and the corresponding weight adjustments are made to minimize the error. Using a gradient descending method, the back-propagation weight adjustment for the connections between hidden layer and output layer can be expressed as Eq.3.19

\[ w_{jk}(l+1) = w_{jk}(l) - \eta(l) \frac{\partial E_{total}}{\partial w_{jk}} + \alpha(l)(w_{jk}(l) - w_{jk}(l-1)) \]  

(3.19)

where,

\( w_{jk}(l+1) \) = the weight of link for training iteration \( l+1 \) between neuron \( j \) in the hidden layer and neuron \( k \) in output layer;
\( w_{jk}(l) \) = the weight of link for training iteration \( l \) between neuron \( j \) in the hidden layer and neuron \( k \) in output layer;

\( w_{jk}(l-1) \) = the weight of link for training iteration \( l-1 \) between neuron \( j \) in the hidden layer and neuron \( k \) in output layer;

\( \eta(l) \) = positive constant termed the learning coefficient at iteration \( l \); and

\( \alpha(l) \) = momentum term used to achieve rapid convergence and avoid numerical vibration during training.

Similarly, weight adjustment for the connections between input layer and hidden layer can be written as Eq.3.20

\[
\begin{align*}
\dot{w}_{ij}(l+1) &= w_{ij}(l) - \eta(l) \frac{\partial E_{\text{total}}}{\partial w_{ij}} + \alpha(l)(w_{ij}(l) - w_{ij}(l-1)) \\
&(3.20)
\end{align*}
\]

where,

\( w_{ij}(l+1) \) = the weight of link for training iteration \( l+1 \) between neuron \( i \) in the input layer and neuron \( j \) in hidden layer;

\( w_{ij}(l) \) = the weight of link for training iteration \( l \) between neuron \( i \) in the input layer and neuron \( j \) in hidden layer;

\( w_{ij}(l-1) \) = the weight of link for training iteration \( l-1 \) between neuron \( i \) in the input layer and neuron \( j \) in hidden layer;
The training approach discussed above is called “batch training”. In batch training, the weights are adjusted after all of the samples are processed. Batch training can guarantee $E_{\text{total}}$ to decrease gradually and speed up convergence as well. Training is considered complete when the overall error $E_{\text{total}}$ is lowered to an acceptable level.
CHAPTER 4
MODEL DEVELOPMENT

4.1 Data Description

Two sources of data were utilized for the model development in this research. They are (1) Florida traffic information data, and (2) Florida roadway condition survey data. The Florida traffic data has been obtained through the Florida Traffic Information (FTI) CD published annually. This CD consists of traffic characteristic information on the roadways maintained by FDOT, such as peak season factors, K-factors, D-factors, vehicle classification, truck percentage, historical Average Annual Daily Traffic (AADT), etc. The Florida roadway condition survey data is obtained from the FDOT State Materials Office, Gainesville, FL, which maintains a comprehensive roadway condition survey database. The database contains detailed State roadway information, such as historical crack ratings, roadway identification (RDWYID), section begin mileage (BMP) and section end mileage (EMP), roadway age, roadway type, number of lanes, district, system, maintenance cycle, asphalt overlay thickness, etc. Excerpts from each source of the data are illustrated in Table 4.1 and 4.2, respectively.
Table 4.1  Excerpt from Traffic Information Data Set

<table>
<thead>
<tr>
<th>Section</th>
<th>Count</th>
<th>Location</th>
<th>County</th>
<th>Site</th>
<th>Year</th>
<th>AADT</th>
<th>Class</th>
<th>Type</th>
<th>% Truck</th>
</tr>
</thead>
<tbody>
<tr>
<td>01050000</td>
<td>4.693</td>
<td>01</td>
<td>0001</td>
<td>1994</td>
<td>25500</td>
<td>16</td>
<td>P</td>
<td>6.1</td>
<td></td>
</tr>
<tr>
<td>01050000</td>
<td>5.693</td>
<td>01</td>
<td>0001</td>
<td>1995</td>
<td>25500</td>
<td>16</td>
<td>P</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>01050000</td>
<td>6.693</td>
<td>01</td>
<td>0001</td>
<td>1996</td>
<td>25500</td>
<td>16</td>
<td>P</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>01050000</td>
<td>7.693</td>
<td>01</td>
<td>0001</td>
<td>1997</td>
<td>30000</td>
<td>16</td>
<td>P</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td>01050000</td>
<td>8.693</td>
<td>01</td>
<td>0001</td>
<td>1998</td>
<td>29000</td>
<td>16</td>
<td>P</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>01050000</td>
<td>9.693</td>
<td>01</td>
<td>0001</td>
<td>1999</td>
<td>30000</td>
<td>16</td>
<td>P</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td>01050000</td>
<td>10.693</td>
<td>01</td>
<td>0001</td>
<td>2000</td>
<td>31000</td>
<td>16</td>
<td>P</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>01050000</td>
<td>11.693</td>
<td>01</td>
<td>0001</td>
<td>2001</td>
<td>33500</td>
<td>16</td>
<td>P</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>01050000</td>
<td>12.693</td>
<td>01</td>
<td>0001</td>
<td>2002</td>
<td>33000</td>
<td>16</td>
<td>P</td>
<td>3.7</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2  Excerpt from Roadway Condition Data Set

<table>
<thead>
<tr>
<th>Section</th>
<th>Bmp</th>
<th>Emp</th>
<th>Side</th>
<th>AsThick</th>
<th>System</th>
<th>Lanes</th>
<th>Type</th>
<th>Cycle</th>
<th>Age</th>
<th>District</th>
<th>Crk1986</th>
<th>…</th>
<th>Crk2003</th>
</tr>
</thead>
<tbody>
<tr>
<td>09010000</td>
<td>0.000</td>
<td>6.527</td>
<td>L</td>
<td>2.5</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>15</td>
<td>1</td>
<td>7.7</td>
<td>…</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>09010000</td>
<td>0.000</td>
<td>6.527</td>
<td>R</td>
<td>2.5</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>15</td>
<td>1</td>
<td>8</td>
<td>…</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>09010000</td>
<td>6.527</td>
<td>15.686</td>
<td>L</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>10</td>
<td>1</td>
<td>7.7</td>
<td>…</td>
<td>7.5</td>
</tr>
<tr>
<td>09010000</td>
<td>6.527</td>
<td>17.196</td>
<td>R</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>1</td>
<td>8.7</td>
<td>…</td>
<td>5.5</td>
</tr>
<tr>
<td>12020000</td>
<td>3.830</td>
<td>4.354</td>
<td>L</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>1</td>
<td>9.4</td>
<td>…</td>
<td>8</td>
</tr>
<tr>
<td>12020000</td>
<td>3.830</td>
<td>4.354</td>
<td>R</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>1</td>
<td>9.4</td>
<td>…</td>
<td>7.5</td>
</tr>
<tr>
<td>12020000</td>
<td>4.354</td>
<td>5.133</td>
<td>L</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>10</td>
<td>1</td>
<td>9.4</td>
<td>…</td>
<td>8</td>
</tr>
<tr>
<td>12020000</td>
<td>4.354</td>
<td>5.133</td>
<td>R</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>10</td>
<td>1</td>
<td>9.4</td>
<td>…</td>
<td>7.5</td>
</tr>
<tr>
<td>12020000</td>
<td>5.133</td>
<td>5.716</td>
<td>L</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>10</td>
<td>1</td>
<td>10</td>
<td>…</td>
<td>5.5</td>
</tr>
</tbody>
</table>

Historical data on one-year pavement condition deterioration from 1986 to 2003 was examined for 7434 flexible roadway segments. The percent distribution of pavement sections with respect to the deterioration on the condition rating scale is illustrated in Figure 4.1.
As shown in Figure 4.1, the majority of flexible pavement sections, about 98 percent, deteriorate up to one integer in the condition rating scale within one duty cycle defined as one calendar year. Only two percent of pavement sections deteriorate more than one integer in the condition rating scale. This information verifies the assumption made in the proposed recurrent Markov chain that pavements deteriorate, at most, one state (one integer interval in the condition rating scale) for one duty cycle under normal traffic conditions.
4.1.1 Computation of Equivalent Single Axle Loads (ESAL)

Although some performance models include Average Annual Daily Traffic (ADT) as a predictor variable, ADT is not an appropriate representation of traffic loading because the traffic loading effect on the pavement condition deterioration is mainly caused by heavy vehicles such as trucks, and not passenger cars. Hence more accurate representation of the traffic loading is achieved using the Equivalent Single Axle Loads (ESAL). In this study, ESAL per lane were computed from the Average Annual Daily Traffic (AADT) for each roadway segment, and treated as a predictor variable of the proposed logistic model.

As shown in Table 4.1 and 4.2, the two data sources can be integrated through a common roadway identification number and the milepost reference location number. This integration allows AADT and the truck factor to be identified and thus the ESAL per lane to be calculated for each roadway section.

The FDOT ESAL computation equation developed for pavement design purposes is used for computing ESAL per lane for each roadway segment as:

\[
ESAL = \frac{AADT \times T_{24} \times D_F \times E_F \times 365}{N_L}
\]  

(4.1)

where,

\( ESAL \) = the number of 18-kip (80-kN) Equivalent Single Axle Loads;

\( AADT \) = Average Annual Daily Traffic;

\( T_{24} \) = Percent heavy trucks during a 24-hour period;

\( D_F \) = Directional split factor;
\[ E_F = \text{Load Equivalent Factor}, \text{ and} \]
\[ N_L = \text{Number of Lanes}. \]

4.1.2 FDOT Crack Rating

Among all roadway distress types, cracking is the most critical indicator that often governs the overall roadway condition. Visual surveys have been employed by FDOT to evaluate the pavement crack condition. The designated survey crew drives an inspection vehicle at a reduced speed to check visually the entire pavement section and record the overall crack condition of the section. To facilitate crack data collection, three distinct types of cracking have been considered by FDOT:

Class IB: this category includes hairline cracks that are 1/8 inch (3.18 millimeters) wide either in the longitudinal or transverse direction.

Class II: this category includes cracks with an open width from 1/8 inch (3.18 millimeters) to 1/4 inch (6.35 millimeters) either in the longitudinal or transverse direction. These cracks may have moderate spalling or severe branching. It is also includes cracks with an open width less than 1/4 inch (6.35 millimeters) which have formed cells less than 2 feet (0.61 meters) on the longest side (alligator cracking).

Class III: this category includes cracks with open width 1/4 inch (6.35 millimeters) or greater and extending in a longitudinal or transverse direction and those open to the base or underlying material. It also includes progressive Class II cracking resulting in severe spalling with chunks of pavement breaking out. Severe
raveling (loss of surface aggregate) or patching would also be classified as Class III cracking.

The crack rating (CR) is obtained by subtracting the “negative deduct values” associated with various forms of cracking from 10 as shown in Eq. 4.2

\[
CR = 10 - (cw + co) \quad (4.2)
\]

where,

\[
cw = \text{deduct value confined to wheelpaths, and}
\]

\[
co = \text{deduct value outside of wheelpaths}
\]

Deduct values for flexible pavements are shown in Tables 4.3 and 4.4. A crack rating of 10 indicates a pavement without observable distress or with only minor observable distress.

Table 4.3  Numerical Deductions for Cracking Survey (Confined to Wheelpaths (cw))

<table>
<thead>
<tr>
<th>Percent of Pavement Area Affected by Cracking</th>
<th>1B Cracking Deduct</th>
<th>II Cracking Deduct</th>
<th>III Cracking Deduct</th>
</tr>
</thead>
<tbody>
<tr>
<td>00-05</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>06-25</td>
<td>0.5</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>26-50</td>
<td>1.0</td>
<td>1.5</td>
<td>2.0</td>
</tr>
<tr>
<td>51+</td>
<td>1.5</td>
<td>2.0</td>
<td>3.0</td>
</tr>
</tbody>
</table>
Table 4.4  Numerical Deductions for Cracking Survey (Outside of Wheelpaths (co))

<table>
<thead>
<tr>
<th>Percent of Pavement Area Affected by Cracking</th>
<th>1B Cracking Deduct</th>
<th>II Cracking Deduct</th>
<th>III Cracking Deduct</th>
</tr>
</thead>
<tbody>
<tr>
<td>00-05</td>
<td>0.0</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>06-25</td>
<td>1.0</td>
<td>2.0</td>
<td>2.5</td>
</tr>
<tr>
<td>26-50</td>
<td>2.0</td>
<td>3.0</td>
<td>4.5</td>
</tr>
<tr>
<td>51+</td>
<td>3.5</td>
<td>5.0</td>
<td>7.0</td>
</tr>
</tbody>
</table>

In view of tremendous efforts associated with data integration and preprocessing, codes were developed in Visual Basic, which can import traffic data and roadway condition data into a MS Access database, where the two data sets were combined and an integrated database was created with both roadway characteristics data and traffic data. Then, the integrated data set was imported into the SAS system. Finally, SAS codes were developed for data preprocessing purposes. In view of the magnitude of the aggregated database, it is cumbersome to utilize the entire database for modeling. Moreover the amount of observations that can be handled by the modeling software is often limited. Therefore, a sample data set was drawn for convenient manageability. The objectives of data preprocessing include:

(1) Removal of the observations with critical missing data,

(2) Elimination of irrational condition rating data (improved conditions without rehabilitation),

(3) Sampling of data for modeling purpose, and

(4) Preparation of the data set for model validation.
As the result of data preprocessing, data sets were prepared and made ready for model development and model validation. For the derived sample data set, histograms were drawn for each individual variable as shown in Figures 4.2-4.5.

Figure 4.2  Histogram of Pavement Age

Figure 4.3  Histogram of Pavement Cycle
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As shown in Figure 4.2 to Figure 4.5, the major variables in the sample data set adequately covered their typical range of values. Therefore, the sample data set is deemed as a good representation of the entire database. Crack condition survey data in
2003, the latest crack condition data contained in the database, are reserved and used for model evaluation purpose.

4.2 Development of the Logistic Model

The following sections discuss in detail the definition of variables as used for development of the logistic model for estimating pavement crack condition transition probabilities and the procedures used for the selection of model specifications. After the model specification was selected, a parametric analysis was performed to examine if the model is a rational representation of the pavement condition deterioration mechanism with respect to various explanatory variables. Subsequently, a sensitivity analysis was performed to test the robustness of the model against different data sets. Finally, the application of the logistic model in a recurrent Markov chain for realistic forecasting is presented.

4.2.1 Definition of Condition States

For application of the Markov chain in modeling pavement crack condition performance, a suitable definition of the condition states must be adopted. As discussed in section 4.1.1, Crack Index (CI) is rated on a 0-10 scale where 10 indicates the best condition and 0 the worst. Therefore, the pavement crack index was categorized into 10 states with one integer interval representing each state, as shown in Table 4.5. In pavement management practices, a duty cycle is normally defined as one year since seasonal climate change is cycled in one year and traffic is usually measured on an annual variation basis, using Average Annual Daily Traffic (AADT). Hence the 10-state
pavement condition discretization scheme assures that the pavement crack conditions would not drop more than one state in a single duty cycle (typically, one year) under normal traffic conditions.

Table 4.5  Definition of Crack Condition State

<table>
<thead>
<tr>
<th>Crack Condition State</th>
<th>Crack Rating Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>9&lt; CI &lt;=10</td>
</tr>
<tr>
<td>9</td>
<td>8&lt; CI &lt;=9</td>
</tr>
<tr>
<td>8</td>
<td>7&lt; CI &lt;=8</td>
</tr>
<tr>
<td>7</td>
<td>6&lt; CI &lt;=7</td>
</tr>
<tr>
<td>6</td>
<td>5&lt; CI &lt;=6</td>
</tr>
<tr>
<td>5</td>
<td>4&lt; CI &lt;=5</td>
</tr>
<tr>
<td>4</td>
<td>3&lt; CI &lt;=4</td>
</tr>
<tr>
<td>3</td>
<td>2&lt; CI &lt;=3</td>
</tr>
<tr>
<td>2</td>
<td>1&lt; CI &lt;=2</td>
</tr>
<tr>
<td>1</td>
<td>0&lt;= CI &lt;=1</td>
</tr>
</tbody>
</table>

4.2.2 Variable Definitions

It may not be appropriate to directly use the existing variables in the database. Sometimes, transformation or categorization of some variables may be necessary for the modeling purpose. This section describes in detail the variables that would be used for modeling, and how they were compiled before usage.

4.2.2.1 Binary Response Variable

Binary response variables are those that only have two possible values. The status of the pavement crack condition can be considered as a binary response variable. If the assumption is made that a given pavement section can only drop one state in a duty cycle, the resulting crack condition after one duty cycle can be regarded as a binary variable.
which either remains in the current condition state or deteriorates to a lower condition state. This binary function can be formulated as follows:

\[
Y_{n,i} = 1, \ Y_{n,(i+1)} = 0 \quad \text{if} \quad i-1 < CI(t+1) \leq i \quad \text{given} \quad i-1 < CI(t) \leq i \quad (i=2,\ldots,9) \quad (4.3)
\]

\[
Y_{n,i} = 0, \ Y_{n,(i+1)} = 1 \quad \text{if} \quad i < CI(t+1) \leq i+1 \quad \text{given} \quad i-1 < CI(t) \leq i \quad (i=2,\ldots,9) \quad (4.4)
\]

where,

\(i\) = condition state,

\(n\) = pavement section number,

\(Y_{n,i}, Y_{n,(i+1)}\) = binary variable indicating the new state of the pavement section after one duty cycle,

\(CI(t)\) = crack condition index at time \(t\), and

\(CI(t+1)\) = crack condition index at time \(t+1\).

4.2.2.2 Dummy Variables

Dummy variables are artificial variables representing the categories of a qualitative variable. It is used under the assumption that no distance exists between categories. Each variable assume one of two values, 1 or 0, indicating whether an observation falls in a particular category or not. Pavement cycle is a nominal variable, which is defined as the number of overlays that has been applied before reconstruction of pavements. In case where the nominal variable has more than two levels, multiple dummy variables need to be created to represent the nominal variable. The total number of dummy variables required is one less than the number of values of the original nominal variable since one nominal variable has to be specified as the base case for reference which does not appear in the model specification. In the current work, Cycle 1
is referred to as the base case and hence three additional dummy variables were defined based on Cycle 1 as follows:

- **Group 1:** 1 when Cycle = 2, 0 otherwise;
- **Group 2:** 1 when Cycle = 3, 0 otherwise;
- **Group 3:** 1 when Cycle = 4, 0 otherwise.

### 4.2.2.3 Quantitative Variables

The quantitative variables are those associated with numerical values. ESAL and crack index (CI) are the quantitative variables in this case. ESAL is calculated according to Eq. 4.1, which represents cumulative traffic loading in one duty cycle. Due to the magnitude of ESAL, direct use of ESAL results in unbalanced parameter estimates. Therefore, a 10-based logarithm transform of ESAL is used in the model.

### 4.2.3 Model Selection

A backward stepwise elimination procedure was employed for selecting variables to be included in the model specification. It starts with the complete model with all possible explanatory variables, and sequentially removes variables from the model one at a time, based on a specific criterion, such as statistical significance (e.g., 0.05 significance level) or the improvement in the explained variance.

Three types of Hypothesis tests were involved in the model selection process; (1) the significance test for each model parameter by performing a Wald test. (2) determination of significance of multiple parameters using a likelihood-ratio test. (3) examination of the overall model fit using a Hosmer & Lemeshow goodness of fit test. The three Hypothesis tests are discussed in detail as follows:
Wald tests are based on Chi-square statistics that tests the null hypothesis that a given parameter is 0, or in other words, that the corresponding variable has no significant effect given that the other variables are in the model.

The likelihood ratio test is used for joint testing of several parameters. It compares two different model specifications by testing whether the extra parameters in the relatively more complex model equal zero. The test begins with a comparison of the likelihood scores of the two models. The test statistic can be formulated by Eq.4.5, which approximately follows a chi-square distribution with k degrees of freedom where k is the number of additional parameters in the more complex model.

\[-2 \log \left( \frac{L_0}{L_1} \right) = -2(\log L_0 - \log L_1)\]  

(4.5)

where,

\[L_0 = \text{likelihood score of the simpler model, and}\]
\[L_1 = \text{likelihood score of the more complex model.}\]

The assessment of the fittingness of a model is a very important component in any modeling procedure. Goodness-of-fit tests try to evaluate how well model-based predicted outcomes coincide with the observed data. However, in the logistic regression models, investigating the goodness-of-fit is often problematic when continuous covariates are modeled, since the approximate chi-squared null distributions for the Pearson test statistic is no longer valid. Categorization might provide a solution for this problem, but it is often not clear how the categories should be defined. Hosmer and Lemeshow (1980) were the first to propose a goodness-of-fit test that can be used for logistic regression models with continuous predictors. It takes an alternative approach to grouping: it groups
the predictions of a logistic regression model rather than the model’s predictor variable
data, which is the Pearson statistic’s approach. In the implementation found in the
Business Analysis Module, mode predictions are split into G bins that are filled as evenly
as possible, sometimes called “equal massing binning”. Then the statistic can be computed using the following equation:

\[
HL = \sum_{j=1}^{G} \frac{(o_j - n_j \pi_j)^2}{n_j \pi_j (1 - \pi_j)}
\]  

(4.6)

where,

\(o_j\) = total frequency of event outcomes in group j,

\(n_j\) = total frequency of subjects in group j, and

\(\pi_j\) = average estimated probability of an event outcome in group j.

The Hosmer-Lemeshow statistic follows a Chi-square distribution with G-2
degrees of freedom. However, caution should be exercised when the sample size is
relatively small i.e. less than 400.

In the model selection process, Wald test was performed on each parameter of the
model to investigate the significance of the individual parameters. Table 4.6 lists those
variables that do not meet the 0.05 significant level criterion, and therefore have been
removed. Table 4.7 shows the variables that meet the 0.05 significance level criterion,
and hence are included in the final model specification.
Table 4.6  Insignificant Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Wald Statistic</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness</td>
<td>0.3826</td>
<td>0.5362</td>
</tr>
<tr>
<td>CI*Cycle</td>
<td>0.0006</td>
<td>0.9801</td>
</tr>
<tr>
<td>Age*Thickness</td>
<td>0.0100</td>
<td>0.9205</td>
</tr>
<tr>
<td>Cycle*Thickness</td>
<td>0.0370</td>
<td>0.8475</td>
</tr>
<tr>
<td>CI*Thickness</td>
<td>0.0786</td>
<td>0.7792</td>
</tr>
<tr>
<td>CI*Log(ESAL)</td>
<td>0.9472</td>
<td>0.3304</td>
</tr>
<tr>
<td>Log(ESAL)*Thickness</td>
<td>1.0050</td>
<td>0.3161</td>
</tr>
</tbody>
</table>

Table 4.6 also indicates that the new asphalt overlay thickness is not a significant variable by itself. Neither do all the interaction effects related to it. This is not a surprising finding from a structural mechanistic viewpoint since the thickness of the new asphalt overlay is not as critical as the pavement base or subgrade. The difference in thickness will therefore have a minor effect on pavement deterioration. The model is expected to be improved if the thickness of base enters the model. Unfortunately, this information was unavailable in a ready-to-use form.

Table 4.7  Significant Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter Estimate</th>
<th>Wald Statistic</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-8.4246</td>
<td>10.4599</td>
<td>0.0012</td>
</tr>
<tr>
<td>CI</td>
<td>-0.7134</td>
<td>28.3502</td>
<td>0.0000</td>
</tr>
<tr>
<td>Age</td>
<td>1.3485</td>
<td>16.3611</td>
<td>0.0000</td>
</tr>
<tr>
<td>Log(ESAL)</td>
<td>2.0418</td>
<td>23.9186</td>
<td>0.0000</td>
</tr>
<tr>
<td>Cycle 2</td>
<td>1.5347</td>
<td>11.5328</td>
<td>0.0007</td>
</tr>
<tr>
<td>Cycle 3</td>
<td>1.0964</td>
<td>5.6401</td>
<td>0.0176</td>
</tr>
<tr>
<td>Cycle 4</td>
<td>1.5278</td>
<td>8.0936</td>
<td>0.0044</td>
</tr>
<tr>
<td>Age*Age</td>
<td>-0.0337</td>
<td>31.4722</td>
<td>0.0000</td>
</tr>
<tr>
<td>Age*CI</td>
<td>0.0503</td>
<td>14.7651</td>
<td>0.0001</td>
</tr>
<tr>
<td>Age*Log(ESAL)</td>
<td>-0.2191</td>
<td>18.5292</td>
<td>0.0000</td>
</tr>
<tr>
<td>Cycle * Age</td>
<td>-0.1327</td>
<td>7.9318</td>
<td>0.0049</td>
</tr>
</tbody>
</table>

Summary Statistics:

- Number of Observations: 2552
- L(C): -1220.468
- L(B): -1050.911
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Table 4.7 lists the variables that are significant at the 0.01 level except for cycle 3, which is significant at the 0.05 level. Negative sign of the crack condition reveals that the better the current condition the lower the probability of deterioration is. Positive signs of age and logarithm of ESAL indicate older pavements with higher traffic loading tend to have higher probability of deterioration. Furthermore, positive coefficients of the dummy variable for the second cycle, the third cycle and the fourth cycle indicate higher deterioration propensity of pavements in these cycles than those in the first cycle, which reflects a totally new condition. These results are intuitively expected. However, an unexpected result occurs when comparing the effects of different cycles on the deterioration. The magnitudes of coefficient of different cycles reveal that the pavement sections in the third cycle tend to deteriorate slower than those in the second cycle. However, pavement sections in the fourth cycle have almost the same deterioration probability as those in the second cycle. This may be explained by the definition of “cycle”. According to the definition, a new cycle begins after the application of an asphalt overlay. Therefore, it can be deduced that the cycle is a function of two variables, (1) cumulative damage (compared to the new facilities) and (2) improvements (new surface condition and thicker pavement, resulting in a stiffer pavement). A higher cycle implies higher cumulative damage and also an increased stiffness. Therefore, the effect of cycle on pavement deterioration is a resultant contribution of the two competing factors. With this in mind, the complexity can be well explained. The pavement sections in the second cycle have a higher deterioration probability in general than those in the first cycle because the pavements in the second cycle have a more dominant contribution from the cumulative damage than from the improvements. The pavements in the third cycle
still have a higher deterioration probability than those in the first cycle, but lower
deterioration probability than those in the second cycle. This implies that in the third
cycle, the contribution from cumulative damage has been overcome by the improvements
compared to the second cycle. The pavements in the fourth cycle seem to have almost the
same deterioration probability as those in the second cycle because the cumulative
damage tends to cancel the increased stiffness due to the improvements.

The likelihood ratio test was performed to examine the overall model
specification and check if all the parameters other than the constant term are significant
or not. As shown in Table 4.7, L(C) = -1220.468, L(B)=-1050.911. The likelihood ratio
can be computed as L = -2(L(C)-L(B)) = 339.114 > 23.21 (critical Chi-Square value with
10 degree of freedom at 0.01 significance level). Therefore, the null hypothesis that all
the parameters are equal to zero is rejected.

The Hosmer-Lemeshow goodness of fit test was used to test the overall model
fittingness. The results are shown in Table 4.8. The Null hypothesis for this test is that
the data fits the specified model. In view of the high p-value (0.3027), the Null
hypothesis is not rejected. Thus, the conclusion may be drawn that the data fit the
specified model.
Table 4.8  Overall Model Goodness of Fit (Hosmer and Lemeshow Test)

<table>
<thead>
<tr>
<th>Group</th>
<th>Total</th>
<th>Observed</th>
<th>Expected</th>
<th>Observed</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>257</td>
<td>3</td>
<td>4.20</td>
<td>254</td>
<td>252.80</td>
</tr>
<tr>
<td>2</td>
<td>256</td>
<td>3</td>
<td>9.47</td>
<td>253</td>
<td>246.53</td>
</tr>
<tr>
<td>3</td>
<td>257</td>
<td>17</td>
<td>15.76</td>
<td>240</td>
<td>241.24</td>
</tr>
<tr>
<td>4</td>
<td>256</td>
<td>27</td>
<td>24.22</td>
<td>229</td>
<td>231.78</td>
</tr>
<tr>
<td>5</td>
<td>255</td>
<td>37</td>
<td>35.56</td>
<td>218</td>
<td>219.44</td>
</tr>
<tr>
<td>6</td>
<td>255</td>
<td>50</td>
<td>46.89</td>
<td>205</td>
<td>208.11</td>
</tr>
<tr>
<td>7</td>
<td>255</td>
<td>57</td>
<td>60.62</td>
<td>198</td>
<td>194.38</td>
</tr>
<tr>
<td>8</td>
<td>255</td>
<td>74</td>
<td>72.77</td>
<td>181</td>
<td>182.23</td>
</tr>
<tr>
<td>9</td>
<td>256</td>
<td>98</td>
<td>87.14</td>
<td>158</td>
<td>168.86</td>
</tr>
<tr>
<td>10</td>
<td>250</td>
<td>105</td>
<td>114.33</td>
<td>145</td>
<td>135.67</td>
</tr>
</tbody>
</table>

Hosmer and Lemeshow Goodness of Fit Test:
Chi-Square = 9.4901
Degrees of Freedom = 8
p-value = 0.3027

As the result of foregoing modeling efforts, the logistic model is finally obtained, and is expressed as follows:

\[ P_n[CI(t+1) \subset i | CI(t) \subset i] = \frac{1}{1 + e^{-f(CI(t), Cycle, Age, ESAL)}} \] (4.7)

\[ P_n[CI(t+1) \subset (i-1) | CI(t) \subset i] = \frac{1}{1 + e^{-f(CI(t), Cycle, Age, ESAL)}} \] (4.8)

where,

\( i \) = present crack condition state,

\( t \) = present duty cycle,

\( n \) = pavement section \( n \),

\( P_n[CI(t+1) \subset j | CI(t) \subset i] \) = probability of deteriorating to the next lower state \( i-1 \) given present condition is in state \( i \),

\( P_n[CI(t+1) \subset i | CI(t) \subset i] \) = probability of remaining in present state \( i \) given present condition is in state \( i \), and
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\[
f(CI(t), \text{Cycle}, \text{Age}, \text{ESAL}) = -8.4246 - 0.7134CI(t) + 1.3485\text{Age} + 2.0418\log(\text{ESAL}) \\
+ 1.5347\text{Cycle}^2 + 1.0964\text{Cycle}^3 + 1.5278\text{Cycle}^4 - 0.0337\text{Age}^2 \\
+ 0.0503\text{Age} \times CI(t) - 0.2191\text{Age} \times \log(\text{ESAL}) - 0.1327\text{Cycle} \times \text{Age}
\]

### 4.2.4 Parametric Analysis of the Logistic Model

To further evaluate the soundness of the model, a parametric analysis was performed to verify the estimated model parameters. The impact of each variable is evaluated by holding other variables constant at their mean values. Then, relationships were drawn for each influencing variable.

![Figure 4.6 Predicted Variation of Crack Index in Different Cycles](image)

Figure 4.6 shows the probability of remaining in the current state versus crack condition index. It can be seen that pavements in good condition have a higher probability of remaining in the current state than those in a poor condition. This finding concurs with the observations. It also shows that pavements in cycle 1 have the highest
probability of remaining in the current state, and pavements in cycle 4 have the lowest probability of remaining in the current state. Pavements in cycles 2 and 3 lie in between these in cycles 1 and 4. Due to the complex interaction effect of damages and improvements inherited in each cycle that was discussed in section 4.2.3, pavements in cycle 3 have a higher probability of remaining in the same state than those in cycle 2.

The variation of crack condition index at different levels of ESAL is plotted in Figure 4.7. The three levels of ESAL represent the pavements with low, medium, and high traffic loading, respectively. Figure 4.7 indicates that pavements with higher ESAL tend to have a lower probability of remaining in the current state.

![Figure 4.7 Predicted Variation of Crack Index with Different Levels of ESAL](image)

The variation of crack condition deterioration with pavement age in different cycles and levels of ESAL are illustrated in Figures 4.8 and 4.9. Figures 4.8 and 4.9 indicate that older pavements tend to have a lower probability of remaining in the current state.
state and a higher probability of deteriorating to the next lower state. Similar patterns in the crack condition index across different cycles and levels of ESAL were observed for the pavement age as shown in Figures 4.6 and 4.7.

Figure 4.8  Deterioration Impact of Pavement Age with Different Cycles

Figure 4.9  Deterioration Impact of Pavement Age with Different Levels of ESAL
4.2.5 Analysis of Model Sensitivity

The objective of the sensitivity analysis is to test the reliability of the model structure using different data sets. In this analysis, two logistic models were developed under two scenarios using two different data sets, i.e. 80 % and 90% of the original data set selected randomly. The two models were subsequently compared to the original logistic model. For comparison purposes, the estimated model parameters using all three data sets are presented in Table 4.9.

Table 4.9  Parameter Estimation of Different Data Sets

<table>
<thead>
<tr>
<th>Variable</th>
<th>100% data sample</th>
<th>90% data sample</th>
<th>80% data sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Significance</td>
<td>Estimate</td>
</tr>
<tr>
<td>Constant</td>
<td>-8.4246</td>
<td>0.0012</td>
<td>-8.5291</td>
</tr>
<tr>
<td>CI</td>
<td>-0.7134</td>
<td>0.0000</td>
<td>-0.7497</td>
</tr>
<tr>
<td>Age</td>
<td>1.3485</td>
<td>0.0000</td>
<td>1.3844</td>
</tr>
<tr>
<td>Log(ESAL)</td>
<td>2.0418</td>
<td>0.0000</td>
<td>2.0049</td>
</tr>
<tr>
<td>Cycle 2</td>
<td>1.5347</td>
<td>0.0007</td>
<td>1.5091</td>
</tr>
<tr>
<td>Cycle 3</td>
<td>1.0964</td>
<td>0.0176</td>
<td>1.0771</td>
</tr>
<tr>
<td>Cycle 4</td>
<td>1.5278</td>
<td>0.0044</td>
<td>1.4923</td>
</tr>
<tr>
<td>Age*Age</td>
<td>-0.0337</td>
<td>0.0000</td>
<td>-0.0326</td>
</tr>
<tr>
<td>Age*CI</td>
<td>0.0503</td>
<td>0.0001</td>
<td>0.0519</td>
</tr>
<tr>
<td>Age*Log(ESAL)</td>
<td>-0.2191</td>
<td>0.0000</td>
<td>-0.2186</td>
</tr>
<tr>
<td>Cycle * Age</td>
<td>-0.1327</td>
<td>0.0049</td>
<td>-0.1259</td>
</tr>
<tr>
<td>Sample Size</td>
<td>2552</td>
<td>2297</td>
<td>2042</td>
</tr>
</tbody>
</table>

It can be seen that the coefficients estimated from the three data sets agree reasonably well in terms of both the sign and the magnitude (within 10% of each other). The Wald statistics for the coefficients were significant at a relatively lower level for the models based on 80% and 90% sample sets.

To support this finding and statistically show that there is no difference among these three models, the Kruskal-Wallis test was performed under the following Hypotheses:
• $H_0$: The models are equal (there is no significant difference between models).

• $H_a$: the models are different.

To apply the Kruskal-Wallis test, the following procedure needs to be followed:

1. Combine all the samples into one large sample, sort the result in the ascending order, and assign ranks.

2. Find $r_i$, the sum of the ranks of the observations in the $i$th sample.

3. Compute the test statistic $KW$ using Eq.4.9

$$KW = \frac{12}{N(N+1)} \sum \frac{r_i^2}{n_i} - 3(N-1) \quad (4.9)$$

4. Under $H_0$, $KW$ follows an approximate Chi-Square distribution with k-1 degrees of freedom.

5. Reject the null hypothesis that all k models are the same if $KW > \chi^2_{\alpha, k-1}$.

Projections of the probabilities of the pavement sections remaining in the current state and the corresponding rank measures across different ages for the three data scenarios are listed in Table 4.10.
As shown in Table 4.10, the KW statistic is calculated to be 0.195 using Eq.4.9 and compared with the tabulated $\chi^2_{0.01,2} = 4.61$. Therefore, the null hypothesis is not rejected, indicating that no significant difference exists among the three models. Thus the conclusion that the proposed model is stable and may be deemed as a good representation of the data set can be drawn.

### 4.3 Recurrent Markov Chain

Application of the Markov chain for forecasting the pavement condition requires a mechanism that can convert discrete states combined with transition probabilities back to the pavement condition rating. Condition state value provided in terms of the pavement crack index and probabilities associated with each condition state (probability mass function) can be used to compute the expected value of pavement crack condition in the next duty cycle using the following equation.
\[ CI(t + 1) = \sum_{j=i}^{n} SI_j P_{ij}^{t+1} \]  

(4.10)

where,

\[ t = \text{present duty cycle}; \]
\[ t+1 = \text{next duty cycle}; \]
\[ CI(t+1) = \text{pavement crack index in next duty cycle}; \]
\[ SI_j = \text{value of pavement crack condition state } j; \]
\[ P_{ij}^{t+1} = \text{transition probabilities from state } i \text{ to state } j, \text{ and} \]
\[ n = \text{number of states.} \]

In case where state distances are uniform, i.e. \( SI_{j+1} - SI_j = d \) (j=1, 2,…n-1), Eq.4.10 can be rewritten as:

\[ CI(t + 1) = SI_i - d \sum_{j=i}^{n} (j-i) P_{ij}^{t+1} \]  

(4.11)

where,

\[ SI_i = \text{mean value of current state } i, \text{ and} \]
\[ d = \text{uniform state distance.} \]

As indicated in Eqs.4.10 and 4.11, state value of the pavement crack condition, usually the mean pavement crack condition index of the subject state, is used in the Markov chain to convert transition probabilities back to crack conditions. This poses a serious limitation in the forecasting capability of Markov chains since variations in pavement crack conditions within a state are not accounted for. As discussed in Section 68
4.2, the lagged condition index was introduced into the logistic model as a predictor for estimating transition probabilities, which results in a varying state distance, i.e. transition probabilities are functions of the present pavement crack condition and the state distance from the present crack condition to the next lower condition state depends on the present pavement crack condition, and should be calculated as \( d(t) = CI(t) - SI_i \). Accordingly, the actual present crack condition index \( CI(t) \) should be used instead of the state value \( SI_i \) in Eq.4.11. With these considerations, Eq.4.11 is further transformed into:

\[
CI(t + 1) = CI(t) - \sum_{j=i+1}^{n} (CI(t) - SI_j)(j - i)p_{ij}^{t,t+1}
\]

Moreover, considering the assumption that pavement crack condition can drop only one state for one duty cycle, Eq.4.12 can be simplified as:

\[
CI(t + 1) = CI(t) - (CI(t) - SI_{i-1}) \times p_{i,i-1}^{t,t+1}
\]

In this research, Eq.4.13 was employed in the recurrent Markov chain for forecasting the evolution of pavement crack condition over time. The mechanism of the recurrent Markov chain is illustrated in Figure 4.10.
As shown in Figure 4.10, d1 represents the dynamic crack condition state distance depending on the present pavement crack condition rating CI(t), and d2 represents the static crack condition state distance.

As implied in the specification of the logistic model (Eqs. 4.7 and 4.8), the transition probabilities are a function of the present crack condition index CI(t), age, cycle, and ESAL. Use of the logistic model in the recurrent Markov chain process is considered to be theoretically appropriate because it satisfies the Markov property assumption that the condition in the current duty cycle depends only on the condition in the previous duty cycle. In addition, it is practically feasible since the transition
probabilities are dynamically linked to the appropriate explanatory variables so that variation of each explanatory variable can be captured in the transition probabilities. Therefore, the recurrent Markov chain model is expected to over-perform its static counterpart in forecasting pavement crack condition. This will be substantiated by comparing the observed pavement crack conditions in 2003 with forecasts of the proposed recurrent Markov chain and a static Markov chain developed for this purpose.

4.4 Modeling using Artificial Neural Networks

In addition to the recurrent Markov chain, an ANN model is also developed. This section presents in detail the development of the ANN model. Similar to the traditional modeling process, where the objective is to estimate a set of coefficients for a particular functional form of specification, the main objective of modeling with ANN was to attain a set of weight matrices, which represents the abstracted underlying knowledge from the example data after many loops of training. However, to use neural network to solve a particular real-life problem, appropriate architecture needs to be designed first according to the characteristics of the problem under study. The objective of architecture design is to determine the number of layers, the number of neurons in each layer, variables to be included in the input layer and the output layer, etc. Once the ANN architecture design is completed, the ANN models are ready for training, testing, and finally validation.

Training a neural network involves repeatedly presenting a set of example data pairs to the neural network. The neural network adapts its connection weights between the neurons in different layers according to the learning law. Eqs.3.18 and 3.19 were used as the learning law for this research. The result of training is a set of weight matrices,
which stores the knowledge gained from the example data set. Testing a neural network is almost the same as training it, except that the trained network is presented with the examples it had not seen during the training process, and no weight adjustments are made during testing.

The results of ANN testing can only explain how well the ANN performs with the data set used for training and testing. To further evaluate the validity of the ANN, a separate data set independent of these used for training and testing is used. This is called the validation data set. Validation adds another layer of quality control to the ANN model.
4.4.1 Model Architecture Design

Selection of the ANN architecture is not a clearcut decision-making process. Most of the time, trial and error combined with engineering judgment are jointly employed to determine the appropriate architecture for a particular problem. In this study, a three-layer ANN was adopted. Similar to the traditional models, variables entered in the output layer represent the dependent variables, and variables entered in the input layer represent independent variables. Weights between layers represent the parameters to be estimated. First, dependent variables in the output layer are decided according to the objective of modeling. Then a statistical analysis is usually employed to identify these variables highly related to the dependent variables. A trial and error procedure is often followed to identify the input combination that produces the minimum training and testing error. To determine the optimum number of neurons in the hidden layer, a trial and error procedure is employed due to the still vague understanding of the effects of the variation of network structures on the network performance. In practice, a sequential numbers of hidden neurons are tried, and the one that produces the minimum average or root-mean-square test error is often chosen. As a comparative study, these explanatory variables identified in the logistic model were entered into the input layer of the ANN model used in this study. Interaction terms were eliminated since the effects of the interactions are expected to be captured in the connection weights during network training. The average and root-mean-square training and testing errors are plotted against the number of hidden neurons as shown in Figure 4.11 and 4.12, respectively. As it can be seen, the architecture with 8 hidden neurons produced the smallest training and testing errors. In
addition, the architecture with 13 hidden neurons also produced comparable small training and testing errors.

Figure 4.11  Training Errors of Different Number of Hidden Neurons

Figure 4.12  Testing Errors of Different Number of Hidden Neurons
According to the guidelines provided by Brainmaker user’s manual, the shape of the connection weight histograms indicates if the number of hidden neurons is appropriate. The horizontal axis of the histogram graph represents the values of connection weights; the vertical axis represents the number of weights. Prior to training, the connection weights were initialized with small random values representing the naïve brains. The histogram of weights at the initial point usually looks like a steep bell shape, with all weights clustered around the center zero point. As training progresses, the weights are adjusted according to the learning rules, resulting in more and more weights with larger values, which are reflected in the histogram as a flattening-out trend of bell shapes. Therefore, the histogram is a perceptive way to examine the stage of the learning process of a neural network. Usually, the following rules of thumb can be used to determine whether a neural network reaches its optimum learning power or not.

If, at the end of training, the histograms are still bell curve shaped, which means that the network is healthy and still has the capacity to learn, the number of hidden neurons can be reduced, which may improve the network's predictive powers. If histograms are relatively flat, the number of hidden neurons is probably close to the optimum number. However, if the histograms are bunched up at the left and/or right side of the graph, with a few near the middle, the network is probably brain-dead, and will never learn. Hence more hidden neurons may need to be added to increase the learning power of the network.
Figure 4.13  Connection Weights Histogram (8-Hidden-Neuron Network)

Figure 4.14  Connection Weight Histogram (13-Hidden-Neuron Network)
Figure 4.13 and 4.14 show the connection weight histogram of two trained three-layer network with 8 hidden neurons and 13 hidden neurons, respectively. The flatting-out shape histogram of the 8-hidden-neuron network indicates that the network reaches an optimum learning power. The bell shape histogram of the 13-hidden-neuron network indicates that the network still has power to learn and it is possible to reduce hidden neurons to improve networks predictive capability.

As illustrated in Figure 4.13 and 4.14, the architecture with 8 hidden neurons produced the structure with smallest training and testing error. Although 13 hidden neurons also produce comparably small error, the structure with 8 hidden neurons is finally selected in light of the greater generalization power associated with fewer hidden neurons. The final proposed ANN architecture is illustrated in Figure 4.15.
Figure 4.15  Architecture of Crack Forecasting Model (Flexible Pavements)
As results of the network training, two weight matrices were derived as shown in Tables 4.11 and 4.12. The weight matrices represent the knowledge abstracted from the example data.

### Table 4.11  Weight Matrix between Input Layer and Hidden Layer

<table>
<thead>
<tr>
<th>Input Layer</th>
<th>Const</th>
<th>Cl(t)</th>
<th>Age</th>
<th>Log(ESAL)</th>
<th>2nd Cycle</th>
<th>3rd Cycle</th>
<th>4th Cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Const</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>-1.5230</td>
<td>4.1222</td>
<td>-0.2492</td>
<td>5.7076</td>
<td>-0.1072</td>
<td>-1.2070</td>
<td>5.3316</td>
</tr>
<tr>
<td>2</td>
<td>1.3442</td>
<td>-2.5086</td>
<td>-1.9716</td>
<td>-1.3084</td>
<td>-0.0606</td>
<td>-1.7770</td>
<td>1.5584</td>
</tr>
<tr>
<td>3</td>
<td>2.2174</td>
<td>0.5442</td>
<td>1.9414</td>
<td>0.1392</td>
<td>0.0632</td>
<td>-0.0546</td>
<td>-3.1552</td>
</tr>
<tr>
<td>4</td>
<td>-0.2032</td>
<td>-0.2634</td>
<td>-1.9272</td>
<td>-0.0590</td>
<td>4.7122</td>
<td>-0.2244</td>
<td>6.7312</td>
</tr>
<tr>
<td>5</td>
<td>-2.6026</td>
<td>1.1616</td>
<td>1.4170</td>
<td>-3.4914</td>
<td>0.7970</td>
<td>-1.8626</td>
<td>2.9356</td>
</tr>
<tr>
<td>6</td>
<td>-4.2882</td>
<td>-1.0274</td>
<td>4.0072</td>
<td>0.6060</td>
<td>-0.0464</td>
<td>-1.2234</td>
<td>1.2072</td>
</tr>
<tr>
<td>7</td>
<td>-2.0706</td>
<td>0.0604</td>
<td>2.0480</td>
<td>0.5066</td>
<td>0.1320</td>
<td>0.0062</td>
<td>-2.5916</td>
</tr>
<tr>
<td>8</td>
<td>-3.5796</td>
<td>-0.9854</td>
<td>-4.9034</td>
<td>4.6002</td>
<td>5.1604</td>
<td>-4.3184</td>
<td>-7.5846</td>
</tr>
</tbody>
</table>

### Table 4.12  Weight Matrix between Hidden Layer and Output Layer

<table>
<thead>
<tr>
<th>Hidden Layer</th>
<th>Const</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>1.5606</td>
<td>1.7426</td>
<td>6.1410</td>
<td>-0.4790</td>
<td>-1.0094</td>
<td>-1.7442</td>
<td>-2.5924</td>
<td>0.2150</td>
<td>-1.5180</td>
</tr>
</tbody>
</table>
4.4.2 Use of the Trained ANN in Forecasting

Once the training and testing is successfully completed, the neural network attains the capability of simulating pavement condition deterioration mechanism and thereby is able to forecast future pavement conditions. Use of the trained ANN for forecasting involves a forward propagation process, which is similar to that encountered in the training process. To forecast future pavement condition, the inputs are prepared and fed into the input layer of the network; these inputs are then propagated forward through the hidden layers, and finally reach the output layer. The computed network output represents the predicted value of the neural network. For application of the ANN in multiple-year forecasting, the output at one time step are fed back to the input at the next time step.
CHAPTER 5
MODEL PERFORMANCE EVALUATION

Once the model specification is determined, the parameters associated with the explanatory variables are estimated, the model development is considered to be complete. Another critical step prior to the real application of the developed model is to evaluate the performance of the model against a separate data set that is independent of the data used for the model development. For this purpose, the dataset, including the FDOT pavement condition data for year 2003, is utilized. To obtain unbiased evaluations, irrational data that erroneously showed unrealistically improved pavement conditions with time were discarded. Two comparisons were involved in this endeavor. One is between the recurrent Markov chain and the static Markov chain; while the other is between the recurrent Markov chain and the ANN. The comparison are based on the three criteria: average absolute error, root-mean-square error, and goodness of fit measure ($R^2$). The measurements of the three criteria are defined as follows:

The average absolute error is computed using Eq.5.1.

$$\text{Average absolute error} = \frac{\sum_{i=1}^{n}|o_i - p_i|}{n}$$  \hspace{1cm} (5.1)
where,

\[ n = \text{number of observations}, \]

\[ o_i = \text{observed value of observation } i, \text{ and} \]

\[ p_i = \text{predicted value of observation } i. \]

RMSE is computed using Eq.5.2.

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (o_i - p_i)^2}{n}} \]

(5.2)

where,

RMSE = root mean square error,

\[ n = \text{number of observations}, \]

\[ o_i = \text{observed value of observation } i, \text{ and} \]

\[ p_i = \text{predicted value of observation } i. \]

The goodness of fit measure, \( R^2 \) is calculated using Eq.5.3.

\[
R^2 = 1 - \frac{[\sum (CI_{act} - CI_{pred})^2 / \sum (CI_{act} - CI_{avg})^2]}{\sum (CI_{act} - CI_{act})^2} \]

(5.3)

where,

\[ CI_{act} = \text{actual value of CI}; \]

\[ CI_{pred} = \text{model predicted value of CI}; \text{ and} \]

\[ CI_{avg} = \text{average actual value of CI}. \]
5.1 Comparison between the Recurrent Markov Chain and the Static Markov Chain

To show the benefits of the recurrent Markov chain versus a static Markov chain, a homogenous transition probability matrix was developed and applied in a Markov chain process for prediction of the pavement crack condition deterioration over time. The transition probabilities were derived from crack condition statistics of the FDOT pavement condition survey database. More specifically, these probabilities were calculated based on the time-based distribution of the frequencies of pavement sections in each condition state. The obtained transition probability matrix is shown in Table 5.1.

<table>
<thead>
<tr>
<th>State</th>
<th>10</th>
<th>9</th>
<th>8</th>
<th>7</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.9012</td>
<td>0.0988</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.6797</td>
<td>0.3203</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.5833</td>
<td>0.4167</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.6424</td>
<td>0.3576</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.5273</td>
<td>0.4727</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.6667</td>
<td>0.3333</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.8250</td>
<td>0.1750</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.7458</td>
<td>0.2542</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td>0.6667</td>
<td>0.3333</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For comparison, crack condition of the pavement in 2003 was forecasted using both the recurrent Markov chain and the static Markov chain. Forecasting errors were computed and compared in terms of absolute average error and root-mean-square (RMS) error across crack condition states. The results are summarized in Table 5.2.
Table 5.2  Comparison of Forecasting Errors of the Static Markov Chain and the Recurrent Markov Chain

<table>
<thead>
<tr>
<th>Condition State</th>
<th>Static Markov Chain</th>
<th>Recurrent Markov Chain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Error</td>
<td>RMS Error</td>
</tr>
<tr>
<td>10</td>
<td>0.6614</td>
<td>0.6850</td>
</tr>
<tr>
<td>9</td>
<td>0.7851</td>
<td>0.8093</td>
</tr>
<tr>
<td>8</td>
<td>0.6645</td>
<td>0.7098</td>
</tr>
<tr>
<td>7</td>
<td>0.7156</td>
<td>0.7576</td>
</tr>
<tr>
<td>6</td>
<td>0.7705</td>
<td>0.8095</td>
</tr>
<tr>
<td>5</td>
<td>0.4614</td>
<td>0.4939</td>
</tr>
<tr>
<td>4</td>
<td>0.3681</td>
<td>0.4083</td>
</tr>
<tr>
<td>3</td>
<td>0.8129</td>
<td>0.8129</td>
</tr>
<tr>
<td>2</td>
<td>0.7537</td>
<td>0.7716</td>
</tr>
<tr>
<td>1</td>
<td>0.5000</td>
<td>0.5000</td>
</tr>
<tr>
<td>Total</td>
<td>0.6715</td>
<td>0.7044</td>
</tr>
</tbody>
</table>

As expected, the recurrent Markov chain produced more accurate forecasts than those of the static Markov chain. Therefore, linking the transition probabilities to explanatory variables associated with the pavement crack condition deterioration provides a sensible, adaptive, and more accurate means to estimate those transition probabilities than the simple frequency-based approach.

5.2 Comparison between the Recurrent Markov Chain and the ANN

5.2.1 Comparison of Forecasting Errors

The pavement crack condition data in year 2003 were not used in the model development and used only for verification purposes. To assess the performance of the recurrent Markov chain versus the ANN, both models were applied for forecasting pavement crack conditions in 2003. To test multiple-year forecasting capability of the models, pavement crack condition in 2003 were forecasted using data from years 2002, 2001, 2000, 1999, and 1998 in one year, two year, three year, four year, and five year
forecasting, respectively. It can be seen that the recurrent Markov chain is more accurate than the ANN in terms of average absolute error and the root-mean-square error (RMSE), and it is as expected that the forecasting errors increase as the forecasting period become longer.

Table 5.3  Comparison of Forecasting Errors of the Recurrent Markov chain and the ANN

| Forecasting Period | Average Error | | RMS Error | |
|--------------------|---------------|----------------|----------------|
|                    | RMC | ANN | RMC | ANN | |
| 1 year             | 0.2890 | 0.5391 | 0.3566 | 0.6083 | |
| 2 year             | 0.4297 | 1.0708 | 0.5157 | 1.1914 | |
| 3 year             | 0.5744 | 1.6496 | 0.9329 | 1.9224 | |
| 4 year             | 0.7811 | 2.3105 | 1.4503 | 2.6843 | |
| 5 year             | 1.3599 | 2.7157 | 2.5552 | 3.0654 | |

5.2.2 Goodness of Fit

Goodness of fit is a commonly used approach for evaluating performance of models. In this evaluation, crack conditions forecasted for 2003 were plotted against the field observed conditions. The coefficient of determination was calculated using Eq.5.3, which assumes the regression line to be $y = x$ (predicted = observed). In this evaluation, the correlation plot serves as a perceptive qualitative control over the fittingness of the models to the observed crack conditions. The coefficient of determination serves as a quantitative measure of the fittingness of the models to the observed crack conditions.

The model performance was evaluated by comparing the goodness of fit of the recurrent Markov chain and the ANN. As an illustration, one-year forecasts by both the recurrent Markov chain and the ANN are plotted against the observed crack conditions. As shown in Figure 5.1 and 5.2, the recurrent Markov chain produces higher $R^2$ than the
ANN. The computed $R^2$ values based on Eq.5.3 are 0.95 and 0.86 for the recurrent Markov chain and the ANN, respectively. In addition, the shapes of the plots reveal that for the recurrent Markov chain model the representative data points are more evenly distributed around the regression line. In contrast to the recurrent Markov chain, an identifiable S-shape trend is shown by the representative data points of the ANN. The S-shape data trend indicates that the ANN tends to under-predict the conditions of those pavements in a good condition, but over-predict the conditions of those pavements in a poor condition.
Figure 5.1  Goodness of Fit - the Recurrent Markov Chain

Figure 5.2  Goodness of Fit - the ANN
5.3 Case Study of a Typical Individual Section

A typical section was selected and used for comparing long-term forecasting performance of the recurrent Markov chain and the ANN. The crack conditions forecasted by the two models on an annual basis from one year to 18 years are plotted together with the observed crack conditions. As shown in Figure 5.3, the recurrent Markov chain tends to follow the pavement deterioration trend more closely than the ANN. The observed slow deterioration during the initial stages of new pavements can be better modeled by the recurrent Markov chain than by the ANN. Concurrent with the findings of the goodness-of-fit evaluation discussed previously, the ANN tends to under-predict the crack conditions of the pavements in a good condition, and over-predict the crack conditions of the pavements in a poor condition.

Figure 5.3  Comparison of the Long-term Performance of the Recurrent Markov Chain and the ANN
CHAPTER 6
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

6.1 Summary

This dissertation documents the research that was conducted to develop appropriate pavement crack performance models based on recurrent Markov chains and Artificial Neural Networks (ANN). Pavement performance models play a crucial role in a pavement management system (PMS) at the network level where forecasting results provide key information for highway agencies in making decisions on overall maintenance and budget planning. Therefore, improved accuracy of pavement performance models could make a considerable difference in the expenditure on pavement maintenance and rehabilitation. Although many highway agencies still use regression models in their PMS, a noticeable trend can be observed in attempts to achieve higher forecasting accuracy using more advanced and innovative modeling techniques.

Pavement performance models can generally be categorized as either deterministic or probabilistic. Deterministic modeling assumes that the pavement behavior follows a predetermined pattern that can be formulated by a specific mathematical equation relating the considered pavement performance indicator to one or more explanatory variables. Historically, the deterministic models have been adopted by many highway agencies in their PMSs. The deterministic models are straightforward,
easy to understand and implement. However, theoretically, the deterministic models generally oversimplify the problem since the uncertainty observed in pavement performance is unaccounted for. The pavement deterioration is widely known to be a complex phenomenon characterized by an array of variables associated with it. The underlying mechanisms are still vaguely understood. Therefore, an inherent outcome of the complexity required to account for all possible variables pertaining to pavement deterioration is uncertainty. In summary, it would be difficult to successfully model pavement performance in a deterministic way unless all the variables pertaining to the pavement deterioration are clearly defined and appropriately accounted for.

In response to the above need, the probabilistic models have emerged as an alternative to the deterministic models. In contrast to deterministic models, the probabilistic models treat pavement condition as a random variable and hence they are capable of accounting for the uncertainty associated with the pavement deterioration. One of the most popular probabilistic models is the Markov chain. As a stochastic process, Markov chain has been extensively applied in modeling the physical phenomena plagued with uncertainty. Due to its advantages, such as conceptual conciseness, stochastic nature, ease of implementation, etc., the Markov chain has been adopted by many highway agencies in their PMSs as well. The major defect encountered in modeling using Markov chains is the difficulty in obtaining rational condition transition probabilities. In the initial stage of PMS, when pavement condition data is scarce, expert knowledge is often consulted to estimate the condition transition probabilities. It is this subjective nature of transition probabilities that has limited Markov chains from widespread application. Various statistical methods have been attempted to estimate the
condition transition probabilities by agencies which benefit from established extensive pavement condition databases. In contrast, in this study, a logistic model was developed to link the transition probabilities to a set of explanatory variables. As a result, a recurrent Markov chain was constructed in such a way that the logistic model can be dynamically integrated into the Markov chain. As an adaptive process, the recurrent Markov chain is able to realize the true dynamics not only in the estimation of these transition probabilities but also in the application of them for realistic forecasting. It has been shown that the new recurrent Markov chain over-performs the traditional static Markov chain in term of forecasting accuracy.

As the computer industry advances, the computing speed would not be a major concern for extensive computation. This allows more sophisticated algorithm to be implemented with ease for modeling purposes. An artificial neural network (ANN) is one of these. ANN represents typical applications of parallel computation technique inspired by the understanding of the functioning of human brain. As a computation intensive method, the artificial neural network is difficult to be categorized into either deterministic or probabilistic models although the computation mechanism makes it more like a deterministic model because the weight matrices derived from the network training simulate the parameters estimated in the traditional deterministic model. As part of this study, a Back-propagation neural network was developed.

The performance of the developed neural network was compared with that of the recurrent Markov chain. The comparison of forecasts by both models leads to a better understanding of the mechanisms underlying the two distinct methodologies. The artificial neural network tends to over-estimate the pavement condition deterioration in
the initial stages of pavement life, but under-estimate the pavement condition deterioration in the latter stages of pavement life. On the other hand, the recurrent Markov chain produces more consistent forecasts of crack conditions. In addition, the higher goodness of fit (R-square = 0.95) was obtained from the recurrent Markov chain compared to the ANN (R-square = 0.86).

6.2 Conclusions

The recurrent Markov chain is considered a theoretically appropriate model because the model formulation satisfies the Markov property of limited historical dependency and its characteristics coincide with the very nature of the uncertainty associated with the pavement deterioration process. In addition, the model is also deemed practically feasible since it made use of various explanatory variables in the estimation of transition probabilities. The model is also constructed in a way that allows for the realization of the dynamics in these transition probabilities.

Compared with the recurrent Markov chain, the ANN does not require a function form to be specified. ANN is often viewed as a black box function. Therefore, it is hard to evaluate the effect of the input variables and the impact of the input variables on the output. Due to its generality of the modeling structure, the model performance is highly dependent on the data used for training. Hence, more strict data processing is usually required for successful training. In addition, the training process can be time-consuming, and intervention may be necessary for adjustment of parameters, such as the learning rate and momentum, during training based on empirical judgment.
6.3 Recommendations

Data processing plays an important role in any modeling effort. Although the model structure may be theoretically sound, the model estimation can only be as good as the quality of the data being used. Therefore, it is recommended that the pavement condition survey procedure should be as uniform and consistent as possible over time and the annual survey data need to be carefully examined for the irregularities before the PMS database is updated.

Timely updates of the model parameters using newly collected data are necessary in order to capture the deterioration pattern revealed in the updated data set. This can be accomplished by re-estimating the model parameters or retraining the network with newly available data. The methodologies as documented in this research are quite general in themselves. They could be used for modeling the performance of other pavement distresses, such as ride, rut, etc.

The ANN model used in this research as a comparison to recurrent Markov chain is a feed-forward three-layer Back-propagation neural network. It may not be appropriate to be used in a recursive manner for multiple-year forecasting although it is trained with time series of multiple-year crack data. For recursive modeling, a recurrent neural network may be more suitable than a traditional BP network.

Although multiple-state transition probabilities can be derived from the two-state transition probabilities, it is highly recommended that multiple-state transition probabilities should only be used when this trend is supported by the data.
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