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Important Extrema Of Time Series: Theory And Applications

Harith Suman Gandhi

ABSTRACT

We describe techniques for fast compression of time series and hierarchical indexing of compressed series based on the assignment of importance levels to the extrema of time series and their derivatives. We formalize the distance functions used in compression and retrieval techniques. We describe retrieval techniques that use the developed compression and indexing techniques for fast retrieval of series from a database that match a given pattern.
Chapter 1

Introduction

We view a time series as a sequence of values measured at equal time intervals; for example, the series in Figure 1.1 includes values 1, 3, 3, 5, and so on. Examples of time series include stock prices, weather data, and electrocardiograms. We have investigated techniques for compression of time series and hierarchical indexing of compressed series. This investigation is a continuation of the work by Pratt and Fink on the indexing and fast retrieval of time series [Pratt, 2001; Pratt and Fink, 2002; Fink and Pratt, 2003].

First, we describe a procedure for compressing time series by extraction of certain important extrema, that is, major minima and maxima. For example, we can compress the series in Figure 1.1 by extracting the circled extrema and discarding the other points.

Second, we give a technique for hierarchical indexing of a compressed series based on the assignment of importance levels to its extrema. For instance, we can assign the importance levels as shown in Figure 1.1, and then index extrema by their importance.

Figure 1.1: Example of a time series and its extrema. We show the importance of each extremum and mark the extrema with importance greater than 1. Note: all values are in generic units
Third, we present algorithms that use the developed indexing structures for determining whether two given series are similar, and for retrieving the series similar to a given pattern from a database. We show that the hierarchical indexing leads to the reduction of the retrieval time from linear to near-logarithmic in the size of the database.
Chapter 2

Previous Work

We review related work on the comparison and indexing of time series.

2.1 Feature sets

Researchers have considered various feature sets for compressing time series and measuring similarity between them. They have extensively studied Fourier transforms, which allow fast compression [Sheikholeslami et al., 1998; Singh and McAtackney, 1998; Stoffer, 1999; Yi et al., 2000]; however, this technique has several disadvantages. In particular, it smooths local minima and maxima, which may lead to a loss of important information, and it does not work well for erratic series [Ikeda et al., 1999]. Chan et al. [1999; 2001] applied Haar wavelet transforms [Burrus et al., 1997; Graps, 1995] to time series and showed several advantages of this technique over Fourier transforms.

Guralnik and Srivastava [1999] considered the problem of detecting a change in the trend of a data stream, and developed a technique for finding “change points” in a series. Last et al. [2001] proposed a general framework for knowledge discovery in time series, which included representation of a series by its key features, such as slope and signal-to-noise ratio. They described a technique for computing these features and identifying the points of change in the feature values. Pratt and Fink presented a procedure for finding major extrema in a series, which are a special case of change points [Pratt, 2001; Pratt and Fink, 2002].

Researchers have also studied the use of small alphabets for compression of series, and applied string matching [Gusfield, 1997] to the pattern search [Agrawal et al., 1995; Huang and Yu, 1999; André-Jönsson and Badal, 1997; Lam and Wong, 1998; Park et al., 1999; Qu et al., 1998]. For example, Guralnik et al. [1998] compressed

Perng et al. [2000] investigated a compression technique based on extraction of “landmark points,” which included local minima and maxima. Keogh and Pazzani [1998] used the endpoints of best-fit line segments to compress a series. Keogh et al. [2001a] reviewed and compared the compression techniques based on approximation of a time series by a sequence of straight segments. We describe an alternative compression technique, based on selection of important minima and maxima, and give a fast procedure for finding important points.

2.2 Similarity measures

Several researchers have defined similarity as the distance in a feature space. For example, Caraca-Valente and Lopez-Chavarrias [2000] used Euclidean distance between feature vectors containing angle of knee movement and muscle strength, and Lee et al. [2000] applied Euclidean distance to compare feature vectors containing color, texture, and shape of video data. This technique works well when all features have the same units of scale [Goldin and Kanellakis, 1995]; however, it is often ineffective for combining disparate features.

An alternative definition of similarity is based on bounding rectangles; two series are similar if their bounding rectangles are similar. This measure allows fast pruning of clearly dissimilar series [Lee et al., 2000; Perng et al., 2000], but it is less effective for selecting the most similar series among close candidates.

The envelope-count technique is based on dividing a series into short segments, called envelopes, and defining a yes/no similarity for each envelope. Two series are similar within an envelope if their point-by-point differences are within a certain threshold. The overall similarity is measured by the number of envelopes where the series are similar [Agrawal et al., 1996].
This measure allows fast computation of similarity, and it can be adapted for noisy and missing data [Bollobas et al., 1997; Das et al., 1997].

Finally, we can measure a point-by-point similarity of two series and aggregate these measures, which often requires interpolation to obtain missing points. Keogh and Pazzani [1998] used linear interpolation with this technique, and Perng et al. [2000] applied cubic approximation. Keogh and Pazzani [2000] also described a point-by-point similarity with modified Euclidean distance, which does not require interpolation.

2.3 Indexing and retrieval

Researchers have studied a variety of techniques for indexing of time series. They have utilized several advanced structures, such as $kd$-trees, R-trees, and grids. For example, Deng [1998] applied $kd$-trees to arrange series by their significant features, Chan and Fu [1999] combined wavelet transforms with R-trees, and Bozkaya and her colleagues [1999; 1997] used vantage-point trees for indexing series by numeric features.

Park et al. [2001b] indexed series by their local extrema and by properties of the segments between consecutive extrema. Li et al. [1998] proposed a retrieval technique based on a multi-level abstraction hierarchy of features. Aggarwal and Yu [2000] considered grids, but found that their performance in a multi-dimensional space is often no better than exhaustive search. They also reviewed the use of compression with exhaustive-search retrieval, and concluded that exhaustive search among compressed series is often faster than sophisticated indexing. Pratt and Fink also experimented with exhaustive search among compressed series, and showed that it allowed fast retrieval, although its theoretical time complexity was linear in the database size [Pratt, 2001; Fink and Pratt, 2003].

We describe a new technique for hierarchical indexing and retrieval of time series, by assigning importance levels to its extrema, which does not involve explicit dimension reduction. Although the worst-case complexity of the proposed retrieval procedure is linear in the database size, the average-case time is close to logarithmic.
Chapter 3

Basic Concepts

We review basic algorithms and data structures used in the described work, including standard structures (Section 3.1) and representation of a time series (Section 3.2). We then define a distance between two equal-length time series and give its basic properties (Section 3.3).

3.1 Related structures and algorithms

We review the basic data structures and algorithms used in the described work, which include stacks, linked lists, red-black trees [Bayer, 1972; Guibas and Sedgewick, 1978], range trees [Edelsbrunner, 1981], and the computation of order statistics [Hoare, 1961; Blum et al., 1973]. A more detailed description of range trees is available in Samet’s [1990a, 1990b] books, and a description of other structures in the textbook by Cormen et al. [2001].

3.1.1 Stacks and linked lists

A stack is a “last-in first-out” structure, which allows adding a new element and removing the last added element in constant time. A doubly linked list is a sequence of elements (Figure 3.1a), which allows traversing the elements in either direction, and adding and removing elements on either end. Every element in the list includes pointers to the previous and next elements, denoted \textit{prev[element]} and \textit{next[element]}. In Table 3.1, we summarize the main operations supported by stacks and linked lists.

3.1.2 Red-black trees

A red-black tree is a data structure for maintaining a sorted list, which allows fast retrieval, insertion, and deletion of elements. This tree is a variety of binary-search
tree (Figure 3.1b), which includes a mechanism for balancing the tree after insertions and deletions. If a tree includes $n$ elements, its height is at most $2 \cdot \lg(n + 1)$, and the running time of the main operations is $\Theta(n)$. In Table 3.2, we summarize the main operations supported by red-black trees.

The tree also includes a secondary structure, which is a doubly linked list of all elements in sorted order, shown by dashed lines in Figure 3.1(b). It allows constant-time retrieval of the minimal and maximal elements, and fast traversal of elements in sorted order.

Table 3.2: Main operations supported by red-black trees; the running time of these operations is logarithmic in the number of elements. The tree also includes a doubly linked list of elements in sorted order, and it supports all linked-list operations listed in Table 3.1(b).

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIND(tree, index)</td>
<td>return an element with a given index</td>
</tr>
<tr>
<td>INSERT(tree, element)</td>
<td>add a new element to the tree</td>
</tr>
<tr>
<td>DELETE(tree, element)</td>
<td>delete an element from the tree</td>
</tr>
</tbody>
</table>
Table 3.3: Main elements of the structures that represent a time series. Note that the extremal-point structure includes the five elements of the point structure and two additional elements.

(a) Elements of the point structure:
- `index[point]` index of the point in the original time series (positive integer)
- `value[point]` value of the point (real value)
- `type[point]` type of the point (end-point, minimum, maximum, or non-extremal)
- `next[point]` pointer to the next point in the compressed series
- `prev[point]` pointer to the previous point in the compressed series

(b) Additional elements of the extremal-point structure:
- `side[point]` type of the extremum (strict, left, right, or flat)
- `imp[point]` importance of the extremum (positive real value)

(c) Elements of the uncompressed-series structure:
- `full-size[series]` number of points
- `points[series]` array of all points

(d) Elements of the compressed-series structure:
- `full-size[series]` number of points in the original series
- `comp-size[series]` number of points in the compressed series
- `points[series]` red-black tree of all points in the compressed series, indexed by their place in the original series

3.1.3 Order statistics

The *kth order statistic* of an array `a[1..n]` is the *k*th smallest element, that is, the element that would be in the *k*th place after sorting the array. An order-statistic algorithm, `SELECT(a, n, k)`, inputs a given array and the *k* value, and returns the index of the *k*th smallest element, without sorting the given array. Hoare [1961] developed an algorithm for finding the *k*th order statistic with linear average-case time. Later, Blum *et al.* [1973] proposed an algorithm with the worst-case linear time, and Floyd and Rivest [1975] improved the algorithm for a fast average-case computation.

3.2 Representation of time series

We represent a time series as a collection of point structures, arranged into an array or red-black tree. A point structure describes a specific point of the time series, including its index, value, type, and pointers to the previous and next point. We summarize the main elements of the point and series structures in Table 3.3.
An index of a point is its position in an original uncompressed series $a_1, ..., a_n$, which is an integer value between 1 and $n$, and the value of the point is the corresponding real value. The type shows whether the point is an end-point of the series, minimum, maximum, or a non-extremal point. For the extremal points, we may also optionally store their types and importance levels. We will explain the notion of extrema type in Sections 4.1 and 4.2, and the computation of importance levels in Section 4.3.

The data structure for an uncompressed series includes an array of points, and the index of each point structure corresponds to its position in the array. For example, we represent a twenty-point series in Figure 1.1 by a twenty-element array shown in Figure 3.2(a).

The structure for a compressed series includes a red-black tree instead of an array, which indexes the points by their positions in the original uncompressed series. Note that the index of each point structure in the compressed series corresponds to its position in the original series. For instance, if we compress the series in Figure 1.1 by extracting the circled extrema, then we represent it by the eight-element tree shown in Figure 3.2(b).

A series may optionally include a red-black tree that arranges its extrema by importance, which allows fast retrieval of major extrema. This tree includes the two end-points of the series and the extremal points, but it does not include the non-extremal points; the importance of the end-points is considered infinite. We will describe this tree and related secondary structures in Chapter 5.

### 3.3 Distance measures

We introduce the notion of the distance between two numbers, define the distance between two equal-length series as the mean of their point-by-point distances, and give basic properties of distances.
Figure 3.2: Representation of a time series. We show the representation of an uncompressed series, given in Figure 1.1, and the representation of its compressed version, marked by circles in Figure 1.1.
3.3.1 Distance between real values

3.3.1.1 Definition

A distance between real values is a two-argument function, denoted $\text{dist}(a, b)$, that satisfies the following conditions:

- For every value $a$, $\text{dist}(a, a) = 0$.
- For every two values $a$ and $b$, $\text{dist}(a, b) = \text{dist}(b, a)$.
- For every three values $a$, $b$, and $c$, if $a < b < c$, then $\text{dist}(a, b) \leq \text{dist}(a, c)$ and $\text{dist}(b, c) \leq \text{dist}(a, c)$.

We do not assume that the distance between two distinct values is greater than zero; that is, $\text{dist}(a, b)$ may be zero for distinct $a$ and $b$. Also, we do not assume that a distance function satisfies the triangle inequality, that is, $\text{dist}(a, c)$ may be greater than $\text{dist}(a, b) + \text{dist}(b, c)$.

3.3.1.2 Examples

The following three functions are examples of distance functions.

- $|a - b|
- \frac{|a-b|}{|a|+|b|}
- \frac{|a-b|}{\max(|a|,|b|)}$

3.3.2 Distance composition

We next describe a general method for combining distance functions into a more complex distance function.

3.3.2.1 Definition

A distance-composition function is a real-value function $f(d_1,\ldots,d_q)$ on non-negative real arguments such that $f(0,\ldots,0) = 0$ and $f$ is monotonically increasing on each of its arguments.
If \( \text{dist}_1, \ldots, \text{dist}_q \) are distance functions, and \( f(d_1, \ldots, d_q) \) is a distance-composition function, then \( f(\text{dist}_1(a, b), \ldots, \text{dist}_q(a, b)) \) is a distance function.

We denote the composition of distances by \( \text{dist} \); that is, \( \text{dist}(a, b) = f(\text{dist}_1(a, b), \ldots, \text{dist}_q(a, b)) \). We show that \( \text{dist} \) satisfies the three properties of distances stated in Definition 3.3.1.

- For every value \( a \), \( \text{dist}(a, a) = f(\text{dist}_1(a, a), \ldots, \text{dist}_q(a, a)) = f(0, \ldots, 0) = 0. \)
- For every \( a \) and \( b \), \( \text{dist}(a, b) = f(\text{dist}_1(a, b), \ldots, \text{dist}_q(a, b)) = f(\text{dist}_1(b, a), \ldots, \text{dist}_q(b, a)) = \text{dist}(b, a). \)
- For every three values \( a, b, \) and \( c \), if \( a < b < c \), then \( \text{dist}(a, b) = f(\text{dist}_1(a, b), \ldots, \text{dist}_q(a, b)) \leq f(\text{dist}_1(a, c), \ldots, \text{dist}_q(a, c)) = \text{dist}(a, c) \), and
  \[
  \text{dist}(b, c) = f(\text{dist}_1(b, c), \ldots, \text{dist}_q(b, c)) \leq f(\text{dist}_1(a, c), \ldots, \text{dist}_q(a, c)) = \text{dist}(a, c).
  \]

We next give two special cases of distance composition, which have been used in the implemented system.

### 3.3.2.2 Examples

If \( \text{dist}_1, \ldots, \text{dist}_q \) are distance functions, and \( w_1, \ldots, w_q \) are positive weights, then the following functions are also distance functions.

- \( \max_{j=1}^q w_j \cdot \text{dist}_j(a, b) \) is a distance function, and

- for every positive \( r \), \( \sqrt[\sum_{j=1}^q w_j \cdot (\text{dist}_j(a, b))} \) is also a distance function.

The functions \( \max_{j=1}^q w_j \cdot \text{dist}_j \) and \( \sqrt[\sum_{j=1}^q w_j \cdot \text{dist}_j} \) are both distance-composition functions, which implies that the respective compositions are distance functions by the properties in Section 3.3.2.

### 3.3.3 Distance between time series

We define the distance between two equal-length series as the \( l_r \) distance in multi-dimensional space. The definition includes two parameters, a distance function \( \text{dist} \) for real values and a positive number \( r \).
3.3.3.1 Definition

For two equal-length series, \( a_1, ..., a_n \) and \( b_1, ..., b_n \), and a distance function \( \text{dist} \) for real values, the corresponding distance \( l_r \) for the series is

\[
l_r(a_1, ..., a_n, b_1, ..., b_n, \text{dist}) = \sqrt{\frac{1}{n} \cdot \sum_{i=1}^{n} (\text{dist}(a_i, b_i))^r}.
\]

3.3.3.2 Example

For example, consider the two series in Figure 3.3, and suppose that we define the distance between real values as \( |a - b| \), then, the \( l_1 \) distance between these series is \((3 + 2 + 1 + 2 + 2) / 5 = 2.0\), and the \( l_2 \) distance is \( \sqrt{(3^2 + 2^2 + 1^2 + 2^2 + 2^2)/5} = 2.1\).

3.3.3.3 Decomposition

Suppose that \( \text{dist}_1, ..., \text{dist}_q \) are distance functions for real values, and \( w_1, ..., w_q \) are positive weights. Then, for every two sequences \( a_1, ..., a_n \) and \( b_1, ..., b_n \), and every positive number \( r \), we have:

\[
l_r(a_1, ..., a_n, b_1, ..., b_n, \sum_{j=1}^{q} w_j \cdot \text{dist}_j) = \sqrt{\frac{1}{n} \cdot \sum_{i=1}^{n} \sum_{j=1}^{q} (w_j \cdot \text{dist}_j(a_i, b_i))^r}
= \sqrt{\sum_{j=1}^{q} w_j^r \cdot \frac{1}{n} \cdot \sum_{i=1}^{n} (\text{dist}_j(a_i, b_i))^r}
= \sum_{j=1}^{q} w_j^r \cdot (l_r(a_1, ..., a_n, b_1, ..., b_n, \text{dist}_j))^r.
\]

Figure 3.3: Example of the distance between two time series. If the distance function for real values is \( |a - b| \), then the \( l_1 \) distance between these series is 2.0, and \( l_2 \) distance is 2.1. Note: all values are in generic units.
Chapter 4

Important Points

We describe algorithms for compressing time series by extracting major extrema and discarding the other points. First, we define the main types of extrema, and describe an algorithm that identifies all extrema (Section 4.1). Then, we introduce the notion of important extrema and give a procedure for identifying them (Section 4.2). We also define the importance level of an extremum and present a technique for determining the importances of extrema (Section 4.3). Finally, we give an algorithm that compresses a series at a given rate (Section 4.4).

4.1 Extrema

We begin with a simple compression based on the extraction of all extrema (Figure 4.1). We distinguish four types of extrema, called strict, left, right, and flat extrema (Figure 4.2). We give the definitions of strict, left, right, and flat minima; the definitions for maxima are similar.

4.1.1 Definition of minima

Suppose that \(a_1, \ldots, a_n\) is a time series, and \(a_i\) is a point in this series.

![Figure 4.1: Compression by extracting all extrema. We show strict extrema by circles, left and right extrema by half-circles, and end-points by squares. Note: all values are in generic units.](image-url)
• $a_i$ is a **strict minimum** if $a_i < a_{i-1}$ and $a_i < a_{i+1}$.

• $a_i$ is a **left minimum** if $a_i < a_{i-1}$ and there is an index $right > i$ such that $a_i = a_{i+1} = \ldots = a_{right} < a_{right+1}$.

• $a_i$ is a **right minimum** if $a_i < a_{i+1}$ and there is an index $left < i$ such that $a_{left-1} > a_{left} = \ldots = a_{i-1} = a_i$.

• $a_i$ is a **flat minimum** if there are indices $left < i$ and $right > i$ such that $a_{left-1} > a_{left} = \ldots = a_i = \ldots = a_{right} < a_{right+1}$.

### 4.1.2 Compression procedure

In Figure 4.3, we give a procedure that identifies all extrema and determines their types; it takes linear time and constant memory. This procedure can process new points as they arrive, without storing the original series; for example, it can process a live electrocardiogram without waiting until the end of the data collection.

We can compress a series by extracting its strict, left, and right extrema, along with the two end-points, and discarding the flat extrema and non-extremal points (Figure 4.1). We now state an important property of this compression, called **monotonicity**, used in the indexing and retrieval of time series (Chapter 5).

#### 4.1.2.1 Monotonic compression

Suppose that $a_1, \ldots, a_n$ is a time series, and $a_{i_1}, \ldots, a_{i_k}$ is its compressed version. The compression is **monotonic** if, for every consecutive indices $i_c$ and $i_{c+1}$ in the compressed series and every index $i$ in the original series, if $i_c < i < i_{c+1}$, then either $a_{i_c} \leq a_i \leq a_{i_{c+1}}$ or $a_{i_{c+1}} \leq a_i \leq a_{i_c}$.
ALL-EXTREMA — Top-level function for finding extrema.
The input is a time series $a_1, ..., a_n$; the output is the
values, indices, and types of all extrema.

$i = 2$
while $i < n$ and $a_i = a_1$ do $i = i + 1$
if $i < n$ and $a_i < a_1$ then $i = \text{FIND-MINIMUM}(i)$
while $i < n$ do
  $i = \text{FIND-MAXIMUM}(i)$
  $i = \text{FIND-MINIMUM}(i)$

FIND-MINIMUM($i$) — Find the first minimum after the $i$th point.
left = $i$
while $i < n$ and $a_i \geq a_{i+1}$ do
  $i = i + 1$
  if $a_{\text{left}} > a_i$ then left = $i$
if $i < n$ then OUTPUT-EXTRENUM(left, $i$, “min”);
return $i + 1$

FIND-MAXIMUM($i$) — Find the first maximum after the $i$th point.
left = $i$
while $i < n$ and $a_i \leq a_{i+1}$ do
  $i = i + 1$
  if $a_{\text{left}} < a_i$ then left = $i$
if $i < n$ then OUTPUT-EXTRENUM(left, $i$, “max”)
return $i + 1$

OUTPUT-EXTRENUM(left, right, type) — Output the extrema.
if left = right
  then output ($a_{\text{right}}$, right, type, “strict”)
else output ($a_{\text{left}}$, left, type, “left”)
  for flat = left + 1 to right - 1 do
    output ($a_{\text{flat}}$, flat, type, “flat”)
  output ($a_{\text{right}}$, right, type, “right”)

Figure 4.3: Procedure for identifying all extrema. The procedure process a series $a_1, ..., a_n$
and uses a global variable $n$ to represent its size. It outputs the values, indices, and types
of extrema.
If we compress a series by selecting all strict, left, and right extrema, along with the end-points, then the resulting compression is monotonic.

4.2 Important extrema

We can achieve a higher compression rate by selecting only certain important extrema. We control the compression rate with a positive parameter \( R \); an increase of \( R \) leads to the selection of fewer points. We give a definition of important minima, illustrated in Figure 4.4; the definition of important maxima is similar.

4.2.1 Definition

A point \( a_i \) of a series \( a_1, \ldots, a_n \) is an **important minimum** if there are indices \( il \) and \( ir \), where \( il < i < ir \), such that

- \( a_i \) is a minimum among \( a_{il}, \ldots, a_{ir} \), and
- \( \text{dist}(a_i, a_{il}) \geq R \) and \( \text{dist}(a_i, a_{ir}) \geq R \).

Intuitively, \( a_i \) is an important minimum if it is the minimal value of some segment \( a_{il}, \ldots, a_{ir} \), and the end-point values of this segment are much larger than \( a_i \). We next define strict, left, right, and flat important minima.

4.2.2 Strict important minimum

4.2.2.1 Definition

A point \( a_i \) of a series \( a_1, \ldots, a_n \) is a **strict important minimum** if there are indices \( il \) and \( ir \), where \( il < i < ir \), such that

- \( a_i \) is strictly smaller than \( a_{il}, \ldots, a_{i-1} \) and \( a_{i+1}, \ldots, a_{ir} \), and
- \( \text{dist}(a_i, a_{il}) \geq R \) and \( \text{dist}(a_i, a_{ir}) \geq R \).

4.2.2.2 Example

We give an example of a strict important minimum in Figure 4.4(a); intuitively, a point is a strict important minimum if it is a strict minimum of some segment, and the end-point values of this segment are much larger.
4.2.3 Left important minimum

4.2.3.1 Definition

A point $a_i$ of a series $a_1, ..., a_n$ is a left important minimum if it is not a strict important minimum, and there are indices $il$ and $ir$, where $il < i < ir$, such that

- $a_i$ is strictly smaller than $a_{il}, ..., a_{i-1},$
- $a_i$ is no larger than $a_{i+1}, ..., a_{ir},$ and
- $dist(a_i, a_{il}) \geq R$ and $dist(a_i, a_{ir}) \geq R.$

The definition of a right important minimum is similar.

4.2.3.2 Example

We show left and right important minima in Figure 4.4(b).

4.2.4 Flat important minimum

4.2.4.1 Definition

A point of a series is a flat important minimum if it is an important minimum, but not strict, left, or right important minimum.

We illustrate this definition in Figure 4.4(c); intuitively, a point is a flat important minimum if it is one of several equally important minima in some segment $a_{il}, ..., a_{ir}.$

4.2.5 Compression procedure

In Figure 4.6, we give a procedure that identifies the important extrema for a given $R$, and determines the type of each extremum. This procedure is an extended version of the compression algorithm developed by Pratt and Fink [2002].

We can compress a series by selecting its strict, left, and right important extrema for a given $R$, along with the two end-points, and discarding the other points. In Figure 4.5, we show the selected extrema for the distance $|a - b|$ with $R = 3$. Note that the resulting compression may not be monotonic; for example, the points $a_7$ and
Figure 4.4: Important minima. Note: all values are in generic units.

Figure 4.5: Important extrema for the distance |a - b| with R = 3. We show the strict extrema by circles, left and right extrema by half-circles, and end-points by squares. Note: all values are in generic units.

\(a_{11}\) in Figure 4.5 are consecutive important points, but the value of \(a_9\) is not between the values of \(a_7\) and \(a_{11}\).

We can achieve a higher compression rate by selecting only strict and left extrema, or only strict and right extrema. The resulting compression is monotonic; however, it may not preserve information about flat and near-flat regions of a sequence, such as the segment \(a_7, \ldots, a_{11}\) in Figure 4.5.

If we compress a series by selecting all strict important extrema, all left (or right) important extrema, and the end-points, then the resulting compression is monotonic.

If we compress a series by selecting only the left and strict extrema, we call it the left compression. Similarly, if we use the right and strict extrema, we call it the right compression. If we use strict, left, and right extrema, the compression is called symmetric.

4.2.6 Recompression with larger \(R\)

We can recompress an already compressed series with a larger \(R\) using the same distance function. Recompression produces the same compressed series as the compression of the original series with the larger \(R\). The compressed series produced using the procedure in Figure 4.6 has indices, values, and types of the important points in
IMPORTANT-POINTS — Top-level function for finding important points.
The input is a time series $a_1, \ldots, a_n$, distance function $\text{dist}$, and $R$ value;
the output is the values, indices, and types of the selected important points.

$i = \text{FIND-FIRST}$
if $i < n$ and $a_i < a_1$ then $i = \text{FIND-MINIMUM}(i)$
while $i < n$ do
  $i = \text{FIND-MAXIMUM}(i)$
  $i = \text{FIND-MINIMUM}(i)$

FIND-FIRST — Find the first important point.
$i = 1; \ iMinLeft = 1; \ iMinRight = 1; \ iMaxLeft = 1; \ iMaxRight = 1$
while $i < n$ and $\text{dist}(a_{i+1}, a_{iMaxLeft}) < R$ and $\text{dist}(a_{i+1}, a_{iMinLeft}) < R$ do
  $i = i + 1$
  if $a_{iMinLeft} > a_i$ then $iMinLeft = i$
  if $a_{iMinRight} \geq a_i$ then $iMinRight = i$
  if $a_{iMaxLeft} < a_i$ then $iMaxLeft = i$
  if $a_{iMaxRight} \leq a_i$ then $iMaxRight = i$
  $i = i + 1$
if $i < n$ and $iMinLeft > 1$ and $a_i > a_1$ then
  OUTPUT-EXTREMUM($iMinLeft$, $iMinRight$, “min”)
if $i < n$ and $iMaxLeft > 1$ and $a_i < a_1$ then
  OUTPUT-EXTREMUM($iMaxLeft$, $iMaxRight$, “max”)
return $i$

FIND-MINIMUM($i$) — Find the first important minimum after the $i$th point.
$left = i; \ right = i$
while $i < n$ and ($a_{i+1} < a_{left}$ or $\text{dist}(a_{i+1}, a_{left}) < R$) do
  $i = i + 1$
  if $a_{left} > a_i$ then $left = i$
  if $a_{right} \geq a_i$ then $right = i$
if $i < n$ then OUTPUT-EXTREMUM($left$, $right$, “min”)
return $i + 1$

FIND-MAXIMUM($i$) — Find the first important maximum after the $i$th point.
$left = i; \ right = i$
while $i < n$ and ($a_{i+1} > a_{left}$ or $\text{dist}(a_{left}, a_{i+1}) < R$) do
  $i = i + 1$
  if $a_{left} < a_i$ then $left = i$
  if $a_{right} \leq a_i$ then $right = i$
if $i < n$ then OUTPUT-EXTREMUM($left$, $right$, “max”)
return $i + 1$

Figure 4.6: Procedure for selecting important extrema. We process a series $a_1, \ldots, a_n$ and
use a global variable $n$ to represent its size. The procedure outputs the values, indices, and
types of selected important points.
OUTPUT-EXTRENUM\( (left, \, right, \, type) \)  —  Output important points.
if \( \text{left} = \text{right} \)

\textbf{then output} \( \text{output} (a_{\text{right}}, \, right, \, type, \, \text{“strict”}) \)
\textbf{else output} \( \text{output}(a_{\text{left}}, \, left, \, type, \, \text{“left”}) \)
\textbf{for} \( \text{flat} = \text{left} + 1 \, \text{to} \, \text{right} - 1 \) \textbf{do}
\textbf{if} \( a_{\text{flat}} = a_{\text{left}} \) \textbf{then output} \( \text{output} (a_{\text{flat}}, \, flat, \, type, \, \text{“flat”}) \)
\textbf{output} \( \text{output}(a_{\text{right}}, \, right, \, type, \, \text{“right”}) \)

Figure 4.7: This figure is continuation of Figure 4.6.

Figure 4.8: Original series restored from the compressed series in Figure 1.1.

the original series. We denote the number of points in a compressed series by \( s \), and assume that they are indexed from 1 to \( s \). We use the procedure in Figure 4.6 with minor modifications for recompression. We input the compressed series just like the original series. For a selected important point in the input compressed series, the procedure needs to be modified to output the index of the point in the original series instead of the index in the compressed series.

4.2.7 Uncompression

The described compression is \textit{lossy}, which means that we cannot restore the original series from a compressed version. If we need to construct an approximate version of the original series, we can use linear interpolation, illustrated in Figure 4.8. Specifically, we connect consecutive important points by line segments, and add points on these segments. We next give a bound on the difference between the original series and its restored version.

Suppose that we apply symmetric, left, or right compression to a series \( a_1, ..., a_n \), and then use linear interpolation to restore its approximate version \( b_1, ..., b_n \) from the compressed series. Then, the \( l_r \) distance between the original and restored series is smaller than \( R \); that is, \( l_r (a_{1..n}, b_{1..n}, \text{dist}) < R \).
Figure 4.9: Example series where reduction of R leads to larger distance between original series and restored series. If we use the distance function $|a - b|$ with $R = 6$, the distance between original series and the restored series is 0.6071. Whereas if we use the same distance function with $R = 5$, the distance is 1.2857. Note: all values are in generic units.

If we reduce the parameter $R$, then we select more important points, which usually leads to a closer approximation of the original series. Thus, a smaller $R$ value usually leads to a smaller distance between the original and restored series; however, some series violate this rule. In Figure 4.9, we illustrate a situation in which the reduction of $R$ leads to a less accurate compression. In this example, if we use the distance function $|a - b|$ and $R = 6$, then the $l_1$ distance between the original series and its restored version is 0.6071. If we use the same distance function with $R = 5$, then the $l_1$ distance between the original and restored series is 1.2857.

4.2.8 Derivative series

When compressing a time series, we may need to preserve not only its major extrema, but also major changes of its slope. For example, if the original series are as shown in Figure 4.10, then the compressed series should include the circled points. We can identify these points by finding the extrema in the first and second derivatives of the given series.

4.2.8.1 Definition

For a given series $a_1, ..., a_n$, its first derivative is a series $a'_1, ..., a'_{n-1}$, where $a'_i = a_{i+1} - a_i$ for every $i \leq n - 1$, and its second derivative is a series $a''_1, ..., a''_{n-2}$, where $a''_i = a'_{i+1} - a'_i$ for every $i \leq n - 2$. 
4.2.8.2 Compression

We can compress a series by identifying all strict, left, and right important extrema in the series itself, and in its first and second derivative. Note that the distance function and threshold for selecting the important extrema of a series may differ from the distance function and threshold for the derivative.

If \( a_i' \) is an important extremum of the first-derivative series, then the compressed series includes the two points of the original series used in defining \( a_i' \), that is, \( a_i \) and \( a_{i+1} \). Similarly, if \( a_i'' \) is an important extremum in the second derivative, then the compressed series includes the three related points of the original series, \( a_i, a_{i+1}, \) and \( a_{i+2} \).

In Figure 4.10(a), we illustrate the compression by selecting all extrema of the first derivative. In Figure 4.10(b), we show the result of selecting all extrema of the second derivative.

4.3 Importance levels

We next define the numerical importance of extrema, and give an algorithm for determining the importance of all extrema in a series.

4.3.1 Definition

If a point is a strict (left, right, flat) extremum for compression with some value of \( R \), then its strict (left, right, flat) importance is the maximal value of \( R \) for which it is a strict (left, right, flat) extremum.
Figure 4.11: Importances of the extrema for the distance $|a - b|$. We show the strict, left, right, and flat importance for the same series. Note: all values are in generic units.

In other words, the strict (left, right, flat) importance of an extremum is $I$ if it is a strict (left, right, flat) extremum for compression with the $R$ value equal to $I$, but not for any $R > I$. Observe that the importance of an extremum depends on a specific distance function.

If a point is not a strict (left, right, flat) important extremum for any value of $R$, we say that it has no strict (left, right, flat) importance. For example, the point $a_7$ in Figure 4.11 has no right or flat importance, whereas its strict importance is 1, and left importance is 3.

If we use the strict, left, and right important extrema in compression, then we define the importance of an extremum as the maximum of its strict, left, and right importances. If we use only the strict and left extrema, then we define the importance as the maximum of the strict and left importances. For convenience, we define the importance of the end-points as infinity, which means that we always include the end-points in a compressed series.

4.3.2 Example

In Figure 4.11, we show strict, left, right, and flat importances for the $|a - b|$ distance.

4.3.3 Basic properties

We now give basic properties of the importances.

- An extremum has a strict importance if and only if it is a strict extremum.

- A left (right) extremum has a left (right) importance; furthermore, if an extremum has a left (right) importance, then it is either a left (right) or strict extremum.
A flat extremum has a flat importance; furthermore, it has no strict, left, or right importance.

We give a simple procedure for determining the strict importance of a minimum, stated as a lemma. We illustrate this procedure in Figure 4.12; determining the strict importance of a maximum is similar.

### 4.3.4 Strict importance

Suppose that $a_i$ is a strict minimum, and let $a_{i\ell}, ..., a_{i-1}$ and $a_{i+1}, ..., a_{ir}$ be the maximal segments to the left and to the right of $a_i$ whose values are strictly greater than $a_i$. Let $a_{lm}$ be the maximal value among $a_{i\ell}, ..., a_{i-1}$, and let $a_{rm}$ be the maximal value among $a_{i+1}, ..., a_{ir}$; then, the strict importance of $a_i$ is equal to the minimum of the distances $\text{dist}(a_i, a_{lm})$ and $\text{dist}(a_i, a_{rm})$.

We can use similar procedures for determining the left, right, and flat importances of the minima and maxima. We state the results for the left and flat importances of minima; the other procedures are similar.

### 4.3.5 Left importance

Suppose that $a_i$ is a strict or left minimum, and let $a_{i\ell}, ..., a_{i-1}$ be the maximal segment to the left of $a_i$ whose values are strictly greater than $a_i$, and $a_{i+1}, ..., a_{ir}$ be the
maximal segment to the right of $a_i$ whose values are no smaller than $a_i$. If all values among $a_{i+1}, \ldots, a_r$ are strictly greater than $a_i$, then $a_i$ has no left importance.

Otherwise, let $a_{r^t}$ be the first point among $a_{i+1}, \ldots, a_r$ with value equal to $a_i$. Furthermore, let $a_{lm}$ be the maximal value among $a_{i+1}, \ldots, a_{i-1}$, and let $a_{rm}$ be the maximal value among $a_{r+1}, \ldots, a_r$. If some value among $a_{i+1}, \ldots, a_{r-1}$ is no smaller than $\min(a_{lm}, a_{rm})$, then $a_i$ has no left importance; otherwise, its left importance is equal to the minimum of the distances $\text{dist}(a_i, a_{lm})$ and $\text{dist}(a_i, a_{rm})$.

4.3.6 Flat importance

Suppose that $a_i$ is a strict, left, right, or flat minimum, and let $a_{l_1}, \ldots, a_{i-1}$ and $a_{i+1}, \ldots, a_{ir}$ be the maximal segments to the left and to the right of $a_i$ whose values are no smaller than $a_i$. If all values among $a_{l_1}, \ldots, a_{i-1}$ are strictly greater than $a_i$, or all values among $a_{i+1}, \ldots, a_{ir}$ are strictly greater than $a_i$, then $a_i$ has no flat importance.

Otherwise, let $a_{l^t}$ be the last point among $a_{l_1}, \ldots, a_{i-1}$ with value equal to $a_i$, and $a_{r^t}$ be the first point among $a_{i+1}, \ldots, a_{ir}$ with value equal to $a_i$. Furthermore, let $a_{l_{lm}}$ be the maximal value among $a_{l_1}, \ldots, a_{l_{i-1}}$, and let $a_{r_{rm}}$ be the maximal value among $a_{r_{l+1}}, \ldots, a_{ir}$. If some value among $a_{l_1+1}, \ldots, a_{i-1}$ or among $a_{i+1}, \ldots, a_{r_{r-1}}$ is no smaller than $\min(a_{l_{lm}}, a_{r_{rm}})$, then $a_i$ has no flat importance; otherwise, its flat importance is equal to the minimum of the distances $\text{dist}(a_i, a_{l_{lm}})$ and $\text{dist}(a_i, a_{r_{rm}})$.

4.3.7 Extended properties

The following properties of importance values readily follow from the procedures for computing the importance.

- If a point has strict (left, right, flat) importance for some distance function, then it has strict (left, right, flat) importance for any other distance function.

- If a point has right importance, then it has no left importance; similarly, if a point has left importance, then it has no right importance.

- If a point has a strict and left (right) importance, then its strict importance is strictly smaller than its left (right) importance.
• If a point has a strict and flat importance, then its strict importance is strictly smaller than its flat importance.

• If a point has a left (right) and flat importance, then its left (right) importance is strictly smaller than its flat importance.

We next show that, if we define a new distance function through a linear combination of distances, then we can calculate the importance of extrema for the new distance based on the importances for the original distances. This result helps to re-compute the importance of extrema for user-defined distance functions.

Suppose that \( \text{dist}_1, \ldots, \text{dist}_q \) are distance functions for real values, and \( f(d_1, \ldots, d_q) \) is a distance-composition function. Suppose further that the strict (left, right, flat) importance of a given extremal point for the \( \text{dist}_1 \) distance is \( I_1 \), its strict (left, right, flat) importance for \( \text{dist}_2 \) is \( I_2 \), and so on. Then, the strict (left, right, flat) importance of this point for the distance function \( f(\text{dist}_1(a, b), \ldots, \text{dist}_q(a, b)) \) is \( f(I_1, \ldots, I_q) \).

### 4.3.8 Importance calculation procedure

In Figure 4.13, we give a fast procedure for calculating the strict, left, right, and flat importances of all minima in a series; the procedure for determining the importances of the maxima is similar; Both procedures run in linear time, and use the memory in proportion to the number of extrema; that is, if the original series includes \( n \) points and \( m \) of them are extrema, then the procedures run in \( O(n) \) time and use \( O(m) \) memory.

The procedure in Figure 4.13 computes the importances of all minima in one pass through the series. When it identifies a minimum \( a_i \), it puts its index \( i \) on stack \( S_1 \), and adds it to the list \( L \) of all minima. The procedure then puts different maximal values corresponding to \( a_i \) (Figure 4.14) on stacks \( S_2, S_3, \) and \( S_3 \). The variable \( mv \) corresponds to the value \( a_{ix} \) (Figure 4.14), and is put on stack \( S_2 \). The values \( a_{rm} \) and \( a_{lm} \) in (Figure 4.14) are put on stacks \( S_3 \) and \( S_4 \) respectively. When the procedure later reaches the end of the interval \( a_i, \ldots, a_{ir} \) (Figure 4.14), it removes the point \( a_i \) from the stack and calculates its importances. We denote strict importance of an extremum \( a_i \) as \( \text{strict-imp}_i \), left importance as \( \text{left-imp}_i \), right importance as \( \text{right-imp}_i \), and flat importance as \( \text{flat-imp}_i \).
FIND-IMPORTANCE — Top-level function for finding importance of all minima.
The input is a time series \( a_1, \ldots, a_n \); the output is the
indices and importances of all minima.
initialize an empty stack \( S_1 \) of indices of minima
initialize empty stacks \( S_2, S_3, \) and \( S_4 \) to hold different maximal values of minima
initialize an empty linked list \( L \) to hold the points in the order of their indices
\( i = 1; \ left = 1; \ mv = a_1 \)
while \( i < n \) do
  while \( i < n \) and \( a_i \geq a_{i+1} \) do
    \( i = i + 1 \)
    if \( a_{\text{left}} \geq a_i \) then \( \text{left} = i \)
    if \( \text{left} > 1 \) then \( \text{push} - \text{MINIMUM}(\text{left}, \ mv) \)
  for \( \text{flat} = \text{left} + 1 \) to \( i - 1 \)
  \( \text{push} - \text{MINIMUM} (\text{flat}, a_{\text{flat}}) \)
  if \( i > \text{left} \) and \( i < n \) then \( \text{push} - \text{MINIMUM}(i, mv) \)
    \( i = i + 1 \)
  while \( i < n \) and \( a_i \leq a_{i+1} \) do \( i = i + 1 \)
  \( \text{mv} = a_i; \ i = i + 1; \ \text{left} = i \)
while \( S_1 \) is not empty do
  \( \text{mv} = \text{POP-MINIMUM}(\text{mv}) \)

PUSH-MINIMUM(\( i, \ mv \)) — Push \( i \)th point onto the stack.
while \( S_1 \) is not empty and \( a_i < \text{TOP}(S_2) \)
  \( \text{mv} = \text{POP-MINIMUM}(\text{mv}) \)
if \( S_3 \) is not empty then \( \text{TOP}(S_3) = \text{mv} \)
\( \text{push}(S_1, i); \ \text{push}(S_2, \text{mv}); \ \text{push}(S_3, a_i) \)
if \( S_4 \) is not empty
  then \( \text{push}(S_4, \max(\text{TOP}(S_4), \text{mv})) \)
  else \( \text{push}(S_4, \text{mv}); \)
add \( a_i \) to the end of the list \( L \)

POP-MINIMUM(\( \text{mv} \)) — Pop the point and set the importances.
\( \text{mv} = \text{SET-IMPORTANCES}(\text{POP}(S_1), \text{POP}(S_2), \text{POP}(S_3), \text{POP}(S_4), \text{mv}) \)
return \( \text{mv} \)

SET-IMPORTANCES(\( i, \ \text{lm}, \ \text{rm}, \ \text{lms}, \ \text{mv} \)) — Set importances.
if \( a_i < \text{lm} \) and \( a_i < \text{rm} \) then \( \text{strict-imp}_i = \min(\text{dist}(a_i, \text{lm}), \text{dist}(a_i, \text{rm})) \)
if \( a_i < \text{lm} \) and \( \text{rm} < \text{mv} \) then \( \text{left-imp}_i = \min(\text{dist}(a_i, \text{lm}), \text{dist}(a_i, \text{mv})) \)
if \( a_i < \text{rm} \) and \( \text{lm} < \text{mv} \) then \( \text{right-imp}_i = \min(\text{dist}(a_i, \text{lms}), \text{dist}(a_i, \text{rm})) \)
if \( \text{lm} < \text{lms} \) and \( \text{rm} < \text{mv} \) then \( \text{flat-imp}_i = \min(\text{dist}(a_i, \text{lms}), \text{dist}(a_i, \text{mv})) \)
if \( \text{mv} < \text{lm} \) then \( \text{mv} = \text{lm} \)
return \( \text{mv} \)

Figure 4.13: Importance calculation procedure. We use global stack \( S_1 \) to hold all the local
minima and stacks \( S_2, S_3, S_4 \) to hold their respective maximal values. We use a linked list
\( L \) to the hold points in the order of their indices.
Figure 4.14: Illustration of different maximal values corresponding to a minimum \( a_i \). The point \( a_{ir} \) corresponds to the maximum value in the segment \( a_{sl}, \ldots, a_{i-1} \), whose values are strictly greater than \( a_i \). Similarly, the point \( a_{rm} \) corresponds to the maximum value in the segment \( a_{i+1}, \ldots, a_{sr} \), whose values are strictly greater than \( a_i \). The point \( a_{lm} \) corresponds to the maximum value in the segment \( a_{il}, \ldots, a_{i-1} \), whose values are no smaller than \( a_i \). Note: all values are in generic units.

Figure 4.15: Importance of points based on the first-derivative series (a) and second-derivative series (b). Note: all values are in generic units.

### 4.3.9 Importances in derivative series

If we are interested in the changes of the slope of a given series, we can determine the importance of extrema in the first-derivative and second-derivative series, and assign respective importances to the points of the original series. If \( a'_i \) is an extremum in the first-derivative series, then we assign its importance to the two points in the original series used in defining \( a'_i \), that is, to \( a_i \) and \( a_{i+1} \). Similarly, if \( a''_i \) is an extremum in the second derivative, then we assign its importance to the points \( a_i, a_{i+1}, \) and \( a_{i+2} \). We combine the importances of the original series, first derivative, and second derivative by taking the maximum for these importances for each point. In Figure 4.15, we show the importance of extrema in a derivative series.

### 4.4 Compression rate

We next consider the problem of selecting important extrema according to a given compression rate, which is the percentage of points removed during the compression. For example, if the series includes hundred points and a given compression rate is
THREE-PASS — Three-pass algorithm for compression.
The input is a time series \( a_1, \ldots, a_n \), and the rate of compression; the output is the compressed series.

First-pass: produce extrema and assign importances using the procedure in Figure 4.13
Second-pass: calculate \( s \) as \([n \cdot (1 - \text{rate})]\) and find \( s \)th greatest importance
Third-pass: output all the extrema whose importance is no smaller than \( s \)th greatest value

Figure 4.16: Three-pass algorithm for compression. The algorithm makes three passes through the series and produces the output in linear time.

90\%, then we select the ten most important extrema and remove the other points.
As another example, the compression rate in Figure 1.1 is 60\% since we have selected eight out of twenty points.

We assume that the given compression rate is no smaller than the percentage of non-extremal points in a series; for example, if a hundred-point series includes eighty non-extremal points, the compression rate must be at least 80\%. If the series includes \( n \) points, the number of selected important extrema must be \( s = [n \cdot (1 - \text{rate})] \).

We give two algorithms that compress a series at a given rate. The first is a linear-time algorithm that performs three passes through the series. The second algorithm is slower, but it can compress a live series without storing it in memory.

4.4.1 Three-pass algorithm

The linear-time algorithm includes three main steps (Figure 4.16). First, it calls the procedure in Figure 4.13, which produces a list of all extrema in a given series and assigns the importance to each extremum. Second, it finds the \( s \)th order statistic among the importance values, that is, the \( s \)th greatest value. Third, it selects all extrema with importances no smaller than the \( s \)th greatest value. For an \( n \)-point series with \( m \) extrema, the algorithm runs in \( O(n) \) time and takes \( O(m) \) memory.

Observe that the resulting compression rate may not be exactly equal to the given rate value. If the series has multiple extrema with the importance equal to the \( s \)th largest value, then the procedure selects all these points, which means that the actual compression rate may be lower than the given rate. For example, if we
compress the series in Figure 1.1 and the given rate is 70%, then $s = \lfloor 20 \cdot (1 - 0.7) \rfloor = 6$, the $s$th order statistic of importances is 3, and the algorithm selects all points with importances no smaller than 3. The series includes eight such points, which means that the resulting compression rate is only 60%.

### 4.4.2 One-pass algorithm

The one-pass algorithm uses a red-black tree to index the extrema by their importance. The algorithm is a modified version of the procedure in Figure 4.13. First, the procedure in Figure 4.13 is extended to include all extrema; second, the SET-IMPORTANCES function is modified as shown in Figure 4.17. The algorithm makes one pass through the series. When the algorithm determines the importance of a new extremum, it inserts the extremum into the red-black tree. The algorithm keeps only the $s$ most important extrema in the tree; thus, the number of points in the tree is at most $s$. If the tree includes $s$ points and the algorithm finds a new extremum, it compares the new importance with the smallest importance in the tree. If the new importance is greater, the algorithm removes the least important point from the tree and from the list $L$, and then adds the new point to the tree; otherwise, it removes the new point from the list $L$. After the algorithm has processed the entire series, the tree includes $s$ most important points indexed by their importance, and the list $L$ includes the same important points in the order of their appearance in the original series. For an $n$-point series with $m$ extrema, the worst-case running time of the algorithm is $O(m \cdot \lg s + n)$, and the required memory is $O(m)$.

### 4.4.3 Different distance functions

The selection of important extrema depends not only on the compression rate, but also on the distance function; that is, the use of different distances with the same compression rate may lead to different compressed sequences. For example, suppose that we need to compress the series in Figure 4.18(a) with the 40% rate. If the distance function is $|a - b|$, then the selected important extrema are as shown in Figure 4.18(b). On the other hand, if the distance is $\frac{|a - b|}{|a| + |b|}$, then we select the extrema shown in Figure 4.18(c).
\textbf{SET-IMPORTANCE}(i, lm, rm, lms, mw) — Set importances and insert extremum into the tree.

if \( a_i < lm \) and \( a_i < rm \) then 
strict-imp\(_i\) = \min(\text{dist}(a_i, lm), \text{dist}(a_i, rm))

if \( a_i < lm \) and \( rm < mw \) then 
left-imp\(_i\) = \min(\text{dist}(a_i, lm), \text{dist}(a_i, mw))

if \( a_i < rm \) and \( lm < lms \) then 
right-imp\(_i\) = \min(\text{dist}(a_i, lms), \text{dist}(a_i, rm))

if \( lm < lms \) and \( rm < mw \) then 
flat-imp\(_i\) = \min(\text{dist}(a_i, lms), \text{dist}(a_i, mw))

imp\(_i\) = \max(\text{strict-imp}\(_i\), \text{left-imp}\(_i\), \text{right-imp}\(_i\), \text{flat-imp}\(_i\))

if \( \text{SIZE}(\text{tree}) < s \)
then \text{INSERT}(\text{tree}, a_i)
else if imp\(_i\) is greater than the importance of least important point in the tree
then delete the least important point from the tree and from the list \( L \).
else delete \( a_i \) from the list \( L \).

if \( mw < lm \) then \( mw = lm \)
return \( mw \)

---

Figure 4.17: The modified version of set-importances in one-pass algorithm. The algorithm keeps only the \( s \) most important points in the red-black tree, the other points are deleted from the tree as well as from the list \( L \).
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a) Original series.  
b) Compression With \(|a-b|\)  
c) Compression With \(|a-b|/|a+b|\)

Figure 4.18: Original series and series with 40% compression with different distance functions. Note: all values are in generic units.

We next state the condition under which different distance functions lead to the same compression.

Suppose that \( \text{dist}_1(a, b) \) is a distance function, \( f(d) \) is a strictly monotonically increasing function on non-negative real arguments, and \( \text{dist}_2(a, b) = f(\text{dist}_1(a, b)) \).

Then, for every series and every compression rate, the selection of important extrema for \( \text{dist}_1 \) is identical to that for \( \text{dist}_2 \).

Intuitively, a monotonic transformation of a distance function does not affect the selection of important points; for example, the functions \(|a - b|\) and \((a - b)^2\) lead to the same compression.
Chapter 5

Indexing Trees

We describe two methods for indexing the extrema in a time series, which allow fast retrieval of important extrema for a given compression rate. The first method is for retrieving all important extrema in a time series, whereas the second allows retrieval of important extrema for any given segment of a series.

5.1 Red-black tree

We can use a red-black tree to index extrema in the increasing order of their importance; if several extrema have the same importance, they are sorted in the order of their appearance in the original series. This structure allows the retrieval of $s$ most important extrema in $O(s)$ time. After retrieval of these extrema, we usually need to sort them in the order of their appearance in the original series, which takes $O(s \cdot \lg s)$ time; however, we may avoid the sorting by augmenting the red-black tree with an auxiliary structure that allows retrieval of the important extrema in sorted order.

In Figure 5.2, we illustrate the augmented structure for the series in Figure 5.1. The solid boxes are the extremal points, stored in the red-black tree, in the order of their importances; the dashed arrows form the auxiliary structure. For each extremum, the augmented structure includes a pointer to its left and right superior extrema. The left superior of an extremum is the nearest extremum to the left in the original series with strictly greater importance; the right superior is the nearest extremum to the right with equal or greater importance. In Table 5.1, we list the main elements of the structure that represents an extremum in the augmented red-black tree.
Figure 5.1: Time series with importance of extrema. Note: all values are in generic units.

Figure 5.2: Red-black tree with an auxiliary structure for the series in Figure 5.1. The left superior of a point is the nearest left neighbor in the series with strictly greater importance and the right superior is the nearest right neighbor with equal or greater importance.

Table 5.1: Main elements of the structure representing a point of a series.
(a) Elements of the point structure:
index[point] index of the point in the original time series (positive integer)
value[point] value of the point (real value)
type[point] type of the point (end-point, minimum, maximum, or non-extremal)
next[point] pointer to the next point in the compressed series
prev[point] pointer to the previous point in the compressed series
side[point] type of the extremum (strict, left, right, or flat)
imp[point] importance of the extremum (positive real value)
left-sup[point] left superior of the point
right-sup[point] right superior of the point
SORTED-RETRIEVAL(tree, s)  — Retrieve s most important points.
The input is the indexing tree and the number of points to be retrieved; the output is the
sequence of s most important points sorted by their indices.

initialize an empty list L of points
point = head(tree); counter = 0
while counter < s and point ≠ NIL do
  if left-sup[point] = NIL
    then insert point in the beginning of the list L
  else insert point in L immediately after left-sup[point]
  point = next[point]
  counter = counter + 1

Figure 5.3: Procedure for selecting s most important points from an importance tree in
the sorted order of their indices.

In Figure 5.3, we give a procedure that retrieves s most important points from
augmented tree in the sorted order of their indices, in $O(s)$ time. It inputs the
number of points to be retrieved, and outputs the indices, values, and importances
of the selected points. We use a linked list L to maintain the sorted order of the
retrieved important points.

In Figure 5.4, we give a procedure that builds the auxiliary structure; for a series
with $m$ extrema, its time and space complexity is $O(m)$. Note that time for building
the red-black tree of extrema is $O(m \cdot \lg m)$; thus the overall time for building the
augmented tree is also $O(m \cdot \lg m)$. The size of the augmented tree is proportional to
the number of extrema; that is, its space complexity is $O(m)$.

5.2 Range tree

We sometimes need to retrieve important extrema of a given segment $a_i, ..., a_j$, rather
than all important extrema in a series. We may have to retrieve all extrema of the
segment with importance above a given threshold or, alternatively, a given number of
the most important extrema. We can use the red-black tree to retrieve all important
extrema in a series, and then drop the extrema outside the given segment; however,
if the segment is much shorter than the series, this solution is inefficient.
BUILD-AUGMENTED-STRUCTURE  — Build augmented structure.
The input is the series with importance of points and the output is the augmented structure.

initialize an empty stack $S$ of indices
for $i = 1$ to $n$ do
  while $S$ is not empty and $imp[points[\text{TOP}(S)]] \leq imp[points[i]]$ do
    $right-sup[points[\text{TOP}(S)]] = points[i]$
    POP($S$)
  if $S$ is not empty then $left-sup[points[i]] = points[\text{TOP}(S)]$
  PUSH($S$, $i$)

Figure 5.4: Procedure for building the auxiliary structure. We process the series with known importance of points and use a global variable $n$ to represent its size. The procedure sets left superior and right superior for each extremum in the series.

A more efficient method is based on the use of a range tree, which is a structure for indexing points in the plane by two co-ordinates [Edelsbrunner, 1981; Samet, 1990b]. It allows a fast retrieval of all points with co-ordinates in the given ranges. We use a range tree to index all extrema in a series; the position of an extremum in a series serves as its first co-ordinate, and the importance as its second co-ordinate. For example, the importance of point $a_7$ in Figure 5.1 is 3; thus, its co-ordinates are 7 and 3.

If a series includes $m$ extrema, then the space complexity of the range tree is $O(m)$, and the time for building it is $O(m \cdot \lg m)$. To identify all extrema with importance at least $I$ in a segment $a_i, ..., a_r$, we use the range tree to retrieve the extrema with first co-ordinate in the range $[il..ir]$, and second co-ordinate in $[I..\infty]$. If the number of retrieved extrema is $s$, the retrieval time is $O(s + \lg m)$. We may need to sort these extrema in the order of their appearance in the series, which takes $O(s \cdot \lg s)$ time; the overall time of retrieval and sorting is $O(s \cdot \lg s + \lg m)$. A related open problem is to develop an auxiliary structure that allows retrieval of important extrema in sorted order.
Chapter 6

Distance Computation

We next describe a technique for finding an approximate distance between two series based on their compressed versions. Recall that we have defined the distance between two equal-length series as the $l_r$ distance, which uses two parameters: a distance function $dist$ for real values and a positive number $r$ (Definition 3.3.3).

Since the important-extrema compression is lossy, we cannot determine the exact distance between original series based on their compressed versions; however, we can determine the upper and lower bounds on the exact distance. We describe an algorithm for computing these upper and lower bounds, which provides an approximation of the exact distance, and then show how the approximation depends on the compression parameter $R$. We then use the result to develop an algorithm for fast computation of approximate distances between series with pre-computed indexing trees.

6.1 Distance range

In Figure 6.1, we illustrate the calculation of distance bounds between two compressed series. The monotonicity property (Section 4.1) is used for calculating the bounds. Each leg in the series is bounded by a rectangle as shown. Bounding rectangle represents the bounds of the values of all the points in that segment in the original series. By calculating the distance bounds between bounding rectangles, we can calculate the distance bounds between two series. In Figure 6.2, we give a procedure for calculating distance bounds between two compressed series; it takes constant memory and runs in linear time.

We give two results on the accuracy of the approximate-distance computation. The first result gives a boundary on the width of the distance range, and the second
Figure 6.1: Distance bounds between two compressed series. For a real value \( r \), the lower bound of the distance between two compressed series is \( \sqrt{\frac{e_1 g_1^2 + e_2 g_2^2 + e_3 g_3^2}{e_1 + e_2 + e_3}} \), and the upper bound is \( \sqrt{\frac{e_1 g_1^2 + e_2 g_2^2 + e_3 g_3^2}{e_1 + e_2 + e_3}} \).

shows that lower compression rate always leads to a narrower range.

If we compress two equal-length series, first with parameter \( R_a \) and second with \( R_b \), and find the distance range \([D_l, D_u]\) for their compressed versions, then \( D_u - D_l \leq R_a + R_b \).

Suppose that we compress two equal-length series, first with parameter \( R_a \) and second with \( R_b \), and find the distance range \([D_l, D_u]\) for their compressed versions. Suppose further that we compress the same series using different parameters \( R'_a \) and \( R'_b \), and find the corresponding distance range \([D'_l, D'_u]\). If \( R'_a \leq R_a \) and \( R'_b \leq R_b \), then \( D'_l \geq D_l \) and \( D'_u \leq D_u \).

6.2 Approximate distance

We next consider the problem of finding the distance between two equal-length series with pre-computed indexing trees. The computation of the exact distance requires linear time, but we can usually find a good approximation of the distance in much less time.

In Figure 6.3, we give a procedure for computing an approximate distance between two series with a given accuracy \( \Delta \); it finds the distance bounds \( D_l \) and \( D_u \) such that \( D_u - D_l \leq \Delta \). The procedure first generates highly compressed versions of the given series and finds the respective distance range. Then, it repeatedly reduces the compression rate and recomputes the distance range, until the range width becomes smaller than \( \Delta \). At each step, it increases the total number of points in the compressed series by a factor of two. If the number of important extrema re-
CAL-BOUNDS — Top-level function for calculating distance bounds. The input includes two compressed series, $a_{i_1}, ..., a_{i_s}$ and $b_{j_1}, ..., b_{j_h}$, and distance function $dist$; the outputs are the upper and lower bounds of the distance between series.

$D_l = 0; D_u = 0; x = 1; y = 1$

$D_l, D_u = \text{ADD-SEG-BOUNDS}(x, y, D_l, D_u)$

while $x < s$ or $y < h$ do

While $i_{x+1} < j_{y+1}$ do

$x = x + 1$

$D_l, D_u = \text{ADD-SEG-BOUNDS}(x, y, D_l, D_u)$

While $i_{x+1} = j_{y+1}$ do

$x = x + 1; y = y + 1$

$D_l, D_u = \text{ADD-SEG-BOUNDS}(x, y, D_l, D_u)$

While $j_{y+1} < i_{x+1}$ do

$y = y + 1$

$D_l, D_u = \text{ADD-SEG-BOUNDS}(x, y, D_l, D_u)$

$D_l = \sqrt{\frac{D_l + dist(a_{i_x}, b_{j_y})}{n}}$

$D_u = \sqrt{\frac{D_u + dist(a_{i_x}, b_{j_y})}{n}}$

Output($D_l, D_u$)

return

---

ADD-SEG-BOUNDS($x, y, D_l, D_u$) — Add bounds between segments.

$x_l = x; x_m = x + 1; y_l = y; y_m = y + 1$

if $a_{i_x} > a_{i_{x+1}}$ then $x_l = x + 1; x_m = x$;

if $b_{j_y} > b_{j_{y+1}}$ then $y_l = y + 1; y_m = y$;

$m = \min(i_{x+1} - j_y, j_{y+1} - i_x)$

if $a_{i_x} > b_{j_{y_m}}$ or $b_{j_y} > a_{i_{x_m}}$

then $D_l = D_l + m \cdot \min(dist(a_{i_x}, b_{j_{y}}), dist(a_{i_{x_l}}, b_{j_{y_m}}))$

$D_u = D_u + m \cdot \max(dist(a_{i_x}, b_{j_{y}}), dist(a_{i_{x_l}}, b_{j_{y_m}}))$

return $D_l, D_u$

---

Figure 6.2: Procedure for finding distance bounds between two compressed series. The values $D_l$ and $D_u$ represent the lower and upper boundaries of the distance between two compressed series.
quired for the given accuracy is \( s \), and we use red-black indexing trees, then the time of the approximate-distance computation is \( O(s) \). If the use of all extremal points does not provide sufficient accuracy, then the algorithm performs the exact distance computation using all points.

If we process segments of series and use range trees, then the retrieval of important extrema is slower, which worsens the overall time of finding an approximate distance. If the total number of important points in both series is \( m \), the length of the considered segments is \( p \), and we need \( s \) important points for finding an approximate distance, then the overall time is \( O(s \cdot \lg s + \lg m) \).

Observe that, if the length \( p \) of the given segment is smaller than \( s \cdot \lg s + \lg m \), then the linear-time computation of the exact distance is faster than the approximate computation with range trees. When using range trees, we may modify the algorithm to improve its efficiency for small \( p \). The modified algorithm first compares \( p \) and \( \lg m \); if \( p \) is smaller, it computes the exact distance in \( O(p) \) time. If not, the algorithm compares \( p \) with \( s \cdot \lg s + \lg m \) after each increase of \( s \); if \( p \) becomes smaller, the algorithm switches to the computation of the exact distance. The running time of this modified algorithm is \( O(\min(p, s \cdot \lg s + \lg m)) \).

### 6.3 Threshold test

When searching for series similar to a given pattern (Chapter 7), we may need to determine whether the distance between the pattern series and another given series is smaller than a given threshold \( T \). In other words, we need a boolean function that inputs two equal-length series and a threshold \( T \), and returns \texttt{TRUE} if the distance between the series is no greater than \( T \).

We can use a simple procedure that computes the exact distance between given series and the pattern, and compares with \( T \); its running time is linear in the length of the series. In Figure 6.4, we give more efficient procedure, which may terminate without processing the entire series if it determines that the distance is definitely greater than \( T \); however, if the distance is smaller than \( T \), it has to process the entire series.

If we have already pre-computed the indexing trees for the given series, then we
GET-APPROXIMATE-DISTANCE — Get approximate distance between two series.
The inputs are two series \( a_1, ..., a_n, b_1, ..., b_n \), their corresponding indexing trees of extrema \( \text{tree}_a, \text{tree}_b \), and \( \Delta \); the output is the distance range with an accuracy of \( \Delta \).

initialize an empty list \( L_a \) of points to hold the compression of the first series
initialize an empty list \( L_b \) of points to hold the compression of the second series

\[ s_a = 3; \quad s_b = 3 \]

\[ \text{point}_a = \text{head}[\text{tree}_a]; \quad \text{counter}_a = 0 \]

\[ \text{point}_b = \text{head}[\text{tree}_b]; \quad \text{counter}_b = 0 \]

while \( s_a \leq \text{size}(\text{tree}_a) \) or \( s_b \leq \text{size}(\text{tree}_b) \) do

\[ L_a, \text{point}_a, \text{counter}_a = \text{GET-COMPRESSED-SERIES}(\text{tree}_a, \text{point}_a, \text{counter}_a, L, s) \]

\[ L_b, \text{point}_b, \text{counter}_b = \text{GET-COMPRESSED-SERIES}(\text{tree}_b, \text{point}_b, \text{counter}_b, L, s) \]

find the distance range \([D_u, D_l]\) between compressed series \( L_a \) and \( L_b \) using the procedure in Figure 6.2

if \( D_u - D_l \leq \Delta \)

then output \((D_u, D_l)\)

return

else \( s_a = 2 * s_a; \quad s_b = 2 * s_b \)

if \( s_a > \text{size}[\text{tree}_a] \) and \( s_a < 2 * \text{size}[\text{tree}_a] \) then \( s_a = \text{size}[\text{tree}_a] \)

if \( s_b > \text{size}[\text{tree}_b] \) and \( s_b < 2 * \text{size}[\text{tree}_b] \) then \( s_b = \text{size}[\text{tree}_b] \)

calculate the actual distance \( D \) between \( a_1, ..., a_n \), and \( b_1, ..., b_n \) using all the points

output \((D)\)

---

GET-COMPRESSED-SERIES\((\text{tree}, \text{point}, \text{counter}, L, s)\) — Get the compressed series.

while \( \text{counter} < s \) and \( \text{point} \neq \text{NIL} \) do

if \( \text{left-sup}[\text{point}] = \text{NIL} \)

then insert \( \text{point} \) in the beginning of the list \( L \)

else insert \( \text{point} \) in \( L \) immediately after \( \text{left-sup}[\text{point}] \)

\[ \text{point} = \text{next}[\text{point}] \]

\[ \text{counter} = \text{counter} + 1 \]

return \( L, \text{point}, \text{counter} \)

---

Figure 6.3: Procedure for finding the approximate distance between two series using their pre-computed indexing trees. The procedure starts with highy compressed versions of the input series by selecting 3 most important points from each series and finds the distance range between them. If the range is not within the given accuracy \( \Delta \), it increases the number of important points from each series by a factor of two in each subsequent step and re-calculates distance range between them. If the approximation can not be found after using all the extrema from both the series, the procedure outputs the actual distance using all the points from both the series.
TEST-THRESHOLD — Procedure for performing the threshold test between two series. The inputs are two series \(a_1, \ldots, a_n, b_1, \ldots, b_n\), and threshold \(T\); the output is either TRUE or FALSE.

\(i = 1; \ l_r = 0\)

\[
\textbf{while } i \leq n \textbf{ do} \\
\quad l_r = \sqrt{i_l + \frac{\text{dist}(a_i, b_i)}{n}} \\
\quad \text{if } l_r > T \textbf{ then return FALSE} \quad \text{return TRUE}
\]

---

Figure 6.4: Procedure for performing the threshold test between two series. At each step, the procedure retrieves next points from two series, and adjusts the minimum distance between the series, then it check to see whether the minimum distance is greater than the threshold \(T\).

can usually give the same answer with much less computation by finding a distance range for the two given series. In Figure 6.5, we give an algorithm that uses red-black indexing trees to determine whether the distance is smaller than \(T\).

The principle underlying this procedure is similar to the computation of the distance with given precision. Specifically, it begins with a wide distance range and then narrows it, by reducing the compression rate, until the threshold \(T\) falls outside the distance range. If \(T\) is smaller than the lower bound, the procedure returns TRUE; if \(T\) is greater than the upper bound, it returns FALSE. If the use of all important points does not provide sufficient accuracy, the procedure eventually computes the exact distance.

If the distance between the series is close to \(T\), the procedure may need to process all points, which means that it is no faster than the simple computation in Figure 6.4. On the other hand, if the distance is much smaller or much larger than \(T\), the procedure processes only a small fraction of points. If the required number of important extrema from both series is \(s\), and we use a red-black indexing tree, then the computation time is \(O(s)\). If we process segments of series and use range trees, then the time is \(O(s \cdot \lg s + \lg m)\). If we use range trees, we can modify the algorithm to improve its speed for small \(p\), in the same way as in the approximate distance-computation. The running time of the modified algorithm is \(O(\min(p, s \cdot \lg s + \lg m))\).
TEST-THRESHOLD-TREES — Procedure for performing the threshold test between two series using indexing trees.
The inputs are two series \( a_1, ..., a_n \) and \( b_1, ..., b_n \), their corresponding indexing trees of extrema \( \text{tree}_a \), \( \text{tree}_b \), and a threshold \( T \); the output is either TRUE or FALSE.

initialize an empty list \( L_a \) of points to hold the compression of the first series
initialize an empty list \( L_b \) of points to hold the compression of the second series
\( s_a = 3; s_b = 3 \)
\( \text{point}_a = \text{head} [\text{tree}_a]; \text{counter}_a = 0 \)
\( \text{point}_b = \text{head} [\text{tree}_b]; \text{counter}_b = 0 \)
while \( s_a \leq \text{size} (\text{tree}_a) \) or \( s_b \leq \text{size} (\text{tree}_b) \) do
\( L_a, \text{point}_a, \text{counter}_a = \text{GET-COMPRESSED-SERIES} (\text{tree}_a, \text{point}_a, \text{counter}_a, L, s) \)
\( L_b, \text{point}_b, \text{counter}_b = \text{GET-COMPRESSED-SERIES} (\text{tree}_b, \text{point}_b, \text{counter}_b, L, s) \)
find the distance range \([D_u, D_l]\) between compressed series in \( L_a \) and \( L_b \) using the procedure in Figure 6.2
if \( D_u \leq T \) or \( D_l > T \)
then output TRUE
else output FALSE
return
else \( s_a = 2 \times s_a; s_b = 2 \times s_b \)
if \( s_a > \text{size} (\text{tree}_a) \) and \( s_a < 2 \times \text{size} (\text{tree}_a) \) then \( s_a = \text{size} (\text{tree}_a) \)
if \( s_b > \text{size} (\text{tree}_b) \) and \( s_b < 2 \times \text{size} (\text{tree}_b) \) then \( s_b = \text{size} (\text{tree}_b) \)
calculate the actual distance \( D \) between \( a_1, ..., a_n \), and \( b_1, ..., b_n \) using all the points
if \( D > T \)
then output FALSE
else output TRUE
return

GET-COMPRESSED-SERIES(\text{tree}, \text{point}, \text{counter}, L, s) — Get the compressed series.
while \( \text{counter} < s \) and \( \text{point} \neq \text{NIL} \) do
if \( \text{left-sup}[\text{point}] = \text{NIL} \)
then insert \text{point} in the beginning of the list \( L \)
else insert \text{point} in \( L \) immediately after \( \text{left-sup}[\text{point}] \)
\( \text{point} = \text{next}[\text{point}] \)
\( \text{counter} = \text{counter} + 1 \)
return \( L, \text{point}, \text{counter} \)

Figure 6.5: Procedure for performing the threshold test between two series using their pre-computed indexing trees. At each step the procedure increases the number of points by a factor of two and re-calculate the upper and lower bounds of the distance between series; it then performs the threshold test. If the use of all important points does not provide sufficient accuracy, the procedure eventually computes the exact distance and performs the test.
Chapter 7

Pattern Retrieval

We next describe algorithms for identifying series in a database that are similar to a given pattern series. We assume that all series in a database have indexing trees for a given distance function, and we consider three standard retrieval problems. First, we describe a procedure for identifying all series whose distance from a given series is no greater than a given threshold. Second, we give an algorithm for finding the series closest to a given pattern. Third, we modify it for identifying a given number of closest series.

7.1 Range query

We first consider the retrieval of all series within a given distance $T$ from a given pattern series. In Figure 7.1, we give a simple algorithm that applies the distance-threshold test to every series in the database.

If we are searching for whole series that match a given pattern, and the database includes $N$ candidate series, then we need to apply the similarity test $N$ times. In the best case, the test for each series takes little time, and the overall time is close

\begin{verbatim}
RANGE-QUERY — Procedure for selecting all series that are within a given distance $T$ from a given pattern series.
The inputs are $N$ series $a_{i1}, ..., a_{in}, ..., a_{N1}, ..., a_{Nn}$, a pattern series $b_1, ..., b_n$, and threshold $T$; the outputs are series that fall within the distance $T$ from the pattern series.
for $i = 1$ to $i \leq N$ do
  if $l_r(a_{i1}, ..., b_{i1}, ..., a_{in}, b_{in}, dist) \leq T$ then output $(a_{i1}, ..., a_{in})$
return
\end{verbatim}

Figure 7.1: Procedure for identifying all series that are within a given distance $T$ from a given pattern series.
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NEAREST-SERIES — Procedure for identifying the nearest series from a given pattern series.
The inputs are $N$ series $a_{11}, ..., a_{1n}, ..., a_{N1}, ..., a_{Nn}$ and a pattern series $b_1, ..., b_n$; the output is the series closest to the pattern series.

$\begin{align*}
j &= 0; \quad D = \infty \\
\text{for } i = 1 \text{ to } i \leq N \text{ do} \\
\quad \text{if } l_r(a_{i1}, \ldots, a_{in}, b_{1}, \ldots, n, \text{dist}) < D \text{ then } D = l_r(a_{i1}, \ldots, a_{in}, b_{1}, \ldots, n, \text{dist}); \quad j = i \\
\text{output} \ (a_{j1}, \ldots, a_{jn}) \\
\text{return}
\end{align*}$

Figure 7.2: Procedure for identifying the nearest series from a given pattern.

to $O(N)$. In the worst case, the algorithm may need to find the exact distance for most time series; thus, if the pattern series includes $n$ points, the worst-case time is $O(n \cdot N)$, which is linear in the total number of points in the database.

If we are searching for segments of length $p$ similar to a given pattern, and each series in the database includes $n$ points, then each series contains $n - p + 1$ candidate segments. In this case, the best-case running time is $O((n - p) \cdot N)$ and the worst case is $O((n - p) \cdot p \cdot N)$.

### 7.2 Nearest neighbor

We next consider the problem of identifying the series closest to a given pattern. In Figure 7.2, we give an algorithm that inputs a pattern series and a distance threshold, and returns the closest match within the given threshold. If the database does not include any series within the given distance from the pattern, the algorithm returns no matches.
MULTIPLE-SERIES — Procedure for selecting \( z \) closest series that are within a given distance \( T \) from a given pattern series.

The inputs are \( N \) series \( a_{i1}, \ldots, a_{in}, \ldots, a_{Ni}, \ldots, a_{Nn} \), a pattern series \( b_1, \ldots, b_n \), and threshold \( T \); the outputs are \( z \) closest series that fall within the distance \( T \) from the pattern series.

\[
\text{for } i = 1 \text{ to } i \leq N \text{ do} \\
\quad D_i = l_r(a_{i1}, \ldots, a_{in}, b_1, \ldots, b_n, \text{dist}) \\
\quad \text{if } D_i \leq T \\
\quad \quad \text{then if } \text{size}(\text{tree}) < k \\
\quad \quad \quad \text{then } \text{INSERT}(\text{tree}, i) \\
\quad \quad \quad \text{else } \text{last} = \text{GET-LAST}(\text{tree}) \\
\quad \quad \quad \quad \text{if } d_{\text{last}} \geq d_i \\
\quad \quad \quad \quad \quad \text{then } \text{DEL-LAST}(\text{tree}) \\
\quad \quad \quad \quad \quad \quad \text{INSERT}(\text{tree}, i) \\
\quad \text{output all the series in } \text{tree} \\
\text{return}
\]

Figure 7.3: Procedure for identifying \( z \) closest series that are within a given distance \( T \) from a given pattern series. We use \( \text{tree} \) to hold the pointers of \( z \) closest series. The \( \text{tree} \) is indexed on the distance of the series from the pattern series.

### 7.3 Multiple neighbors

In Figure 7.3, we give an algorithm for identifying multiple closest neighbors. It inputs a pattern series, a distance threshold, and a required number \( z \) of closest series. If the database includes at least \( z \) series within the given distance from the pattern, the algorithm identifies the \( z \) series closest to the pattern; if not, it retrieves all series within the given distance threshold.
Chapter 8

Concluding Remarks

In this work, we formalized the distance functions used in compression and retrieval algorithms of time series. We defined the distance between real values and distance between time series as monotonic functions that satisfy certain properties. The introduction of functions gave us the flexibility to use different distance functions and their compositions in the time series compression indexing algorithms.

We extended compression techniques developed earlier by Pratt and Fink [Pratt, 2001; Pratt and Fink, 2002; Fink and Pratt, 2003] to account for flat regions and derivatives of time series. We introduced the terms strict, left, right, and flat extrema to classify different types of extrema. We have shown examples of time series where the compression based on derivatives of time series will yield better results.

We introduced the concept of importance level and developed algorithms for assigning importances to extrema and indexing the series based on the assigned importances. We developed several techniques for finding approximate distance between two series using their pre-computed indexing trees. We used these techniques in pattern-search algorithms for improving their performance.

The future work includes investigating the applicability of proposed techniques to the real world data.
Table 8.1: Notation: part-I.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1, \ldots, a_n$</td>
<td>original series</td>
</tr>
<tr>
<td>$b_1, \ldots, b_n$</td>
<td>original series</td>
</tr>
<tr>
<td>$a_{i_1}, \ldots, a_{i_s}$</td>
<td>compressed series of $a_1, \ldots, a_n$ with $s$ points</td>
</tr>
<tr>
<td>$b_{j_1}, \ldots, b_{j_h}$</td>
<td>compressed series of $b_1, \ldots, b_n$ with $h$ points</td>
</tr>
<tr>
<td>$a'<em>1, \ldots, a'</em>{n-1}$</td>
<td>first derivative series</td>
</tr>
<tr>
<td>$a''<em>1, \ldots, a''</em>{n-2}$</td>
<td>second derivative series</td>
</tr>
<tr>
<td>$n$</td>
<td>size of the series</td>
</tr>
<tr>
<td>$i, j$</td>
<td>indices of points in a time series</td>
</tr>
<tr>
<td>$N$</td>
<td>number of series in a database</td>
</tr>
<tr>
<td>$a_{11}, \ldots, a_{1N_1}, \ldots, a_{N_N}$</td>
<td>set of series in database</td>
</tr>
<tr>
<td>$il, ir, lm, rm, rt, lt$</td>
<td>indices of different points corresponding to a minimum</td>
</tr>
<tr>
<td>$r$</td>
<td>parameter used to define distance between two sequences</td>
</tr>
<tr>
<td>$l_r$</td>
<td>distance between two equal-length series in multi-dimensional space</td>
</tr>
<tr>
<td>$l_{\infty}$</td>
<td>maximum distance between two equal-length sequences</td>
</tr>
<tr>
<td>$D_1, D_u$</td>
<td>lower and upper boundaries of distance between series</td>
</tr>
<tr>
<td>$R$</td>
<td>parameter used for compression</td>
</tr>
<tr>
<td>$m$</td>
<td>number of extrema in a series</td>
</tr>
<tr>
<td>$s$</td>
<td>size of the compressed series</td>
</tr>
<tr>
<td>$i_c$</td>
<td>index in a compressed series</td>
</tr>
<tr>
<td>$k$</td>
<td>$k$th order statistic</td>
</tr>
<tr>
<td>$dist, dist_1, \ldots, dist_q$</td>
<td>distance functions</td>
</tr>
<tr>
<td>$f(d_1, \ldots, d_q)$</td>
<td>distance-composition function</td>
</tr>
<tr>
<td>$w_1, \ldots, w_q$</td>
<td>non-zero weights</td>
</tr>
<tr>
<td>$a, b, c$</td>
<td>real values</td>
</tr>
<tr>
<td>$counter$</td>
<td>iterator used in algorithms</td>
</tr>
<tr>
<td>$left, right, flat$</td>
<td>indices of left, right, and flat extrema</td>
</tr>
<tr>
<td>$S_1, S_2, S_3, S_4$</td>
<td>stacks</td>
</tr>
<tr>
<td>$L$</td>
<td>doubly linked list</td>
</tr>
<tr>
<td>$point$</td>
<td>point structure</td>
</tr>
<tr>
<td>$index$</td>
<td>index of a point</td>
</tr>
<tr>
<td>$value$</td>
<td>value of a point</td>
</tr>
<tr>
<td>$next$</td>
<td>pointer to the next point in the compressed series</td>
</tr>
<tr>
<td>$prev$</td>
<td>pointer to the previous point in the compressed series</td>
</tr>
<tr>
<td>$side$</td>
<td>type of the extremum (strict, left, right, or flat)</td>
</tr>
<tr>
<td>$imp$</td>
<td>importance of the extremum (positive real value)</td>
</tr>
<tr>
<td>$left-imp, right-imp$</td>
<td>left and right importances of an extremum</td>
</tr>
<tr>
<td>$flat-imp, strict-imp$</td>
<td>flat and strict importances of an extremum</td>
</tr>
<tr>
<td>$I_1, I_2, \ldots, I_q$</td>
<td>example values of importance</td>
</tr>
<tr>
<td>$left-sup$</td>
<td>left superior of the extrema</td>
</tr>
<tr>
<td>$right-sup$</td>
<td>right superior of the extrema</td>
</tr>
</tbody>
</table>
### Table 8.2: Notation: part-II.

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>series</td>
<td>series structure</td>
</tr>
<tr>
<td>full — size</td>
<td>number of points in the original series</td>
</tr>
<tr>
<td>comp — size</td>
<td>number of points in the compressed series</td>
</tr>
<tr>
<td>points</td>
<td>array or red-black tree of point structures in the series</td>
</tr>
<tr>
<td>$p$</td>
<td>length of segment</td>
</tr>
<tr>
<td>$z$</td>
<td>$k$ closest series</td>
</tr>
<tr>
<td>$T$</td>
<td>threshold</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>precision</td>
</tr>
</tbody>
</table>
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