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Abstract

Data mining concepts are used frequently throughout the transportation research sector. This article examines the concept of the market basket technique as a means of gaining more insight into public transport users’ demands. The article proposes a method that uses various data attributes of passenger records to infer the same customer in a different week (i.e., attempts to track the same customer from week to week). The general idea behind the measure is that if two records are considered similar, ideally every trip in one customer record should have a close counterpart in the other record. The research develops a similarity function designed to maximize the percentage of positive ticket identification over a number of weeks. Once similarity has been established, customer travel patterns can be useful in helping the operator identify new routes, new timetables, and strategic decisions in relation to satisfying public transport customer demands.

Introduction

This study is in response to the suggestion from McCarthy (2001), who argued that regular customers of a supermarket might be recognizable from patterns of their choices registered in Electronic Point of Sale (EPOS) data, and that this would help determine their long-term histories and behaviors (Chen et al. 2004). Obviously,
it depends on the range of options available for each customer and on the total number of customers (e.g., in the case of a fast food restaurant offering five types of sandwiches and five types of drinks and servicing 1,000 persons daily, it may be difficult to recognize a person by his or her pattern of choices).

An attempt is made here to trace individual customers from an anonymous transaction database. The aim is to infer relations of passenger behavior that have not been noticed or at least have not been confirmed previously. Finding potential relationships among the entities that are not directly represented in the data are considered to be as important as relationships of entities that are directly represented in the data. For example, can the travel patterns of bus passengers tell us about their work routine, shopping, or spare time behavior? Mahmassani (1997) elaborates on the importance of the dynamics of commuter behavior and provides an overview, focusing on day-to-day dynamics.

The main focus of this article is to develop a method that facilitates finding record sets of routine passengers, which then can be used to further analyze passenger behavior and dynamics. The article provides a brief background of the research project and elaborates on the dataset used as an input source. A novel method that measures similarity between passenger records is then introduced. Finally, the article presents the results after applying the method to a subset of the entire data source.

**Overview**

In this study, magnetic strip card tickets from a public transport operator are considered. The operator provides bus services in a medium-sized European city. Train services are provided by another organization within the same group of companies. There is a predominant arterial movement of public transport services toward the city center in the morning peak periods, satisfying a well-recognized demand, and out of the city in the evenings. The tickets are issued by the public group of companies, of which the operator is one. There was no competition in the market at the time of data collection for this research, either from other bus companies or other modes such as rail.

This type of ticket is generally the primary source of passenger data (Boyle 1998). Wayfarer has manufactured the registration system used by the operator. A magnetic strip card reader at the entrance of a bus verifies a ticket; its serial number is copied into the internal memory of the device, and then onto a magnetic tape.
Other events registered on the same tape are the start of a bus journey and arrival at a specific stage (stages are selected bus stops); random stops between stages are not registered. The date and time of day, type of ticket, and route number are registered along with these events. Further, the data from every bus are copied into the transactional database.

Although there are many different types of prepaid magnetic card tickets, we will consider only weekly types (valid for a single week, starting on Sunday) and monthly types (valid for one calendar month). Within a week, a customer is not anonymous because all trip records for the same customer carry the same serial number of the ticket. All such trips taken together are comparable to a basket of items bought from a supermarket in a single visit. But, in the next week, the same customer, who is expected to use the same type of prepaid card, will have a different serial number. The question is whether can be identified weekly ticket users from different weeks by analyzing their trip patterns.

The segmentation of the permanent stored data is on the transactional level; that is, data are stored permanently for each passenger boarding (Furth 2000). This applies regardless of whether the passenger pays with cash or has a prepaid magnetic strip card. Each piece/attribute of data is recorded as a 20-character string stored in ASCII text form. Data for a single day varies from 3 to 6 MB, depending on whether it is for a weekday, weekend, or public holiday. The file for each day averages roughly 74,000 pre-paid ticket validations.

Monthly tickets, largely similar to weekly tickets, provide an opportunity to verify whatever techniques we propose for customer identification, because they retain the same serial number throughout the month. Of course, we have to exclude weeks spanning two months, which leaves us with verification material for three (sometimes four) consecutive weeks. This article presents the results obtained for weekly portions of customer records for monthly ticket types, where the accuracy of the results can be evaluated from known customer identities. Evaluation of the same techniques for weekly types will be discussed as a separate problem.

The Data
The general course of processing is as follows. The “raw” data from a number of daily files are scanned sequentially. Dates and times of day contained in the records for the start of a bus journey and for the arrival at each stage are propagated to ticket records, along with the route number, direction number (“0” or
and stage number (unique bus stop ID). Some corrupt data can be rejected at this stage. The type of every ticket is examined, and only tickets of selected types go to further processing. The enhanced ticket records are then split by weeks, and, finally, the week files are sorted by customer numbers (the ticket type is treated as part of the customer number), whereby they can be split into weekly records of individual customers. A weekly record consists of a sequence of trips; each trip is documented by day of the week, time of day, route number, direction number, and stage number. There is no information about where the customer alighted. The average number of trips per week per passenger is approximately 13.

The next step is to convert the route and stage data to geographical coordinates so we can see for any two trips if they started at close locations or not. Geographical coordinates of each stage (there are approximately 1,000 stages) are known. From the direction of the trip (one of the two alternatives), we can derive the list of stages ahead of the boarding stage and approximate the intended direction of the customer. Some very short weekly records (three or fewer trips per week), as well as some considered corrupt (too quick a movement between geographically remote points), have been excluded. Thus, the objective of this study is to determine whether customers can be identified by their weekly “baskets,” each containing about 13 trips starting from a choice of about 1,000 locations.

Figure 1 shows the contents of a sample basket from the week starting December 6, 1998, ticket type 691 (Weekly Student City zone) and ticket number 6197. The columns show the day of the week, time of departure, stage coordinates in meters, and stage name (typically, the error in the coordinates is within 50 meters, which is sufficient to enable identification of a particular bus stop).

Figure 2 shows another basket, starting December 13, with the same ticket type 691 but a different ticket number 6201. This basket was chosen to be similar to the preceding basket displayed in Figure 1, and it is a plausible hypothesis that it was the same person in both cases. However, there is no way of verifying the hypothesis because tickets of type 691 are only valid within a week. This why in the following discussion we concentrate on monthly types where the serial numbers provide a clue.

Table 1 shows the ticket types considered. The numbers given for issued tickets represents the number of customers, after the filtering, for one sample week, starting September 6.
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Table 1. Ticket Types

<table>
<thead>
<tr>
<th>Ticket Type</th>
<th>Description</th>
<th>Issued Tickets</th>
</tr>
</thead>
<tbody>
<tr>
<td>433</td>
<td>Monthly Adult Short Hop Bus/Rail</td>
<td>622</td>
</tr>
<tr>
<td>457</td>
<td>Monthly Student Short Hop Bus/Rail</td>
<td>1216</td>
</tr>
<tr>
<td>705</td>
<td>Monthly Adult City zone (Airings...)</td>
<td>397</td>
</tr>
<tr>
<td>710</td>
<td>Monthly Adult Travelwide</td>
<td>160</td>
</tr>
</tbody>
</table>

Unfortunately, most popular weekly ticket types have more customers (e.g., type 671, Weekly Adult City zone, has about 9,000 customers weekly). Hence, customer identification for those types is far more difficult than in the cases with known answers.
Measuring Similarity Between Customer Records

The simplest idea for finding the same customer in a different week is to define a measure of similarity between two customer records and then to look for the best match for a specific customer record. The general idea behind the measure is that if two records are considered similar, ideally every trip in one customer record (denoted by $R$) should have a close counterpart in the other record (denoted by $R'$). The idea of identifying similarity between customers was used prior to this work in the retail sector, but this is the first time it has been used on public transport magnetic ticket data and on public transport customers. Of course, we then have to define which single trip is considered similar to which other trip; a trip being defined by the starting location, direction, and time of day (we ignore day of week for the time being) should be defined in terms of closeness of the components. If the closeness were defined as a Boolean function with only two values, we could solve a discrete task of assigning to each trip in $R$ a close trip in $R'$ (a sort of assignment problem). Using a fuzzy approach, each trip in $R$ is matched with each trip in $R'$, producing a numeric value. This value will be high for similar trips and close to 0 for differing trips. If we add together the values for all pairs, only the pairs with a good match will contribute significantly to the sum. So, the higher the sum, the better the match.

The similarity function is defined in several stages:

1. Defining the weight of a trip
2. Estimating the direction vector of a trip
3. Comparing two trips from different customer records
4. Consolidating data per starting location
5. Symmetrization
6. Defining scaling factors

Some of the stages were added during experiments, but no estimation was made of the effect of every single improvement, although the general impression was that each of them improved performance slightly.

Defining the Weight of a Trip

There are two reasons to ascribe different weights to trips. One is that a trip is regarded not as an independent choice of the customer, but rather as a completion of the preceding trip because the customer had to change buses. This can be decided on the basis of the time elapsed since the previous boarding and the
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distance between the two locations. Distances are computed just as Euclidean distances, without reference to streets of the town or barriers such as railways, rivers, and canals. The estimation of the probable speed takes account of early morning and late evening hours when speed is higher because traffic is low, as well as of special express routes with few intermediate stops (recognized by route number); the estimated ratio of “town distance” to Euclidean distance is included in the constants used.

If the distance estimated from the time interval between the two boardings and the estimated speed turns out to be less than actual (Euclidean) distance, the weight of the trip is decreased by multiplying it by the ratio of the two distances.

The other reason for weighting is frequency of stages. A rarely used stage should contribute more to the differentiation of customers than a more popular stage (e.g., a location in the center of the town). The weight factor reflecting this is taken to be proportional to the negative logarithm of the stage frequency (the intuition behind this function is that in other tasks, based on the maximum likelihood principle, logarithms of frequencies have to be added together—no other serious reason, but a function with a similar behavior has to be chosen in any case).

**Estimating the Direction Vector of a Trip**
The length of the vector will correspond to the degree of certainty; it can be 1, 0.25, or 0 (if there is no information about the direction). If this trip is followed by another trip taken on the same day and the trip starts from a different location, the estimation of the direction is based on the next starting location. From all stages ahead on the same route, a stage closest to the next location is sought. If it is actually closer to the next location than to the starting location of the current trip, the direction from the current location to that stage is taken with the length of the direction vector equal to 1. If there is no information about stages ahead, we take the direction to the next starting location with the vector length equal to 0.25. If there is no next trip on the same day, the best guess for direction is the farthest stage ahead. In that case, the length of the distance vector is also 0.25.

**Comparing Two Trips from Different Customer Records**
A similarity measure between two trips is defined as a fraction, with the denominator based on the distances between the corresponding parameters of the two trips, so the higher the distances the lower the value.

The denominator consists of 1, plus the squared distance between the starting locations, divided by an appropriate scaling factor, plus the squared difference
between the starting times of day, also divided by an appropriate scaling factor. The scaling factors are discussed later in this article.

The numerator consists of the product of the weights of the two trips multiplied by 1 plus the scalar product of the two direction vectors (thus, in the worst case, when the direction vectors are opposite and both of length 1, the similarity will be reduced to 0).

**Consolidating Data per Starting Locations**

Typically, several trips in a customer record have the same starting location (e.g., in daily commuting from home to work). Bringing together all data for the same starting location should help estimate the role of this location in the other customer record. For a location in \( R \), we add up similarity scores for all trips in \( R \) starting from this location and all trips in \( R' \), as defined in the preceding section, to obtain a relevant figure. In this addition, some trips clearly not related to the current location will have a contribution close to 0. It is the higher values, corresponding to similar trips, that matter, and their sum is divided by the sum of all weights from \( R' \) (which were used as factors in each of the constituent scores). This will estimate the role of the chosen location from \( R \) and is denoted by \( Z \). It will be compared with \( W \), the total weight of the trips from \( R \), starting at the location in question.

The maximum possible value for \( Z \) is \( 2W \) (attained when all scalar products are equal to 1, and locations and times coincide), but actually it should be much lower. Matching the values of \( W \) and \( Z \) is a very sensitive point in the whole procedure. If we chose just to add up the values of \( Z \) for all locations in \( R \), it would give an unfair advantage to an \( R' \) record containing too many trips starting from the same location as one location in \( R \). Some customer records actually have a very simple structure, just daily repetitions of almost the same trip, and in experiments such records (as \( R' \)) were too often selected as best matches for \( R \). Hence, we should prevent high values of \( Z \) from making excessive contributions to the whole score. On the other hand, too low values of \( Z \) showing that the location is not represented in \( R' \) should produce a negative effect on the total measure of similarity. In such instances, a special function of \( W \) and \( Z \) was defined for the contribution of the given location to the total score (in the end the whole sum is divided by the sum of all weights in \( R \) to make the result less dependent on the number of trips in \( R \)). We will denote the result by \( \alpha(R, R') \).
To define the function mentioned in the preceding paragraph, a computation was performed based on all matches between records of two neighboring weeks belonging to the same customer. This was a linear regression of \( Z \) by \( W \), giving a sort of expectation of \( Z \) for each given value of \( W \). Similarly, a quadratic regression was computed for the squared difference between \( W \) and the predicted “mean” value, thus providing an estimation for the variance of \( Z \) for given \( W \). In every case the value of \( Z \) is normalized according to these estimated values (in fact, the estimation for the variance obtained from the quadratic regression can be equal or less than 0 for small values of \( W \), and these cases are excluded from the summation). Next, the normalized value of \( Z \) is transformed by applying a function such that it is monotone and has an upper bound (in a somewhat arbitrary manner it was chosen to be \( 1 - e^{-1.5(Z + 1)} \)), and then multiplied by \( W \).

**Symmetrization**

The similarity function \( \alpha \), as defined above, is deliberately asymmetric in \( R \) and \( R' \), and the initial idea was to look for the best match for \( R' \) based on properties of \( R \). The asymmetry is further enhanced by the choice of the scaling factors mentioned above and is also dependent on \( R \) (discussed below). However, in the final version, a symmetric similarity function was built by the following procedure. For a pair \((R, R')\) four values are computed: \( \alpha(R, R) \), \( \alpha(R, R') \), \( \alpha(R', R) \), and \( \alpha(R', R') \). By computing such vectors for a number of pairs when it is known in each case whether they belong to the same customer, we build a quadratic discriminant function to distinguish between the two cases (no \textit{apriori} probabilities are used, hence the constant member of this function is arbitrary, but this does not affect the search for the maximum). The value of this function, denoted by \( \delta(R, R') \), serves as the symmetric measure of similarity.

**Defining Scaling Factors**

The scaling factors used above are needed to define which distance between two starting locations is essential and which difference between starting times is essential. The underlying idea is that customers can choose arbitrarily or, for insignificant external reasons, between several available starting points if they are almost equally remote from the actual (unknown to us) starting location or from one another.

Which distances are significant depends on the individual’s habits and should be defined from this individual’s behavior, though there is a default value of a “small distance.” To infer the typical small distance for a specific customer, distances are analyzed between all pairs of points in the weekly record. By sorting them in the
ascending order, we expect to find a gap between “small” and “big” distances (we have a preset upper bound above, so only the gaps below the limit are considered). We are looking for bigger gaps, but only if a sufficient number of distances are below the gap. We multiply the size of the gap by the total weight of distances below it, and take the lower end of the gap with the highest product (the weight of a distance is the product of the weights of the two trips from which the starting points were taken). If this procedure yields 0, the default value is used. The value obtained is the value by which the distance between the two locations is divided before squaring and adding to 1, as mentioned earlier. (A more theoretically sound alternative to this primitive approach would be a kind of cluster analysis of the set of distances, but many clustering procedures are also based on ad hoc choices.)

For time differences a similar approach is used, but a distinction is made between morning trips on weekdays, which are expected to follow a more regular pattern, and all other trips. So three time bands are defined: the division between morning trips on weekdays and other trips on weekdays, the scaling factor for time differences of general trips, and another scaling factor for morning weekday trips. In all three cases, the same approach is used as for distances, with a priori upper limits and default values and the process of finding the “best gap.”

The choice of scaling factors, based on a single individual, is one more source of asymmetry between $R$ and $R'$, because only $R$ is used to define the values.

**Finding Best Matches among Other Customers**

As stated above, the simplest idea of finding the same customer in another week is, for a given customer $R$, to find the $R'$ among the other week's customers that maximizes the value of $\alpha(R,R')$, or alternatively, of $\alpha(R',R)$ or $\delta(R,R')$. Table 2 presents the results for the week starting September 6, 1998.

Two obvious observations can be made from this table. First, the fewer the customers in a type, the better the results (with smaller choices it is harder to err). Second, of the three types of similarity measures, the best results are exhibited by $\alpha(R,R')$, the first function (which was designed with this type of search in mind).

Customer behavior might substantially change in the next week. The same customer may be simply absent in the other week (because he or she had less than four trips). Or, even if the same ticket is present in the other week, the pattern of usage might differ from the current week beyond recognition (for example, someone else was using the ticket while the owner was not in need of it). Figure 3 shows
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Table 2. Results for Week of September 6, 1998

<table>
<thead>
<tr>
<th>Ticket Type</th>
<th>433</th>
<th>457</th>
<th>705</th>
<th>710</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of customers</td>
<td>622</td>
<td>1216</td>
<td>397</td>
<td>160</td>
</tr>
<tr>
<td>Same customers present in the next week</td>
<td>528</td>
<td>1007</td>
<td>340</td>
<td>147</td>
</tr>
<tr>
<td>Percentage of all customers</td>
<td>84.9</td>
<td>82.8</td>
<td>85.6</td>
<td>91.9</td>
</tr>
<tr>
<td>Best match by $\alpha(R,R')$ is correct</td>
<td>354</td>
<td>490</td>
<td>273</td>
<td>127</td>
</tr>
<tr>
<td>Percentage of all customers</td>
<td>56.9</td>
<td>40.3</td>
<td>68.8</td>
<td>79.4</td>
</tr>
<tr>
<td>Best match by $\alpha(R',R)$ is correct</td>
<td>254</td>
<td>268</td>
<td>205</td>
<td>92</td>
</tr>
<tr>
<td>Percentage of all customers</td>
<td>40.8</td>
<td>22.0</td>
<td>51.6</td>
<td>57.5</td>
</tr>
<tr>
<td>Best match by $\delta(R,R')$ is correct</td>
<td>345</td>
<td>445</td>
<td>262</td>
<td>121</td>
</tr>
<tr>
<td>Percentage of all customers</td>
<td>55.5</td>
<td>36.6</td>
<td>66.0</td>
<td>75.6</td>
</tr>
</tbody>
</table>

Figure 3. Example of Monthly Ticket Data

It would be interesting to estimate the number of such cases, but to compute it from the data, we need a formalization of the meaning of “differ beyond recognition.” For a fair assessment of the efficiency of our method, this definition should be independent from the functions we use in the search. Surveying examples of pairs with the lowest values of the similarity function shows that very often intuitively we can observe some similarity even if the function gives a low value.

In respect to customers with weekly tickets, their usage behavior may differ from that of monthly ticket users. It was actually observed that the percentage of customer records discarded due to low usage is much lower for weekly tickets; the
obvious explanation is that if a weekly ticket user does not expect to travel much in the next week, this type of ticket will not be purchased.

The analysis presented here enables public transport companies to improve their operations in a number of ways. First, it helps the company to identify the difference in travel patterns of core users. Second, the transfers between different services allows the operator to see the demand for trips involving more than one service and could potentially provide useful information on the development of new services (e.g., in the case where there is a large number of travelers starting from origin A and ending at origin C with a transfer point at B, the operator might decide to offer services starting at A and ending at C). The data can also be used to measure the possible waiting time at transfer points and to reduce this where possible.

Conclusions

This article introduced a method that facilitates finding customer ticket IDs without knowing the identity of a passenger for longer than the validity of the ticket itself. The method uses different sets of weights that are calculated to compare weekly journey patterns of individual passengers. Data attributes such as time, distance, direction, and starting location were used to calculate a weight, which then facilitates an estimate whether the two currently compared ticket IDs originate from the same customer.

The results revealed the following two main observations:

1. The fewer the customers in a ticket type, the better the results. This observation has, therefore, a negative influence for popular ticket types or for large networks with a small variety of ticket types.

2. The $\alpha(R,R')$ achieves the best results. Using $\alpha(R,R')$ on the ticket types 433, 457, 705, and 710 resulted in a positive ticket identification of 56.9 percent, 40.3 percent, 68.8 percent, and 79.4 percent, respectively. The $\delta(R,R')$ produces the second best results, which are marginally below the results calculated by $\alpha(R,R')$.

The method successfully identifies a percentage of passengers and their ticket ID of the next validity period. Considering that behavioral studies are mostly carried out on a smaller subset of passengers, the proposed method may be sufficient to chain together passengers’ weekly travel records.
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