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Abstract:


Mineral ontogeny is the study of the growth and development of mineral deposits in general and, in the present context, speleothems in particular. Previous researchers, mainly in Russia, have developed a nomenclatural hierarchy based on the forms and habits of individual crystals and the assembly of individual crystals into both monomineralic and polymineratic aggregates (i.e. speleothems). Although investigations of the growth processes of speleothems are sparse, there is a large literature on growth processes of speleothem minerals and related crystals in the geochemical and materials science literature. The purpose of the present paper is to sort through the various concepts of crystal growth and attempt to relate these to observations on speleothems and to the Russian conceptual framework of mineral ontogeny. For calcite, the most common mineral in speleothems, the activation energy for two dimensional nucleation (required for the growth of large single crystals) is almost the same as the activation energy for three-dimensional nucleation (which would result in the growth of many small crystals). Calcite growth is highly sensitive to minor impurities that may poison growth in certain crystallographic directions or may poison growth altogether. Extensive recent research using the atomic force microscope (AFM) provides many details of calcite growth including the transition from growth on screw dislocations to growth by two-dimensional nucleation. The deposition of aragonite speleothems requires metastable supersaturation curve and is usually ascribed to the impurities Mg$^{2+}$ and Sr$^{2+}$. AFM studies reveal that Mg$^{2+}$ poisons calcite growth by blocking deposition sites on dislocations, thus allowing supersaturation to build up past the aragonite solubility curve. Sr$^{2+}$ precipitates as a Sr-rich nucleus with the aragonite structure which acts as a template for aragonite growth. The different morphology of gypsum speleothems can be explained by the different growth habit of gypsum. Examples of twinned growth, dendrite growth, and spherulitic growth are common in the crystal growth literature and can be used to interpret the corresponding cave forms. Interpretation of polymineratic aggregate growth follows from individual crystal mechanisms. Interpretation of polymineratic aggregate growth requires knowing the evolving chemistry which in turn requires new methods for the sampling and analysis of microliter or nanoliter quantities of fluid.
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INTRODUCTION

Caves are wonderful laboratories in which to study the growth of crystals. The environmental conditions of temperature and water vapor partial pressure remain precisely constant for very long periods of time. Carbon dioxide partial pressures and rates of infiltrating water often cycle seasonally or fluctuate with storm flow but between well-defined limits. In caves, time, which is an essential parameter for the growth of large crystals, is in abundant supply. As a result, the crystals that make up speleothems occur on size scales from millimeters to many centimeters (or many meters in the case of the Naica gypsum crystals (Badino et al., 2011). Because growth is into the open cave passage, crystals are free to develop whatever morphology is demanded by their growth mechanisms. The end results are the myriad speleothem shapes that form the subjects for the many dazzling photographs that have been taken in caves.

Studies of cave minerals in the West – “West” here referring mostly to the United States, Canada, and Western Europe – have focused on five aspects of the subject:

1. The identification of minerals that occur in caves.
As of 1997 when Hill and Forti published their monumental treatise on cave minerals, more than 250 minerals had been identified as forming in the cave environment (Hill & Forti, 1997). The most recent compilation brings the number to 319 (Onac & Forti, 2011a). Of these, calcite, aragonite, and gypsum are the most common and their growth is the subject of this review.
2. At macro scales, the description and distribution of speleothems. There have been numerous attempts to describe and classify speleothems according to their external form. Because of their intrinsic esthetic value, cave photographers have accumulated a very large, if informal, data base on the external forms of speleothems.

3. The geochemical mechanisms responsible for the deposition of cave minerals. These studies include equilibrium chemical reactions and precipitation kinetics and also include bulk growth rates for some speleothems. These investigations would be called phylogeny in the Russian literature. Examples would be Holland et al.’s (1964) model for carbonate mineral deposition in caves and also calculations on the thermodynamic stability of a variety of carbonate and sulfate minerals (White, 1997).

4. Use of speleothem microstratigraphy, isotope and trace element profiles, and luminescence and color banding as paleoclimatic records. This is a very active area of research and has implications that go far outside of cave-related sciences (Perrette, 1999; McDermott, 2004; White, 2004; Fairchild & Treble, 2009; Fairchild & Baker, 2012).

5. Cave mineral ontogeny. Only sparsely represented on this list of investigations are studies of the interrelationships between the individual mineral crystals and the macroscopic speleothem – that is, studies that take into account growth mechanisms and kinetics of growth with respect to crystallographic directions in mineral crystals.

It is precisely the investigation of the intermediate scale structures that has occupied the attention of Russian mineralogists and which has been described as the ontogeny of cave minerals. The term “ontogeny” (spelled “onthogeny” by Maltsev (1997)) is borrowed from biology and refers to the forms and interrelationships of the mineral crystals that make up the overall mineral body. Much of this work has been hidden behind language barriers. Recently accounts in English have begun to appear as translations of books (Grigor’ev, 1965) and in journals (Maltsev, 1997; Stepanov, 1997, 1999; Slyotov, 1999; Self & Hill, 2003, 2005) making possible a critical evaluation of the concepts. The hierarchy of forms, as summarized by Self & Hill (2005) (Table 1) will serve as a guide for the discussion. Descriptions and photographs of each of the forms are given in Self & Hill (2003).

More controversial is the claim that mineral ontogeny is a distinctly different and wide-ranging branch of genetic mineralogy which is largely unknown in the West (a claim made by Maltsev (1997) and by Self & Hill (2003)). With respect to speleothems, it is certainly true that relatively little has been reported on the interrelationships of the crystals that make up speleothems although there have been some textural and petrographic investigations (Folk & Assereto, 1976; Cabrol, 1978; Kendall & Broughton, 1978; Ghergari & Onac, 1995; Railsback 2000; Frisia et al., 2000). It is discouraging that the most comprehensive description of speleothem external forms and internal crystalline arrangements was written more than 100 years ago (Prinz, 1908). With respect to mineralogy in general and with respect to growth of synthetic crystals for various technological applications this claim is certainly not true. Grigor’ev’s book contains much of the same information found in English language books on crystal growth except that the emphasis is on minerals rather than synthetic crystals.

The objective of the present review is to sort through the crystal growth and related literature and locate information that may relate to speleothems. This in turn can be compared to the Russian conceptual framework of mineral ontogeny. There is, as expected, a quite large literature on the growth of the primary cave minerals calcite, aragonite, and gypsum although not with regard to their occurrence in caves.

**Table 1. The hierarchy of mineral ontogeny (from Hill and Self, 2005)**

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0. ZERO LEVEL</td>
<td>Subindividuals</td>
</tr>
<tr>
<td>1. FIRST LEVEL</td>
<td>Mineral Individuals</td>
</tr>
<tr>
<td>1.1 First-order individuals</td>
<td></td>
</tr>
<tr>
<td>1.2 Second-order individuals</td>
<td></td>
</tr>
<tr>
<td>1.2.1 Split crystals</td>
<td></td>
</tr>
<tr>
<td>1.2.1A Spherulites</td>
<td></td>
</tr>
<tr>
<td>1.2.1B Spherulite bunches</td>
<td></td>
</tr>
<tr>
<td>1.2.1C Discospherulites</td>
<td></td>
</tr>
<tr>
<td>1.2.1D Spheroidalites</td>
<td></td>
</tr>
<tr>
<td>1.2.1E Sphercrocrystals</td>
<td></td>
</tr>
<tr>
<td>1.2.2 Skeleton crystals</td>
<td></td>
</tr>
<tr>
<td>1.2.3 Twin crystals</td>
<td></td>
</tr>
<tr>
<td>1.2.4 Screw crystals</td>
<td></td>
</tr>
<tr>
<td>1.2.5 Block crystals</td>
<td></td>
</tr>
<tr>
<td>1.2.6 Complex</td>
<td></td>
</tr>
<tr>
<td>2. SECOND LEVEL</td>
<td>Assemblages of Individuals</td>
</tr>
<tr>
<td>2.1 Aggregates</td>
<td></td>
</tr>
<tr>
<td>2.1.1 Parallel-columnar aggregates</td>
<td></td>
</tr>
<tr>
<td>2.1.2 Spherulitic aggregates</td>
<td></td>
</tr>
<tr>
<td>2.1.2A Core spherulites</td>
<td></td>
</tr>
<tr>
<td>2.1.2B Irregular spherulites</td>
<td></td>
</tr>
<tr>
<td>2.1.3 Radial-fibrous aggregates</td>
<td></td>
</tr>
<tr>
<td>2.1.4 Branching aggregates</td>
<td></td>
</tr>
<tr>
<td>2.1.4A Corallites</td>
<td></td>
</tr>
<tr>
<td>2.1.4B Crystallicites</td>
<td></td>
</tr>
<tr>
<td>2.1.5 Fibrous aggregates</td>
<td></td>
</tr>
<tr>
<td>2.1.6 Interactive aggregates</td>
<td></td>
</tr>
<tr>
<td>2.1.7 Other aggregates</td>
<td></td>
</tr>
<tr>
<td>2.2 Multiaggregates</td>
<td></td>
</tr>
<tr>
<td>2.2.1 Polyminal multiaggregates</td>
<td></td>
</tr>
<tr>
<td>2.2.2 Polytectural multiaggregates</td>
<td></td>
</tr>
<tr>
<td>2.2.3 Hybrid multiaggregates</td>
<td></td>
</tr>
<tr>
<td>2.3 Pseudoaggregates</td>
<td></td>
</tr>
<tr>
<td>2.3.1 Tufaceous mineral bodies</td>
<td></td>
</tr>
<tr>
<td>2.3.2 Moonmilk</td>
<td></td>
</tr>
<tr>
<td>3. THIRD LEVEL</td>
<td>Assemblages of Aggregates</td>
</tr>
<tr>
<td>3.1 Koras</td>
<td></td>
</tr>
<tr>
<td>4. FOURTH LEVEL</td>
<td>Assemblages of Koras</td>
</tr>
<tr>
<td>4.1 Ensembles</td>
<td></td>
</tr>
</tbody>
</table>

**SOME HISTORICAL BACKGROUND**

Because ontogeny and phylogeny of minerals divided into separate fields of study in Russia in the 1920's (Maltsev, 1997; Self & Hill, 2003), it is helpful to begin the historical record somewhat farther back in time. The interesting question is why the subject
separated in Russia but not (?) in the West. Here follows a few historical milestones, the early ones drawn from von Laue (1965).

The roots of crystallography run deep. The external symmetry of crystals had been noted since ancient times. Discovery of the invariance of interfacial angles dates back to Niels Stensen in 1669 and generalized by Jean-Baptiste L. Romé de L'Isle in 1772. By 1830 J.F.C. Hessel had classified naturally occurring crystals according to their symmetry and had identified the 32 crystal point groups. This permitted the construction of a systematic crystallography based on the external forms of crystals (e.g. Naumann, 1856). The concept of the space lattice is even older (there are hints of it in a pamphlet written by Johannes Kepler in 1611) but evolved more slowly so that by 1850 Moritz L. Frankenheim and August Bravais had described the 14 space lattices possible in three dimensions that correspond to the 32 crystal point groups. The infinite lattice admits more symmetry operations (now known as screw axes and glide planes) than are possible for point symmetries. The complete problem, connecting the Bravais lattices with all possible symmetry operations, was solved independently in 1890 by Evgraph S. Fedorov and Artur Schoenflies. The result was the 230 space groups which form the basis for crystallography.

Mineralogy in these early years consisted of identifying possible new mineral species by bulk chemical analysis and by the external habit of the crystals. One primary motivation for the chemical analyses was the possibility of discovering new elements. The concept of the periodic table was being constructed over the same time interval that the mathematical foundations of crystallography were being laid.

It is important to understand that in 1890, when the essential mathematical structure of crystallography was complete, not only was the internal structure of crystals unknown but even the existence of atoms was still in dispute. Atoms were regarded by many as simply a bookkeeping device that allowed the chemists to balance their reactions. There had been much speculation about the internal make-up of crystals but there was no experimental method to distinguish between the many hypotheses. The breakthrough that made crystallography an experimental science rather than a branch of mathematics was Roentgen's discovery of X-rays in 1895. That breakthrough sent a few historical milestones, the early ones drawn from von Laue (1965).

Although new theoretical concepts and new experimental techniques offered the most exciting advances in mineralogy, they were not the primary reason for the decrease in the study of bulk crystals, their growth, and their interrelationships (i.e. mineral ontogeny). It was recognized that any given mineral would be described by only one of the 32 crystal symmetries and belong to only one of the 230 space groups, so there was the difficult question of why the same mineral frequently appeared in many different crystal habits. Why, for example, does calcite frequently occur in caves as the scalenohedron (dog-tooth spar) but in some caves as the rhombohedron (nail-head spar)? Calcite, in fact, has the largest number of distinct forms of any mineral; 600 forms have been claimed (Whitlock, 1909; Palache, 1943). Photographs of some spectacular examples were published by Huizing et al., (2003).

The various habits arise because of differing growth rates in different crystallographic directions. Sorting out what controls growth and habit attracted attention from a number of prominent scientists in the late 19th Century including Daniel and Pierre Curie. It was relating the structure of crystals to their physical properties (mainly electrical and magnetic) that led Pierre Curie to the famous Curie groups – sets of symmetry operations of higher order than the 32 crystallographic point groups. The reason why investigations of crystal growth morphology and crystal habit were largely abandoned is that the investigations were going nowhere. Growth rates of individual crystal faces, nucleation of additional crystals, twinning, splitting, and other processes responsible for mineral ontogeny all depend on details of surface structure and adsorbed impurities on the growing surfaces. The effect of impurities was particularly frustrating because there were obvious effects but these were often irreproducible and erratic. In the late 19th Century and early 20th, there were neither experimental tools nor enough control over chemical purity to make sense out of the results of the many crystal growth experiments. Many investigators found more rewarding topics on which to invest their time although a few kept on. Discoveries of importance included various mathematical models for crystal growth and the discovery of crystal dislocations. The latter were first revealed by the investigations of etch pits by Arthur P. Honess (1927). The discovery of dislocations, particularly screw dislocations, provided an important component to the study of crystal growth mechanisms and extended the theory that was based on classical thermodynamics (Burton et al., 1951). The pre-World War II state-of-the-art is summarized in considerable detail by Buckley (1951).

The problems, of course, did not go away but instead underwent a change of venue. The driving force was no longer basic science questions in mineralogy, but the practical need to grow crystals of materials...
required by the fledgling electronics industry. Three crystals stand out in the pre-war years: quartz, Rochelle salt (potassium sodium tartrate) and potassium dihydrogen phosphate (KDP). Single crystal quartz was, and still is, used as a frequency stabilizer in electronic oscillators. The latter two crystals are piezoelectric and were used as transducers, converting mechanical vibrations into electrical signals in early phonographs, microphones and other applications. In the immediate post-war years there developed an even larger demand for high quality single crystals: Quartz certainly, also silicon and germanium for transistors and later chips for integrated circuits, ruby and sapphire for lasers, III-V compounds (GaAs, GaP, InN etc) as semiconductors and as diode lasers and light emitting diodes – the list is a very long one. There was a huge renaissance in crystal growth research beginning in the 1960’s including the establishment of journals devoted entirely to publishing papers on crystal growth (see e.g. Peiser, 1966). Cave minerals may not have received much attention but many other materials certainly did.

The heyday of crystal growth research extended from the 1950’s to the 1980’s with many of the basic principles set down as early as the 1940’s. Because many of the technologically important crystals are refractory, the methods included growth by cooling the melt, growth from high temperature molten salt solvents, growth from hydrothermal solutions, and growth from the vapor. Growth from ambient temperature aqueous solutions was relatively less important although there were some exceptions such as the growth of triglycine sulfate, an infrared detector material. For a sense of this very large and complex enterprise see Gilman (1963) and Bardsley et al. (1979).

Invention of new experimental tools, especially the scanning electron microscope and the atomic force microscope, and the development of computer programs for molecular dynamics simulations of high precision, have allowed investigators to return to problems involving the mineral-water interface, especially the adsorption of impurities. For the beginnings of this new visitation of interface problems see the collection of review articles edited by M.F. Hochella & A.F. White (1990). They may not be called mineral ontogeny, but investigations of mineral surfaces and the growth of new crystals on them is a booming enterprise today. Some of these new results, especially with regard to the growth of calcite, will appear in sections that follow.

THE GEOCHEMISTRY OF CRYSTAL GROWTH IN CAVES

Minerals in caves are deposited by a variety of geochemical mechanisms depending on the lithology of the bedrock, on the temperature, and on the transport mechanisms. Thus one could consider minerals in volcanic caves, in sandstone caves, and in hypogenetic caves where highly reducing, sulfide-bearing solutions may be the transporting agents (Onac & Forti, 2011b). The discussion in the present paper is limited to the low temperature, aqueous environment of solution caves in carbonate and gypsum rocks.

Minerals in karst caves form by precipitation from aqueous solutions, usually under isothermal condi-
tions. The solubilities of the carbonate minerals calcite and aragonite depend on carbon dioxide pressure and temperature (Fig. 1) and also on the ionic strength of the solution. The latter is responsible for mixing zone dissolution and the formation of halocline caves. As can be seen from Fig. 1, the calcite and aragonite solubility isotherms overlap. Aragonite is more soluble than calcite but not a great deal more soluble. Precipitation of either phase at constant temperature can be achieved by loss of carbon dioxide. The carbonate phases can also be precipitated by loss of solvent (evaporation).

The precipitation of gypsum is simply the recombination of calcium and sulfate ions with no chemistry involved and no dependence on the CO₂ pressure. Gypsum precipitation is achieved under isothermal conditions by loss of solvent. Gypsum solubility is a rather strange function of temperature (Fig. 2). Account must also be taken of the possible dehydration of gypsum to anhydrite. In addition to the effect of temperature, solutions of high ionic strength, which reduces the activity of water, can also precipitate anhydrite. The intermediate phase bassanite, CaSO₄·½H₂O, does not usually appear in the cave environment.

The driving force for any crystal growth is supersaturation. That is, the concentration of dissolved species in solution must be higher than the equilibrium solubility. The concentrations of dissolved carbonate in supersaturated solutions would plot to the left of the equilibrium solubility curves in Fig. 1. Different investigators use many different definitions of supersaturation (and likewise are not consistent in their choice of symbols). Commonly used in the crystal growth literature is supersaturation written in terms of concentration

\[ \sigma = \frac{C - C_0}{C_0} \quad \text{or} \quad \sigma = \frac{C}{C_0} \]  

\( C \) is the solution concentration of the ions that form the growing crystal and \( C_0 \) is the equilibrium concentration.

Equation (1) can also be written as the ratio of mole fraction of solute, \( X_i \), compared with the mole fraction of solute in solution at equilibrium, \( X_i^0 \).

\[ \alpha = \frac{X_i}{X_i^0} \]  

(2)

Supersaturation can be defined as the saturation ratio which for calcite is

\[ \Omega = \frac{a_{\text{CaCO}_3} a_{\text{CO}_3^2^-}}{K_C} \]  

(3)

As a fourth alternative, the saturation state can be written as the saturation index

\[ SI_C = \log \Omega = \log \frac{a_{\text{CaCO}_3} a_{\text{CO}_3^2^-}}{K_C} \]  

(4)

Equation (4) is also written as the natural logarithm of \( \Omega \) rather than the base-10 logarithm. In equations (3) and (4) \( K_C \) is the solubility product constant for calcite which is a function of temperature. The supersaturation with respect to aragonite would be obtained by replacing \( K \) with \( K_a \), the solubility product constant for aragonite. The \( a \)'s are thermodynamic activities for \( \text{Ca}^{2+} \) and \( \text{CO}_3^{2-} \) respectively. Activities are the thermodynamically ideal concentrations. They are related to the actual chemical concentrations through the activity coefficients. For any species, \( i \),

\[ a_i = \gamma_i m_i \]  

(5)

The concentrations, \( m_i \), are usually given in molal units. The activity coefficients, \( \gamma_i \), depend on the ionic strength of the solutions and can be calculated by geochemical methods (e.g. Langmuir, 1997).

The saturation state for gypsum could also be written in any of these ways except that concentrations or activities of \( \text{Ca}^{2+} \) and \( \text{SO}_4^{2-} \) would enter the equations.

**CONCEPTS OF CRYSTAL NUCLEATION AND CRYSTAL GROWTH**

The precipitation of a solid from a homogeneous solution requires two distinct steps. The first is the nucleation step in which the first bit of crystalline solid is organized from the random arrangement of ions or molecules in the parent liquid. The second is the growth step in which additional material is deposited on the existing nucleus. Nucleation may be homogeneous, in which nuclei form directly from the liquid, or it may be heterogeneous in which existing crystal seeds, solid impurities, or the container surface act as initial nuclei on which additional material is deposited.

**Classical theory of homogeneous nucleation**

There is an energy barrier to the formation of nuclei since energy is required for the formation of the solid/liquid interface. This is the reason that nucleation must always take place at a finite supersaturation. Supersaturation can be achieved by lowering the temperature (most solids are more soluble in warm solutions than in cold solutions), by evaporating the solvent, or, in the case of calcite and aragonite deposition in caves, by decreasing the solubility of the minerals through de-gassing carbon dioxide.

Derivations of classical nucleation rate follow directly from thermodynamics. There are various formulations; the one given below is from Nancollas & Purdie (1964). The energy, \( G \), required to form a cluster of radius, \( r \), (here assumed to be spherical) contains a surface free energy part (positive) and a volume free energy part (negative).

\[ G = 4\pi r^2 E_s - \frac{4}{3}\pi r^3 \Delta G_v \]  

\( E_s \) is the interfacial surface energy and \( \Delta G_v \) is the Gibbs free energy of the bulk crystal. The surface term destabilizes small clusters so a cluster will only become a stable crystal nucleus at some critical \( r \) where the volume term overrides the surface term. If we differentiate equation (6) and set \( dG/dr = 0 \), we can solve for the critical radius in terms of the surface and bulk free energies.

\[ r_c = \frac{2E_s}{\Delta G_v} \]  

(7)
If we now use the definition of supersaturation, $\alpha$, given in equation (2), the size of the critical nucleus can be calculated to be

$$r_c = \frac{2E_s V_m}{k_B T \ln \alpha} \quad \text{(8)}$$

$v_m$ is the molar volume of the nucleating species, $k_B$ is the Boltzmann constant, and $T$ is the absolute temperature.

An increase in supersaturation decreases the size of the critical nucleus and thus will favor nucleation since statistically there will be more small clusters than large ones. Once a critical nucleus has formed, it will act as a template for the further growth of the crystal. Thus a calcite nucleus will favor calcite growth whereas an aragonite nucleus will favor aragonite growth.

The value of $\Delta G_c$ for the critical nucleus can be calculated and from it the concentration of nuclei of critical size. From this can be calculated a nucleation rate, defined as the number of critical nuclei generated in a unit volume per second, $J$ (again following Nancollas & Purdie, 1964).

$$J = A \exp \left( -\frac{\Delta G_c}{k_B T} \right) = A \exp \left( -\frac{16\pi E_s V_m^2}{3(k_B T)^2 (\ln \alpha)^2} \right) \quad \text{(9)}$$

Much of the discussion in the crystal growth literature concerns the nature of the pre-exponential term, $A$. The lesson to be drawn for the present discussion is that the rate of nucleation is negligible until some critical supersaturation is reached after which nucleation increases extremely rapidly (Fig. 3).

The classical theory of crystal growth is quite elegant but it suffers from a serious flaw: for most cases, it doesn’t work. A fundamental assumption of the theory is that the nucleus is a perfect crystal with the same volume free energy as the bulk crystal. Nuclei of most materials including the common cave minerals are highly defective so that the fundamental assumption breaks down. The theory provides a good conceptual model but is not very helpful for quantitative calculations.

**Heterogeneous nucleation**

A heterogeneous nucleus is any substance – surface or particle – which can form a substrate on which the crystal of interest may be deposited. Heterogeneous nuclei are effective because they lower the energy barrier that would otherwise inhibit homogeneous nucleation. Heterogeneous nuclei are particularly effective when they have the same structure as the growing crystal in which case the overgrowth is called epitaxy. Sometimes quite different structures provide low energy sites on which the components of the crystal can deposit. Such structures are referred to as templates.

It is possible to use pre-existing particles of the desired phase as “seeds” on which larger crystals can be grown. Seeded growth is frequently used in crystal growth experiments. Use of seeds or templates is particularly helpful in growing large single crystals because the nucleation step is bypassed, allowing the growth of a few large crystals instead of the many small ones that would result from spontaneous nucleation.

**Growth by two-dimensional nucleation and growth on screw dislocations**

Two mechanisms of crystal growth are illustrated schematically in Fig. 4. If the growing crystal is perfect, ions drift down onto the growing face, move across the surface to an advancing layer of atoms, and attach themselves in perfect crystallographic register (Fig. 4A). When a layer of atoms is completed, a new layer must be started, and this process also requires
a finite supersaturation because the next layer must be created through a process of two-dimensional nucleation. Once the two-dimensional nucleus has been formed, it provides low energy sites along its boundaries for the deposition of ions; completion of the layer requires much less driving force than the initial formation of the two-dimensional nucleus.

Imperfect crystals contain regions of misaligned atoms known as dislocations. Screw dislocations take the form of spiral ramps (Fig. 4B) which in effect provide a never-ending ledge for the low energy deposition of atoms. For more information concerning growth on screw dislocations see Zhang & Nancollas, (1990). Growth on screw dislocations requires much lower supersaturation than does growth by two-dimensional nucleation and accounts for much of the discrepancy between experimental growth rates and the classical theory. The emergence of the screw dislocations from the crystal surfaces are also highly favorable sites for the adsorption of impurities. Thus crystal growth by this mechanism is especially sensitive to the presence of inhibitors or growth poisons which can be effective at very low concentrations (Sears, 1958).

The end product of mineral deposition may be a single crystal in which all deposition has taken place on a single nucleus or it may be a mass of small crystals. If growth takes place at high supersaturation, it will be energetically favorable to form many nuclei and the end product will be a polycrystalline mass. If the supersaturation is sufficient for two-dimensional nucleation but not sufficient for three-dimensional nucleation, then only a small number of nuclei will form and these will act as substrates for further growth resulting in a small number of large crystals. These are the conditions that one tries to achieve in the laboratory for the growth of synthetic gemstones, semiconductors, laser rods, and other single crystal materials. Single crystals in the cave environment are what the ontogeny scheme labels first order individuals and these are taken up first.

**FIRST ORDER INDIVIDUALS: THE CRYSTAL GROWTH OF CALCITE**

Because it is transported and recrystallized limestone, calcite is the dominant mineral in caves making up on the order of 80 – 95% of speleothem volume. However, calcite precipitation appears in many other situations in nature and in technology. Calcite, as single crystals of Iceland spar, is an important optical material. Calcite is an important feedstock in the chemical industry and is a component of many commercial products. Precipitated calcite forms boiler scale and clogs pipes, and calcite (and aragonite) makes up the shells of many organisms. Calcite, aragonite, and dolomite make up the bulk of marine sediments so there is a very large literature on the precipitation of these minerals from seawater (Morse et al., 2007). Leaving aside seawater issues, there remains a huge literature, much too large to completely review here, on calcite precipitation in fresh water reactions.

The precipitation and crystal growth of calcite is one of the most complex and paradoxical systems ever studied. A crystal-grower’s rule-of-thumb is that if a substance occurs widely in nature in the form of large mineral crystals, the substance will be relatively

![Fig. 5. The trigonal unit cell for calcite showing the layered structure perpendicular to the c-axis. The cleavage rhombohedron is drawn at the bottom.](image)

![Fig. 6. Sketches showing for calcite (a) the basic cleavage rhomb; (b) the prismatic habit; (c) the modified rhombohedron (Nailhead spar); (d) the scalenohedron (dog-tooth spar).](image)
easy to grow in the laboratory. Quartz is an excellent example of this guideline where the large hydrothermal crystals found in nature are duplicated on an industrial scale for the electronics industry. Calcite occurs in large, well-developed crystals as cold-water-deposited speleothems, as vug and vein fillings in limestone, as hydrothermal calcites associated with many ore deposits, in metamorphic rocks, and as the product of magmatic liquids in carbonatite rocks. In spite of this, optical grade calcite has not been grown in the laboratory. Hydrothermal fluids rich in \( \text{CO}_2 \) or containing high concentrations of alkali carbonates can be used as solvents for the growth of small calcite rhombohedra (Balascio & White, 1972) and there has been some success at calcite growth from high temperature fluxes. Reproduction in the laboratory of calcite crystals of the size seen in many cave deposits has never been achieved.

The crystal structure of calcite

The unit cells of calcite, dolomite, and other minerals with calcite-type structures have been refined several times (Effenberger et al., 1981; Reeder, 1983) but the structure determined by Bragg in 1914 remains basically correct. Calcite is rhombohedral (trigonal), space group \( R\bar{3}c \). The trigonal unit cell (Fig. 5) contains 2 formula units of \( \text{CaCO}_3 \). The structure is often drawn as a hexagonal cell with 6 formula units per cell and this is the cell used to write Miller indices for directions and faces. Calcite has a perfect \{10\overline{1}1\} cleavage which allows calcite crystals to be broken into rhombohedral fragments. The rhombohedral cleavage fragments, as shown on Fig. 5, do not correspond to the unit cell. The crystallographic c-axis which is also the axis of 3-fold symmetry is the vertical axis of Fig. 5.

The calcite structure consists of alternating layers of \( \text{Ca}^{2+} \) ions and triangular \( \text{CO}_3^{2-} \) ions. The carbonate ions have perfect 3-fold symmetry. The \( \text{Ca}^{2+} \) ions are surrounded by six oxygen ions forming trigonally distorted octahedra. The structure of dolomite is almost identical to that of calcite except that \( \text{Ca}^{2+} \) ions and \( \text{Mg}^{2+} \) ions are placed in alternating layers. The energy barrier to placing Ca and Mg in neatly ordered alternating layers is the primary reason that dolomite rarely appears as a primary precipitate from aqueous solution and thus rarely occurs in speleothems. The cation arrangement reduces the space group symmetry of dolomite to \( R\bar{3} \).

Three of the many habits of calcite, along with a sketch of the basic cleavage rhomb are show in Fig. 6. Very common for calcite that has grown in cave pools is the scalenohedron (Fig. 7). Masses of calcite crystals that have likely grown from hot solutions take a more complex pattern which includes some scalenohedra (dog-tooth spar) but also some modified rhombohedra (nailhead spar) (Fig. 8). Calcite with a prismatic habit is not common in caves but one very nice example was discovered in the Wishing Well Cave in Burnsville Cove, Virginia (Fig. 9).

Subindividuals: the domain structure of calcite

The hierarchy of speleothem ontogeny proposed by Self & Hill (2003) allowed for “subindividuals” at the zero level to account for the mosaic pattern found in many crystals. Single crystals, calcite included, are
made up of small blocks – mostly called “domains” – that are slightly out of register with each other. This phenomenon was first noted by A.H. Compton (1917) in early studies of X-ray diffraction and was later found to be a near-universal pattern in what are otherwise perfect single crystals. The domain mismatch for calcite is $8.5 \times 10^{-5}$ radians or 0.03°. The hierarchy of mineral ontogeny (Table 1) also allows for a second order individual called a “block crystal”. Block crystals (see Fig. 14 in Self & Hill, 2003) appear to be nothing more than single crystals in which the domain mismatch is somewhat larger than in typical crystals. Deciding when a domain boundary becomes a grain boundary and when a single crystal with a domain structure becomes polycrystalline depends on the properties of interest. The domain concept becomes particularly important when magnetic and electric properties of crystals are of concern (Newnham, 1974).

**Calcite growth rates from bulk solution measurements**

There is a very large literature on the bulk crystallization kinetics of calcite. The usual experimental setup is a reservoir of solution from which calcite can be precipitated by spontaneous nucleation or by seeded growth. Experimental variables include degree of supersaturation, temperature, pH, CO$_3$ pressure, ionic strength, and the presence of specific other ions whose influence on the growth process is being investigated. In addition to the simple reservoir and the many chemical variables, experiments can be set up to maintain constant pH, constant supersaturation, and to investigate the effects of fluid flow with various stirring and flow-through arrangements. These bulk experiments have relatively less application to the interpretation of calcite growth in cave environments and so only a few typical results are summarized here.

Most of the experiments use seeded growth so that the measurement is of the growth rate of pre-existing calcite nuclei. These, in turn, can be divided into experiments in which calcite is precipitated by the reaction of soluble salts such as Na$_2$CO$_3$ or K$_2$CO$_3$ and CaCl$_2$ or Ca(NO$_3$)$_2$ and experiments where calcite is precipitated from supersaturated calcium bicarbonate solutions.

Measurement of rates determined by calcite precipitation from soluble salts (Reddy & Nancollas, 1971; Nancollas & Reddy, 1971; Wiechers et al., 1975; Meyer, 1979; Reddy & Gaillard, 1981; Kazmierczak et al., 1982; Christoffersen & Christoffersen, 1990) support a rate equation of the form given in equation (10) although there are some variations between authors.

$$ R = k S \left[ C_{\text{Ca}^2+} \left[ C_{\text{CO}_3^{2-}} \right] \frac{K_C}{\gamma^2} \right] $$

(10)

R is the rate of calcite growth, $k$ is a rate constant, $S$ is the surface area of the seeds, and the quantities in brackets are concentrations. $K_C$ is the solubility product constant for calcite, and $\gamma$ is the activity coefficient of the divalent cation. In effect, the rate is proportional to the surface area of pre-existing calcite particles and proportional to the supersaturation defined by the ion activity product.

Homogeneous nucleation of calcite from the reaction of CaCl$_2$ with alkali carbonates (Pokrovsky, 1998) gives results in reasonable agreement with classical nucleation theory. Pokrovsky found an induction period, $\tau$, that depends on the surface energy and supersaturation, largely independent of magnesium concentration and ionic strength.

$$ \log \tau = C + \frac{2\beta E^3 \gamma^2}{5(k_B T \ln \Omega)^2} $$

(11)

C is a fitting parameter, $\beta$ is a shape factor (16.76 for spherical nuclei), and other symbols as defined for equation (8). Fitting the measured induction times to the controlled supersaturation gave surface energies for calcite in the range of 60 – 67 mJ m$^{-2}$ in agreement with literature.

Determination of calcite precipitation rates within the more relevant CaCO$_3$.CO$_2$.H$_2$.O system gives chemical variables such as pH and CO$_3$ pressure more significance. House (1981) fitted his data to the Davies-Jones equation, similar in form to the Nancollas-Reddy equation (equation 10). Likewise the data from experiments on the heterogeneous nucleation of calcite on glass could be fitted to the Davies-Jones equation (House & Tutton, 1982). The seeded growth data of Reddy et al. (1981) (Fig. 10) were collected at several CO$_3$ concentrations but show clearly that supersaturation is the most important variable. However, the dependence of growth rate on other variables appears in the scatter in the points plotted in Fig. 10. A saturation ratio between 1.2 and 1.8 is needed to initiate the growth of calcite on pre-existing seeds. Reddy et al. (1981) fitted their data to a precipitation rate equation derived from the well-known Plummer-Wigley-Parkhurst equation for calcite dissolution that has been widely used for the interpretation of cave and karst development (Plummer et al., 1978). Because this equation contains expressions for both forward and backward rates, it can be applied to either dissolution or precipitation. Inskeep & Bloom (1985) used still another data set to compare the various proposed rate equations and came to the conclusion that the Nancollas-Reddy equation worked about the best of any of them. The best fit was to a completely empirical rate equation

$$ R = k S \left( \Omega - 1 \right)^n $$

(12)

Their data gave a best fit of $n = 1.02$. For the ideal value of $n = 1$, the Nancollas-Reddy equation can be derived from the empirical one.

What is being determined in all of the experiments described above are mass transfer rates – that is the rate at which material is transferred from the solution to the enlarging mass of small crystals. Mass transfer rate calculations can be applied directly to the deposition of additional calcite on existing speleothems. In this case, deposition is from a thin layer of water bathing the speleothem so that rates can be calculated either as mass transfer per unit area, or size increase in the speleothem. Early calculations (Dreybrodt, 1980, 1981; Buhmann & Dreybrodt, 1985) used the Nancollas-Reddy equation to model the data. Comparison of calculated rates using the Plummer-Wigley-Parkhurst equation with actual growth rates in a travertine-depositing stream produced good agreement (Dreybrodt et al., 1992). After many investigations, the rate equation for the growth of calcite speleothems, particularly
stalagmites, is presented in the form (Dreybrodt, 1999):

$$R_1 = a(C - C_0)$$

or alternatively

$$R_2 = \beta(C - C_0)$$

(13)

$$R_1$$ is the deposition rate in moles cm$^{-2}$ s$^{-1}$; $$R_2$$ is the growth rate of a stalagmite in cm yr$^{-1}$. The rate constants $$a$$ and $$\beta$$ are related by $$a = 8.5 \times 10^{-4} \beta$$. C is solution concentration in mmol L$^{-1}$ and $$C_0$$ is the equilibrium concentration. These simple-appearing equations hide a complex dependence on various system variables (Fig. 11), where $$C_0$$ depends on temperature, $$CO_2$$ pressure, and ionic strength. The rate constant $$a$$ in units of cm s$^{-1}$ and $$\beta$$ in units of cm mmol$^{-1}$ L yr$^{-1}$ are functions of temperature and also the flow dynamics and film thickness of the water moving over the stalagmite. Some numerical values are given in Table 1 of Dreybrodt (1999). A quantitative comparison of predicted growth rates and measured growth rates for stalagmites from three caves gave a reasonable agreement (Baker et al., 1998).

Addition of impurity substances to calcite growth experiments generally inhibits the growth rate although not all substances are equally effective. Meyer (1984) published a comparison of the effects of 36 substances, 12 anions – mostly phosphates, 14 cations – alkaline earth and transition metals, and 6 organics. Phosphates and the transition metal (iron group) cations were most effective at inhibiting calcite growth. Transition metal ions can substitute for Ca$^{2+}$ in the calcite structure. Mn$^{2+}$ produces a strong cathodoluminescence which can be used to produce images of the growth pattern within the crystal (Reeder et al., 1990).

Figure 10. Growth rate of calcite on calcite seeds as a function of supersaturation. From Redddy et al. (1981).

---

Of importance to the growth of speleothems and their ontogeny are the organic substances that are extracted from the overlying soils and carried into the underlying caves by vadose seepage waters. Humic substances (Inskeep & Bloom, 1986) and dissolved organic carbon (DOC) (Lebrón & Suárez, 1996, 1998) act to inhibit calcite growth. The effect of dissolved organic carbon does not seem to affect the critical supersaturation needed for calcite nucleation but it can decrease the precipitation rate by an order of magnitude (Fig. 12). The curve for the lowest concentration of DOC is close to the curve obtained without organics but at higher DOC concentrations, the precipitation rate falls rapidly. Investigations of alginate (a polysaccharide produced by bacteria and algae) show that it also inhibits calcite growth (Ma & Feng, 2011; Lakshmanov et al., 2011). The proposed mechanism for alginate is that it coats the growth surface, effectively blocking the transport of ions to the surface.

**Nucleation and growth mechanisms of calcite**

It is apparent from the lack of agreement even about the basic rate equations, that bulk precipitation experiments with their many variables produce very limited insight into the mechanism of nucleation and growth of calcite. Although there was much better control of chemical purity of reactants, better accuracy in measurements, and improved understanding of the underlying thermodynamics and kinetics, the bulk growth experiments did not produce much of an advance over the investigations of the early 20th Century when mineral ontogeny lost much of its appeal. The growth of calcite crystals takes place on the crystal surface where surface charge and the concentration of reacting species on the surface determine the processes. Real progress demands an understanding of the growth surface at the atomic level. Much attention over the past several decades has been focused determining the surface species, their interactions, and dependence on bulk solution parameters (Thompson & Pownall, 1989; Stipp & Hochella, 1991; Van Cappellen et al., 1993; Stipp, 1999; Nilsson & Sternbeck, 1999; Perry et al., 2007).

New insight into the calcite nucleation process has been provided by molecular dynamics simulation (Cooke & Elliott, 2007). Molecular dynamics calculations put atoms and molecules together subject only to a specific model of the interatomic forces using large computers to keep track of the mutual interactions of hundreds or thousands of atoms. Calcite nuclei formed in a vacuum were highly disordered with carbonate ions rotated out of their proper positions. When water was added to the simulation, well ordered calcite nuclei were formed.
The most important invention for mineral ontogeny since X-ray diffraction and the scanning electron microscope is the atomic force microscope (AFM) (Ruiz-Agudo & Putnis, 2012). Many of the contradictions and uncertainties discovered in the many studies of calcite precipitation can be resolved by examining the actual growth surface with the AFM. Etch pits and the evolution of the surface can be observed in a series of time-lapse images (Hillner et al., 1992). With a flow cell combined with the AFM, the details of the growth surface can be followed as the deposition reaction proceeds. The complexity of the growing calcite crystal can be seen in the AFM images of growth on the \{10 \bar{1} 4\} cleavage face (Fig. 13) (Teng et al., 2000). Much calcite growth is on screw dislocations so that the growth pattern is a spiral. But depending on the atomic displacement along the dislocation (called the Burger’s vector) there can be double spirals (Fig. 13A), triple spirals (Fig. 13B) and others. Growth by two-dimensional nucleation on an imperfection (heterogeneous two-dimensional nucleation) produces a hillock with a stepped (not spiral) pattern (Fig. 13C). Also apparent, in just this one series of images, are the complications introduced by crystal imperfections (Fig. 13D).

Likewise, the effect of supersaturation can be investigated (Fig. 14). Teng et al. (2000) use a slightly different definition of supersaturation than those given in equations (1–4). The supersaturations listed on Fig. 14 are defined as

$$\sigma = \ell n \frac{a_{Ca} a_{CO_3}}{K_C}$$

(14)
At low supersaturation, growth is on screw dislocations resulting in hillocks with a spiral pattern. Increasing the supersaturation produces both growth on dislocations and growth by two-dimensional nucleation. At high supersaturation, two-dimensional nuclei dominate the growth pattern. Bulk measurement of precipitation rates as a function of supersaturation would produce a rate curve that reflects a superposition of the two mechanisms. The AFM also can be used to determine the dependence of step-growth rate on the Ca\(^{2+}\)/CO\(_3\)\(^{2-}\) activity ratio (Larsen et al., 2010). From information on the growth details, it is possible to construct highly detailed models of the growth process (Wolthers et al., 2012).

Use of the AFM to examine the growth surface as layers of new atoms are being laid down provides considerable insight into the effect of impurities on crystal growth. Mg\(^{2+}\) is well known to inhibit calcite growth. AFM studies show that Mg decreases the step rate and thus the overall growth of the crystal (Fig. 15) (Davis et al., 2000). The proposed mechanism is that the incorporation of Mg\(^{2+}\) ions at the growing step increases the solubility, thus lowering the supersaturation at the step, and as a final result, lowering the growth rate. Further investigations reveal a more complicated role for Mg\(^{2+}\) showing that Mg-incorporation also disrupts the advancing step which also slows growth (Wasylenki et al., 2005a; Astilleros et al., 2010). The AFM also provides insight into the incorporation of Sr\(^{2+}\) (Wasylenki et al., 2005b), orthophosphate (Dove & Hochella, 1993), and other trace elements (Paquette & Reeder, 1995).

Most of the detailed studies of calcite precipitation have used the convenient \{10\14\} cleavage surface. However, explaining speleothem ontogeny requires an understanding of the controls on growth in many crystallographic directions. It appears that biomolecules are also effective in modifying calcite growth (Elhadj et al., 2006; Stephenson et al., 2008) Addition of organic molecules has been used to modify the external shape of calcite crystals (De Yoreo & Dove, 2004). A variety of calcite crystal morphologies have been obtained using simple carboxylic acids (Henderson et al., 2008).

**Speleothems containing large organic molecules**

It is now generally recognized that the characteristic red/yellow/brown colors of calcite speleothems as well as their characteristic luminescence is due to humic and fulvic acids (White & Brennan, 1989; Van Beynen et al., 2001). These substances are derived from...
from overlying soils and are carried through the epikarst and vadose zones into the underlying caves by the same processes that carry the carbonate species into the cave. Humic and fulvic acids are good complexing agents. They are formed in the acidic environment of the upper part of the soil zone, which is generally well-leached of calcium ions. Maintenance of acidic conditions to the bedrock surface can result in transport of only the fulvic acid fraction and light-colored, highly luminescent speleothems occur in the cave below. Rising pH near the bedrock interface or in soils trapped in the epikarst allows the humic component to be mobilized as well. Fulvic and humic acids have molecular weights in the range of 300 to thousands of daltons, yet are incorporated in large-grained calcite crystals as an integral part of the crystal structure. The organic colorants are not a grain-boundary staining. Both color and luminescence banding are continuous through centimeter-size crystals down to a resolution of at least a few micrometers. A study of the growth of calcite in agarose hydrogel (agarose is a large, linear polysaccharide) shows by electron tomography that the macromolecule was incorporated within the calcite structure without disruption (Li et al., 2009). There may be a similar inclusion of the large molecules of humic substances. Although humic substances are known to inhibit calcite growth (Inskeep & Bloom, 1986), there is a possible role for these organic molecules to act as templates on which the growing calcite crystals are nucleated. Lowering activation barriers would permit cave calcites to grow at lower supersaturations and might help account for the observation that speleothems tend to be composed of a small number of large crystals.

**FIRST ORDER INDIVIDUALS: THE GROWTH OF ARAGONITE**

The crystal structure of aragonite

The aragonite structure was first determined by W.L. Bragg in 1924 and assigned to the orthorhombic system. The structure was refined by a number of authors in the 1970s (reviewed by Speer (1983). A new set of highly precise unit cell axes and atomic positions and their temperature dependence was recently published (Ye et al., 2012). The labeling of the crystal axes is arbitrary in the orthorhombic system but, of course, the internal arrangement of atoms and their symmetry operations are not. As a result, there are six possible space group symbols (but only one space group) depending on the choice of axis labeling. Different authors have made different choices resulting in possible confusion, particularly when describing fast growth directions for aragonite crystals. Bragg’s original choice was Pcmn. What is now considered by crystallographers to be the standard setting for this space group is Pnma. Most of the recent refinements of the aragonite structure have used Pmcn and this is axis convention used in the structure drawing (Fig. 16). In addition, Bevan et al. (2002) have argued that the true symmetry of aragonite is triclinic, space group P1, or possibly P1 due to internal twinning on an atomic scale. The lower symmetry may play a role in the common appearance of aragonite in biogenic carbonates and by extension, possibly in speleothems.

![Fig. 16. The orthorhombic unit cell for aragonite drawn as a projection on the a-b plane. The crystallographic c-axis is perpendicular to the plane. The numbers describe the fractional distance of the atoms (on a scale of 100) above the basal plane.](image)

![Fig. 17. SEM image of aragonite needles from a wall coating in Butler Cave, Virginia. Width of image about 1.5 mm. The diameters of the needles are in the range of 10 μm. Note pseudo-hexagonal outline on broken needles.](image)

![Fig. 18. Rate curves for the precipitation and dissolution of calcite and aragonite. Adapted from Gutjahr et al. (1996a).](image)
Like calcite, aragonite can be considered a layered structure with the layers perpendicular to the crystallographic c-axis. There are 4 formula units of CaCO$_3$ in the primitive cell. If the cell is divided into quadrants, as shown in Fig. 16, two Ca-ions occupy the northwest and two the southeast quadrants, one on the bottom and top of the cell (for atoms on cell faces, only half of the atom is counted) and the other on the mid-plane of the cell. Two carbonate ions occupy each of the northeast and southwest quadrants, perpendicular to the c-axis. However, the ions are offset along the c-axis by the fraction of the c-axis shown in Fig. 16. In each quadrant, the top carbonate ion is rotated 60° with respect to the one below it. In the lower symmetry of the aragonite cell, the carbonate ions are slightly distorted from their ideal 3-fold symmetry and are slightly puckered. In the aragonite structure, each Ca-ion is surrounded by 9 oxygens, making aragonite somewhat more dense than calcite.

Although the structure is orthorhombic, a pseudo-hexagonal habit appears in many aragonite occurrences. The fast growth direction is [001] and this growth direction dominates others so that aragonite in speleothems is almost always in the form of long acicular or needle-like crystals (Fig. 17). Most synthetic preparations of aragonite also present the acicular habit (Ota et al., 1995; Westin and Rasmuson, 2005; Wang, 2008; Zhou et al., 2009).

The growth of aragonite

The homogeneous nucleation of calcite requires a substantial supersaturation (Figs. 10 & 12). The supersaturation for the homogeneous nucleation of aragonite seems to be lower but specific values were not discovered in this review. The literature on aragonite growth is much smaller than the literature on calcite growth but one comprehensive comparative study is helpful (Gutjahr et al., 1996a). These were seeded experiments using a pH-stat arrangement so that the nucleation step was not a consideration. The supersaturation was measured by the shift in pH from pH at equilibrium which has different values for calcite and aragonite.

\[ S = \frac{[H^+]_S}{[H^+]_E} \]  

(15)

Supersaturation could be either positive or negative in these experiments so both precipitation and dissolution could be measured. Calcite seeds were used for calcite growth; aragonite seeds for aragonite growth. Aragonite grew on the aragonite seeds although the solutions were also supersaturated with respect to calcite. The comparison (Fig. 18) shows the offset in equilibrium saturation between calcite and aragonite. Aragonite requires a higher supersaturation to achieve a given rate of growth than does calcite. Curiously, the precipitation rates of calcite and aragonite have greater differences than do the dissolution rates.

Nucleation and the aragonite/calcite problem

There have been numerous measurements of the equilibrium phase boundary between calcite and aragonite as functions of temperature and pressure, some of which are summarized by White (1997). Although the measurements are not in perfect agreement, there is no doubt that aragonite is not thermodynamically stable at atmospheric pressure at any temperature above absolute zero. To stabilize aragonite at typical cave temperatures requires pressures in the range of 300 – 500 MPa (3000 to 5000 atmospheres). Thermodynamics not withstanding, aragonite is a common speleothem mineral and also appears in many other low pressure environments. The search for an explanation has been called the “aragonite/calcite problem”.

It has long been known that any of the three low pressure modifications of CaCO$_3$ can be precipitated from calcium/carbonate solutions by adjusting the Ca/carbonate ratio, the pH, and other solution parameters (e.g. Wray & Daniels, 1957; for a review of the very early literature, see Curl, 1962). Two mechanisms have been identified. One is that some impurity will inhibit calcite nucleation so that the supersaturation builds up sufficiently to exceed the critical value for aragonite nucleation. The other is that aragonite grows epitaxially on a pre-existing nucleus that favors the aragonite structure. Mg$^{2+}$ and Sr$^{2+}$ have been proposed as the principal ions responsible for these two mechanisms respectively.
The Mg$^{2+}$ ion is known to inhibit calcite growth and was suggested by Berner (1975) as an important factor in promoting aragonite growth. The role of Mg$^{2+}$ as an inhibitor of calcite growth was identified in the AFM experiments described above. It has also been shown that Mg$^{2+}$ does not inhibit the growth of aragonite (Gutjahr et al., 1996b).

The rate of precipitation and growth of slightly soluble crystals can be studied by growing the crystals in neutral gels (Henisch, 1970) (Fig. 19). By allowing one reactant to diffuse into the gel from one side and the other reactant from the other side, transport rates are controlled and crystals grow to sufficient size to study both morphology and internal structure. A comprehensive study of the gel growth of calcite from Na$_2$CO$_3$ and CaCl$_2$ solutions (McCaulley & Roy, 1974) showed that varying mixtures of calcite, aragonite, and vaterite could be produced by varying the reactant concentrations and the pH. Many different crystal morphologies could also be obtained.

The role of strontium is thought to act by forming an early nucleus of SrCO$_3$ or a Sr-rich CaCO$_3$. SrCO$_3$ has the aragonite structure and would act as a template for the further metastable growth of aragonite.

The presence of a Sr-rich nucleus was demonstrated in aragonite spherulites grown from gels (Fig. 20).

The aragonite $\rightarrow$ calcite inversion

Because aragonite is a metastable phase under cave conditions, there is a thermodynamic driving force tending to convert aragonite into the stable form of calcite. The kinetics of the inversion reaction for the dry solid are extremely sluggish at cave temperature but increase exponentially with temperature so that the inversion can be measured on a laboratory time scale when temperatures reach 300 – 400 °C. The high temperature reaction has been studied in some detail because of its importance to the study of metamorphic rocks (Brar & Schloessin, 1979; Hacker et al., 1992; Liu & Yund, 1993). The mechanism is one of solid state diffusion. The fraction of aragonite converted to calcite as a function of time at any given temperature can be fitted to an Avrami-type equation

$$ f_c = 1 - e^{-kt^n} $$

The Avrami equation plots as an S-shaped curve with a slow rise as calcite nuclei are formed followed by a steep middle section as conversion proceeds, and finally flattens out as the aragonite source material is consumed. By calculating the rate constant, k, from high temperature experiments and using the Arrhenius equation to extrapolate to cave temperature, transformation times of billions of years are obtained. Dry aragonite will persist essentially forever.

When water is present, a different mechanism becomes dominant, that of dissolution of the metastable (thus more soluble) aragonite and re-precipitation of the stable (and thus less soluble) calcite (Carlson, 1983; Ogino et al., 1990). This mechanism is much faster than solid state transformation and some of the laboratory investigations would give inversion times...
of days rather than geologic time. Dissolution – re-precipitation reactions depend strongly on the surface of the original aragonite and on the chemistry of the water, particularly on the presence of impurities that might act to suppress the reaction. Because aragonite speleothems persist in the wet cave environment, some controlling factors must be present that blocks the rapid inversion to calcite. A study of recent marine sediments (Budd, 1988) gave inversion times of 4700 to 15,600 years in the fresh water zone and 8700 to 60,000 years in the mixing zone. Sr$^{2+}$ is a likely candidate for the trace element blocking the inversion. Siegel (1960) analyzed a series of aragonite corals, ages only identified as “Pleistocene”, for Sr-content and for fraction of conversion (Fig. 21). Corals with high strontium contents display less inversion to calcite. The characteristic inversion times seem to be on the same order of magnitude as the age of many speleothems. From the perspective of speleothem ontogeny, one must expect microstructures produced by the primary precipitation of calcite and aragonite and also forms and microstructures resulting from inversion of aragonite to calcite. The anthodites in Skyline Caverns, Virginia, the type locality, have the external form of aragonite but much of the aragonite has converted to calcite (Fig. 22) (White, 1994). Cabrol et al. (1978) have identified a speleothem in which they claim that calcite has been inverted to aragonite.

SECON ORDER INDIVIDUALS OF CALCITE AND ARAGONITE

Second order individuals are crystals that suffer from some defect in growth. The efforts of those growing crystals for technological application have been directed toward avoiding such crystals. However, in the process of avoiding them, much has been learned about why defective crystals form. Some of these growth distortions appear in calcite and aragonite; others are better displayed in gypsum.

Skeletal crystals and hopper crystals

In general, the corners of crystals grow the fastest, then the edges, and the slow growth directions are the faces. If impurities poison the growth of a set of faces, it is possible for the corners and edges to outgrow the faces resulting in the inverted structure known as a hopper crystal. Hopper growth is relatively common in laboratory-grown crystals and has been observed in the growth of calcite (Figs. 23A & B). In this example, the external form of calcite has become almost cube-like.

Hopper crystals in caves are not common. In the example from Helictite Cave, Highland County, Virginia (Fig. 24), some unknown factor has completely shut down the fast [0001] growth direction leaving only a shell that retains the trigonal symmetry of the calcite crystal.

Dendritic Growth and Split Crystals

Dendrite crystals are tree-like forms with multiple branches. Dendrite crystals often form in crystal grown from the vapor. The most easily observed examples are frost crystals on windows in the winter. Dendrites are also common in metal crystals formed by cooling molten metal. The branches of dendrites occur at fixed angles dictated by the underlying crystal structure. Because dendritic growth is very important to the properties of metals and alloys, dendritic growth mechanisms have been extensively investigated and a detailed theory for heat and mass transfer was developed 50 years ago (e.g. Bolling & Tiller, 1960a,b). Dendritic growth was important in the technology of pulling germanium ribbons for semiconductors (Faust & John, 1961). Dendritic growth is a runaway process in which the fast growth directions draw material from the melt, vapor, or solution thus lowering local supersaturation and suppressing growth in the slower growth directions. True dendrite growth does occur in caves but split crystals are more common.

Split crystals are rather more complex and may involve more than one mechanism. They are usually found in minerals with a tendency to acicular or fibrous growth. Split crystals begin with a single individual which separates into a sheaf of multiple branches as it grows. Unlike dendrites, there is usually no identifiable crystallographic relationship between the components. Consider the aragonite crystal shown in Fig. 25. Has this small speleothem formed from a few nuclei on the underlying crystal line substrate followed by multiple splitting of the growing crystal? Or were there multiple nucleation sites and the speleothem is composed of a sequence
of interrelated but individually nucleated crystals? Such questions might be answered by careful microscopic examination of the crystals but not by examination of only the external morphology.

**Spherulitic Growth**

Spherulitic growth of second order individuals produces roughly spherical objects composed of crystals that have grown radially from a single nucleus. Spherulitic growth requires a highly defective nucleus, the theory of which as set forth by Sears (1961) is based on the Cahn-Hilliard theory of non-classical nucleation (Cahn & Hilliard, 1959). The organizational scheme of mineral ontogeny (Table 1) provides separate names for spherulitic growth of somewhat different geometries although the underlying growth processes appear to be similar.

The spherulitic growth of aragonite in neutral silicate gel (McCauley & Roy, 1974) proceeded at a rate that allowed the intermediate stages to be observed (Fig. 26). An initial nucleus was either defective or was poisoned by adsorption of impurities so that growth continued radially through stages until the final spherulite was achieved as shown in Fig. 20. Note that the Fig. 26 sketch suggests a highly ordered nucleus but the SEM image (Fig. 20) suggests that the real nucleus is irregular. A similar spherulitic growth sequence was observed for barium carbonate, which has the aragonite-type structure (García-Ruiz et al., 2009).

**THE CRYSTAL GROWTH OF GYPSUM: FIRST AND SECOND ORDER**

Gypsum speleothems almost always have a different external morphology and a different internal microstructure than calcite or aragonite speleothems. The external and internal forms reflect the growth mechanisms of gypsum. However, other cave minerals such as epsomite and mirabilite have growth mechanisms similar to gypsum. The precipitation of gypsum and anhydrite from seawater and other brines is the source of modern and ancient evaporite deposits. The minerals are found in many other environments and indeed may be important minerals on Mars. Gypsum is a component of the scales that clog desalination plants. Processed gypsum is the principal component of the building material known variously as drywall, plasterboard, or sheetrock. As a result, the dissolution and re-precipitation of gypsum has received much attention.

**The crystal structure of gypsum**

Gypsum, CaSO$_4$•2H$_2$O, is monoclinic, space group 12/a (also cells constructed on A2/a and others) with four formula units in the unit cell. The structure was refined by X-ray diffraction (Cole & Lancucki, 1974) to provide precise locations and interatomic distances for the calcium and sulfate ions. A refinement by neutron diffraction (Pedersen & Semmingsen, 1982) provided accurate locations and orientations for the water molecules. The structure (Fig. 27) contains layers of Ca$^{2+}$ and SO$_4$$^{2-}$ ions bounded by layers of water molecules. The {010} planes that separate the layers of water molecules (indicated by red lines in Fig. 27) are bound only by the weak hydrogen bonds between the water molecules. This structural feature gives gypsum its perfect {010} cleavage. Each Ca$^{2+}$ ion is coordinated by six oxygen ions and two water molecules. The sulfate ions are distorted slightly from their ideal tetrahedral shape by the monoclinic symmetry. Gypsum appears to be a mosaic crystal with crystallite pairs intergrown at different angles (Follner et al., 2002).
Nucleation and growth of gypsum crystals

The chemistry of gypsum growth is less complicated than carbonate growth because it essentially involves only the combination of Ca$^{2+}$ ions and SO$_4^{2-}$ ions. The solubility of gypsum is about ten times that of calcite and aragonite. Because of the higher solubility, the growth of gypsum is on the borderline between surface reaction control which applies to lower solubility crystals such as calcite and aragonite and control by diffusion across fluid boundary layers which applies (usually) to more soluble crystals. The nucleation of gypsum appears to follow classical nucleation theory reasonably well (equations 8 and 9) (Keller et al., 1978). Nucleation rates were measured at four temperatures between 22 and 40 °C. The size of the critical nuclei varied from 1.1 to 2.8 nm depending on temperature and method of calculation. A more detailed investigation of the nucleation process by high resolution transmission electron microscope (Van Driessche et al., 2012) suggests that the nucleation of gypsum requires an initial step in which nanocrystals of bassanite, CaSO$_4$•½H$_2$O, are precipitated first. These then aggregate to form bassanite nanorods (a few hundred nm in length), which then hydrate to form gypsum nuclei.

The growth of gypsum has been studied intensively but intercomparisons are difficult because of varying choices of rate equations and definitions of supersaturation. The rate of growth may be described by

$$ R = S k \left( \Omega^{1/2} - 1 \right)^n \quad (17) $$

R is the rate of growth in mol s$^{-1}$, k is a rate constant (temperature dependent) in mol s$^{-1}$ m$^{-2}$, S is the reactive surface area in m$^2$, and $\Omega$ is the supersaturation, suitably defined. The exponents $v$ and $n$ are to be determined by experiment. Some studies (Liu & Nancollas, 1970; Witkamp et al., 1990; Zhang & Nancollas, 1992) have found a parabolic rate law ($n = 2$) and from this deduced that the growth is by 2-dimensional nucleation. Another set of results (Van Rosmalen et al., 1981) argued for spiral growth and yet another Christoffersen et al., 1982) suggested that both mechanisms play a role. Microscopic examination of the growth surfaces (Bosbach & Rammensee, 1994; Bosbach & Hochella, 1996; Van Driessche et al., 2010) support the growth by buildup of layers by a 2-dimensional growth mechanism. All studies point to a surface reaction control rather than a diffusion-limited mass-transport control. The rate of growth is also strongly temperature dependent increasing exponentially with increasing temperature (Liu & Nancollas, 1973).

Gypsum growth from a mixture of Dead Sea brines and seawater (Reznik et al., 2011) revealed an interesting and unexplained tenth order dependence of rate on supersaturation. A great range of supersaturations, fluid compositions, and ionic strengths could all be fitted to the rate equation

$$ R = S f_1 \left( \Omega^{1/2} - 1 \right)^{10} + k_2 \left( \Omega^{1/2} - 1 \right)^2 \quad (18) $$

The symbols have the same definition as in equation (17). Growth close to equilibrium follows the parabolic rate law seen in many other investigations. At high supersaturations, the tenth-order process becomes important. The relevance of this discovery to gypsum growth in caves is that the highly watersoluble minerals epsomite and mirabilite are often associated with gypsum occurrences. For such occurrences, the seepage fluids that deposit the speleothems are likely of very high ionic strength.
Calculations of the equilibrium crystal form of gypsum (Van der Voort & Hartman, 1991; Heijnen & Hartman, 1991; Massaro et al., 2011) predict a tabular form with {010} as the dominant face with some growth of prismatic forms. Investigations of the effects of impurities on gypsum growth (Franchini-Angela & Rinaudo, 1989) show that the addition of Na encourages twinned growth but otherwise undeformed crystals. The incorporation of magnesium produces curved crystals. Cave gypsum grown in pools of water display a variety of forms with a dominance of prismatic forms. The long axis of the needles is the fast-growth [001] direction (Fig. 31). Examination of the base of a needle where it emerges from the sediment reveals the mechanism of growth. The growth end of the needle is a re-entrant (or swallow-tail) twin. The resulting V-notch is an ideal growth site as nutrients migrate upward from the sediment, supersaturated (presumably) with respect to gypsum, the gypsum is deposited in the notch while maintaining the twin structure. Growth pressure pushes the needle out of the sediment but the notch is maintained.

**Whisker growth: cave cotton**

Whiskers are single crystals with an extreme aspect ratio—very long but with very small cross sections. They appear to be perfect crystals that have grown along a single screw dislocation at low supersaturations (Morlock & Sears, 1961). Some whiskers are straight but others grow in spirals. Whisker growth has been most extensively studied in the vapor growth of metals (Brenner, 1963) but whiskers have been observed in many other materials, even such refractory substances as aluminum oxide (DeVries & Sears, 1959).

Cave gypsum commonly occurs as long silky fibers known variously as “cave cotton” “angel hair”, “cave beards” or “cave rope”. The gypsum fibers or.
filaments are found with lengths of many centimeters but with typical thicknesses of only a few micrometers (Fig. 32). The gypsum fibers have the physical characteristics of whiskers. The definitive test would be to establish the presence of a single screw dislocation along the [001] fiber axis.

**AGGREGATES: POLYCRYSTALLINE BODIES: SPELEOTHEMS**

The ontogeny scheme (Table 1) uses the term “aggregates” for bodies composed of more than one crystal. In this sense, most individual speleothems are aggregates. Some fit rather neatly into the ontogeny scheme and some do not.

The external forms of speleothems fall into two categories – those whose external morphology is dictated by the idiosyncrasies of flowing or dripping water and those whose external form is dictated by the idiosyncrasies of crystal growth. Very substantial progress has been made on modeling the external forms of speleothems using bulk precipitation kinetics and fluid dynamics (e.g. Romanov et al., 2008). The internal structure is made up of mineral grains separated by grain boundaries. If all of the internal structure is aligned, except for the misalignment due to domain structure, the speleothem is composed of a single crystal and would be considered a mineral individual according to the ontogeny scheme. If the speleothem consists of multiple grains then the size and orientation of the grains must be described and interpreted. The pattern of mineral grains in rocks is known in petrology as texture (or fabric if the orientation of the grains is a primary consideration). The pattern of grains in ceramics and other materials is usually known as microstructure. The latter term is used in this review; it refers to the size, shape, and internal organization of grains on a micrometer to millimeter scale.

**The trade-off between two-dimensional and three-dimensional nucleation**

The key to understanding the microstructure of calcite speleothems is the rather delicate balance between 3-dimensional nucleation and 2-dimensional growth. If conditions of fluid concentration and supersaturation are exactly right (the actual conditions for “exactly right” are not known), it is possible for a bulk speleothem such as a stalactite to deposit as a single crystal (Fig. 33A, B). The 10-cm stalactite broke along a single cleavage plane. As the specimen dried and cracked, the characteristic rhombohedral fracture pattern appeared. The axis of the stalactite corresponds to the fast-growth c-axis direction of calcite. Single crystal speleothems occur but are not common suggesting that “exactly right” conditions are highly restrictive.

Straw stalactites frequently grow as single crystals with the calcite c-axis oriented along the straw. At intermediate conditions of composition and supersaturation, straw stalactites can act as substrates for further growth with the overgrowth perpendicular to the original straw (Fig. 34A, B). The stalactite segment is composed of wedge-shaped crystals that have nucleated on a straw and then grew with their c-axes oriented radially around the straw. At still higher supersaturations, multiple nucleation occurs and the speleothem consists of a closely packed array of randomly oriented small crystal grains (Fig. 35).

**Columnar aggregates**

Texture (or fabric) of carbonate rocks is an important part of limestone/dolomite petrology and has important implications for the behavior of carbonate rocks as petroleum reservoirs. Carbonate rock fabrics have thus received a great deal of attention (e.g. Dickson, 1993). Fabrics of speleothems can be considered as only a special case.

---

Fig. 36. Columnar aggregates grown from 100 seeds according to the power law statistical model with a wide distribution of the growth exponent, $n_0 = 5.0$. Units are arbitrary. The mean growth exponent, $n_0$ is (a) 2.0; (b) 3.0; (c) 4.0. From Yang et al. (1987).
The majority of speleothems – flowstone, stalagmites, and most portions of stalactites – are composed of calcite that has deposited layer by layer from films of water that flow over the surface of the active speleothem. The most common fabric of these speleothems consists of calcite crystals oriented roughly perpendicular to the growth surface with a columnar or palisade pattern (Folk & Assereto, 1976; Kendall & Broughton, 1978). The columnar crystals are oriented with the c-axes perpendicular to the growth surface. Variations in growth rate and incorporation of humic substances often produces a growth banding parallel to the growth surface that cuts across the columnar crystals, often with no break in the crystallinity.

Moore (1962) proposed that the characteristic columnar fabric was a result of the fast growth of calcite along the c-axis. There may randomly oriented nuclei on the initial substrate, but those nuclei whose c-axes are oriented perpendicular to the growth surface grow faster and quickly squeeze out crystals growing in other directions although this is unlikely to be the only mechanism. The rate of growth and the details of crystal morphology relate to supersaturation and flow rate of the source water (González et al., 1992). Although the importance of flow rate has been questioned (Kendall, 1993), supersaturation is certainly part of the mechanism (Taylor & Chafetz, 2004). Five distinct fabrics have been identified in Italian and Irish caves: columnar, fibrous, microcrystalline, dendritic, and calcareous tufa (Frisia et al., 2000). The columnar and fibrous fabrics result from constant flow rates at low supersaturation. The other fabrics result from variable flow rates and variable CO₂ degassing. There are further variations in fabric resulting from the actions of microorganisms (Jones, 2010). What is apparent from recent work (Fairchild et al., 2010; Mattey et al., 2010) is that microstructure, microstratigraphy, isotopic composition, and trace element composition depend in a sensitive way on seasonal variations in flow rate, CO₂ degassing rate, supersaturation, and bulk composition of the water. An understanding of all of these variables is necessary if paleoclimate records are to be read from speleothems.

It is possible to model columnar growth in a completely mechanistic way – no assumptions about chemistry or crystallography (Yang et al., 1987). The model assumes that growth originates on seeds scattered randomly over the substrate. Each seed then grows according to a power law with the exponent taken as a variable.

\[ y = k x^n \]  

(19)

The probability of a particular seed being assigned a specific value of n is a Gaussian distribution centered about the mean value \( n = n_0 \). Not only the rate
of growth, but also the shape of each “crystal” in the aggregate is determined by the statistically determined value of \( n \). A set of model runs (Fig. 36) shows the range of fabrics obtained for certain choices of the parameters. The model was constructed for semiconductor thin films, but could be applied to columnar calcite in speleothems.

**Branching aggregates: frostwork, anthodites, and aragonite bushes**

Aragonite in caves nearly always exhibits its characteristic [001] acicular habit. Bulk speleothems (stalactites, stalagmites, and flowstone) composed of aragonite are made up of closely packed acicular crystals which give the speleothem a satiny appearance when viewed in cross section. More frequently, aragonite appears as free-standing split crystals growing from nucleation sites on walls and ceilings (Fig. 37). Aragonite may take the form of many more-or-less parallel crystals as shown in Fig. 37 or aragonite may occur as sprays of crystals that have apparently grown from a common center such as those shown in Fig. 22. Larger and more complex structures are the rare aragonite trees. These range up to nearly a meter high and are composed a lacy intertwined set of aragonite crystals. The photograph of a dramatic example from Lechuguilla Cave, New Mexico, appears on page 130 of Widmer’s (1991) book on Lechuguilla. From this example and from other published photographs of aragonite trees, the basic structure appears to portray dendritic growth.

The distinction between split crystal growth and dendrite growth is difficult. The lines of crystals, clearly originating from multiple nuclei, shown in Fig. 37 are multiply split. The radiating sprays of crystals originate from a common center which may or may not be a common nucleus. What has not been done, to this reviewer’s knowledge, is to measure the exact crystallographic relationships between the components of the split crystals and the dendritic growths.

Within the ontogeny scheme, these speleothems would belong to the crystallite group. This reviewer prefers the terms anthodite for the sprays of crystals originating from a common center (Fig. 22) and frostwork for the arrays of split crystals growing from a common surface but not a common center (Fig. 37). These are the end-member morphologies; transitional forms are common.

**Fibrous aggregates: gypsum flowers**

Gypsum is commonly found in dry caves in the form of gypsum flowers (occasionally called “oulolithes” (Fig. 38). These are composed of bundles of fibers with the fiber axis coincident with the [001] fast growth direction. In the polarizing light microscope, the “petals” of the gypsum flowers are seen as individual single crystals with their long axes in parallel (Fig. 39). The curvature of the “petals” arises because the fibers can slide over one another (Huff, 1940; Ghergari & Onac, 1995).

The fluids from which the fibers of the flowers grow appear to seep through caves walls using the primary pores of the bedrock as a pathway. Thus each fiber would appear to have its nucleus on the pore from which the fluid emerged. Patches of higher permeability in the bedrock would result in higher growth rates at the center of the cluster of crystals thus forcing the fibers to expand outward and give the “petals” their curvature. Gypsum is nucleated and grown by evaporation of the solutions. Growth is sufficiently slow that the actual pore fluids have never been observed and the proposed mechanism remains hypothetical. What does seem likely is that the fibers are the result of growth at extreme supersaturations.

**Helicitic Forms**

Few speleothems appear in such variable form as those usually labeled “helicitites”. At one end of the scale are helicitites which consist of a single calcite crystal (Fig. 40). This specimen is curved but retains the external 3-fold symmetry of calcite visible in the photograph. It broke along a single cleavage plane, but the cleavage plane was also curved. At the other end of the scale are very complex forms (Fig. 41) that are both polycrystalline and polymineralic. The bizarre growth patterns seen in helicitites seem likely to be due to the influence of impurities although little is known about the chemistry. One common assemblage is a calcite helicitite with an overgrowth of aragonite containing blobs of moonmilk at the tips. High Mg concentrations in the seepage water build
up to where they poison the calcite growth, thus forcing continued growth as aragonite. The solid solubility of Mg\(^{2+}\) in the aragonite structure is small, so the Mg\(^{2+}\) remains in solution to finally precipitate as one of the hydrated magnesium carbonate minerals as the solutions evaporate. It’s a reasonable hypothesis, but hard data on the chemistry are lacking. To add further complication, there may be components of the speleothem that deposited as aragonite but which have since inverted to calcite.

Classification schemes such as shown in Table 1 are useful if the members of a particular classification slot have many common properties. Complex speleothems such as the helictites are sufficiently diverse in their growth patterns, mechanisms, mineralogy, and chemistry, that merely providing a label in not very instructive.

THIRD AND FOURTH LEVELS: KORAS AND ENSEMBLES

The ontogeny scheme allows for aggregates of aggregates, called koras. If a single speleothem is an aggregate of individual crystal grains, then a kora is an aggregate of speleothems. Ensembles are collections of koras. An Ensemble might be the entire assemblage of speleothems in a cave room or even in an entire cave. Other than providing labels, the third and fourth level organization of crystals does not contribute much to their understanding. Any ensemble of speleothems likely has deposited over a long period of time from solutions with chemistry that has varied in time and with evolving flow paths. Each such ensemble would need to be examined and interpreted. There is not much useful generalization to be had by labeling alone.

SYMMETRY: ITS ROLE IN DESCRIBING POLYCRYSTALLINE BODIES

Stepanov (1997) and Maltsev (1997) assign great importance to the symmetry properties of speleothem deposition. Stepanov draws on the Curie principle which states “if any cause leads to an effect, then the symmetry of the cause must be reflected in the symmetry of the effect.” This rather broad concept is important in the design of materials but is usually expressed as the more restricted Neumann principle “the symmetry elements of any physical property of a crystal must include the symmetry elements of the point group of the crystal.” This puts useful restrictions on physical property tensors such as elasticity and thermal expansion in addition to electrical and magnetic properties.

In the case of speleothems, the objects of interest are the speleothems themselves which are usually aggregates of mineral crystals and the solutions from which they grow. The sets of higher order symmetry operations known as the Curie groups include the symmetry of the sphere, the symmetry of a right-circular cylinder, and the symmetry of a right-circular cone. In crystallographic notation, these groups would be \(\infty\), \(\infty/m\), and \(\infty/m\) respectively. The \(\infty\) symbol refers to an axis of rotation that permits all possible angles, i.e. the principal axis of the cylinder and cone and all diameters of the sphere. Addition of the concept of handedness increases the number of possible Curie groups to seven.

An aqueous solution has spherical symmetry so speleothems deposited from a water-body should reflect the spherical symmetry. Dripping water is controlled by a vector property, the gravitational field gradient, and should produce cylindrical symmetry as is indeed observed in stalactites and stalagmites. Deposition from capillary films should give a conical symmetry according to Stepanov.

There are deep mathematical implications to invariance under the operations of the Curie groups which allow consideration of the electrical and magnetic polar properties of crystals. However, it is not clear how one extracts further information about the growth of speleothems from symmetry considerations alone.

CONCLUSIONS AND UNSOLVED PROBLEMS

The current status of speleothem ontogeny

The speleothem ontogeny concepts developed by Russian mineralogists and summarized in a well-organized manner by Self & Hill (2003, 2005) provide a convenient organizational scheme for arranging new information on speleothem growth processes and have the further virtue of flagging blank areas where new knowledge is needed. Some of it, however, seems to be little more than applying new names to well-established concepts. Whether the highly formalized terminology will be useful remains to be seen.

Contrary to some opinions, the ideas and concepts (separate from the terminology) put forth as “ontogeny of minerals” are widely distributed in the western crystal growth literature. Some work continued through the relatively unproductive period of the 1920s when mineral ontogeny split from other parts of mineralogy in Russia. Work expanded in the 1940s and underwent explosive expansion in the late 1950s and 1960s. The applications were to crystals of technological importance and it is certainly true that relatively few of these concepts have been applied to the growth processes of speleothems. However, a great deal of information exists on the nucleation and growth of the most important speleothem minerals calcite, aragonite and gypsum; what is needed is a little lateral translation. What is clearly lacking has been observations of speleothems at the microstructure scale rather than only at the scale of the bulk speleothem.

The future of speleothem ontogeny

There are two main avenues along which great progress is possible. One – the most obvious – is to apply the powerful characterization tools now available to mineralogy and materials science specifically to speleothems. This means collecting and dissecting speleothem crystals so that their internal structures and compositions can be determined by polarized light microscopy, luminescence microscopy, scanning electron microscopy, and atomic force microscopy. The electron microprobe and the ion microprobe can be used to determine the distribution of trace elements that play such an important role in controlling growth habit. The instrumentation exists in many
university laboratories; it is a question of an investigator with the necessary access developing an interest in the problem.

The second – and much more difficult – avenue to speleothem ontogeny is to develop tools for determining the microchemistry of thin aqueous films and water drops. As demonstrated by the laboratory studies of calcite, aragonite, and gypsum growth, the form and internal structure of the resultant speleothems are strongly determined by details of saturation state, bulk composition, and trace element composition of the depositing fluids. The volumes of these fluids are extremely small, or, in the case of gypsum, almost non-existent. In situ methods are necessary because sampling for later laboratory analysis would be extremely difficult and the chemistry might change during collection and transportation. The characterization instrumentation would tell us what is there. Microchemical analyses will tell us why it’s there.
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