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ABSTRACT

This dissertation presents a method to address exact feedback linearization problems

based on the recursive application of approximate feedback linearization techniques. An ap-

proximate feedback linearization method is applied recursively to systems which are known

to be an exact feedback linearizable to obtain a family of exact solutions up to the ρ-th degree

utilizing the null space that appears as part of the computations. The coordinate transfor-

mation and feedback parameters are computed symbolically using a one-step approach in

multi-stage form. This algorithm is algebraic and computationally simpler than solving the

set of nonlinear partial differential equations. We employ the approximate feedback lin-

earization method to address the problem of circular orbit transfer to establish a family of

exact solution up to the ρ-th degree for continuous thrust circular orbit transfers. During

the recursive steps, patterns were detected in the approximate solutions as they evolved

illuminating a family of exact solutions to the circular orbit nonlinear feedback control prob-

lem utilizing the null space. It is shown that applying higher-degree feedback improves the

closed-loop system stability for the orbital transfer problem. The relationship between the

ρ-th degree exact solution obtained through the recursive approximations and a known exact

solution is illustrated where it is shown that two different exact solutions can have different

performance in terms of fuel usage leading to the possibility of optimization considerations

in selecting the desired exact solution. We also apply the approximate linearization method

to the more realistic elliptical orbit transfer problem and through simulation established

closed-loop system stability.

v



CHAPTER 1

INTRODUCTION

In this dissertation, we present a new strategy for designing controllers of a specific class

of nonlinear systems. As is known, there are many powerful methods for designing linear

systems. However, most physical systems have nonlinear dynamics. One common design

technique is to approximate the nonlinear systems as linear systems. To accomplish this,

we expand the nonlinear system in a Taylor series around a nominal point and retain only

the first-order terms. The higher-order terms are neglected. We then apply linear control

methods to the approximated linear system. The validation of the approximation depends

on how close the system is to the nominal point and the magnitude of higher-order terms

that were neglected.

Feedback linearization is a well-known method to transform nonlinear systems into an

equivalent linear system utilizing nonlinear change of coordinates and nonlinear feedback

such that in the new coordinates the transformed system is linear. However, the conditions

under which a nonlinear system has a linear equivalent are very restrictive and include only

small family of systems. In addition, the solution of the feedback linearization problem

requires the solution nonlinear partial differential equations (PDE) which is not straight

forward to obtain. Approximate linearization methods have been proposed that address the

restrictive conditions and limited applicability of the exact feedback linearization method.

Utilizing a particular approximate linearization approach in a recursive fashion as applied

to a system that is known to satisfy the restrictive conditions, we show how to approach the

1



exact linear solution asymptotically. In doing so for the orbit rendezvous problem, a pattern

was detected that allows us to parameterize all solutions.

1.1 Literature Review

Utilizing differential geometry methods, nonlinear control theories have been obtained by

many researchers including R. Hermann [1], R. W. Brockett [2], H. Sussmann [3], Arnold [4]

and A. Isidori [5]. In the late seventies, the problem of transforming a nonlinear control sys-

tem to a linear system through nonlinear coordinate transformation and nonlinear feedback

was reported in the literature. An important question that was addressed is when can a

nonlinear system be equal to a linear system under coordinate transformation and nonlinear

feedback. Krener [6] reported the necessary and sufficient conditions for nonlinear systems

of the form

ẋ = f(x) + g(x)u, (1.1)

to be locally transformed to a linear system by a coordinate transformation. Hunt and Su

[7] showed that certain nonlinear systems can be locally transformed to a linear system by a

nonlinear coordinate transformation and nonlinear state feedback. Hunt, Su and Meyer [8]

found the sufficient conditions for globally transforming nonlinear systems to linear systems

under nonlinear coordinate transformation and nonlinear state feedback. Many concepts

and techniques in nonlinear system theory, such as input-output linearization, approximate

feedback linearization, zero dynamics, normal forms, and dynamic inversion grew out of the

feedback linearization point of view. The input-output linearization problem via change

of coordinates in the state was solved by Isidori and Ruberti [9]. In addition to possess-

ing restrictive conditions under which nonlinear systems have exact feedback linearization

solution, this method requires solving nonlinear PDEs which may be very challenging.

Since many systems did not satisfy the exact feedback linearization conditions, approx-

imate feedback linearization methods were introduced. Different approximate linearization
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methods were proposed. One approach is extended linearization. In this approach, the non-

linear state feedback is designed such that the closed-loop eigenvalues are locally invariant

with respect to the operating points [10]. Another approximate linearization approach is the

pseudo-linearization method [11]. This method finds the linearizing transformations which

are effective on an entire set of operating points. The difficulty of the two approaches lie

in the parameterization of the operating points. Another proposed method is uniform ap-

proximation. The main feature of this method is an attempt to construct the new model

[12]. If the available model is not feedback linearizable, the model will be approximated by

the closest model which is feedback linearizable. This method works for nonlinear systems

that do not satisfy the involutivity conditions, but are linearly controllable in a neighbor-

hood of a set of equilibrium points. This approach constructs a model that is feedback

linearizable and that approximates the given nonlinear system uniformly with respect to the

set of equilibrium points. The drawback of this method is that finding a solution requires

solving nonlinear ordinary differential equations (ODEs). Another method is higher-order

approximate linearization developed by Krener [13]. In this method, the nonlinear system

is expanded in a Taylor series around a nominal point. Then a change of coordinate trans-

formation and state feedback for the nonlinear system is sought such as resulting system is

linear in the new coordinate up to degree of approximation that used in the Taylor series.

Krener derived the necessary and sufficient conditions for nonlinear systems to be approx-

imated to a linear system by coordinate transformation and state feedback. Karahan and

Krener [14] presented a solution for the approximate linearization problem. Other feedback

linearization methods can be found in Guardabassi and Savaresi [15] and Krener in [16].

This dissertation considers the approximate feedback linearization procedure developed

by Krener, et al. We utilize a symbolic method to solve the feedback linearization problem

based on a recursive application of the Krener’s approximate linearization method and pursue

a family of solutions through the use of the null space of the solution. The approach presented
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differs from previous works of Deutscher and Schmid [17] and Karahan [13], [14] by seeking a

coordinate transformation and nonlinear feedback symbolically and explicitly parameterizing

the family of solutions.

The approximate feedback linearization methods were successfully applied to many appli-

cations and appeared in the literature. The approximate methods were employed in process

control problems in [18]-[19]. In [20]-[21] these methods were utilized in automatic flight

control. In [22]-[23] these techniques were applied to power systems, and in [24] to robot

control. In this dissertation, we address the orbit rendezvous problem.

Rendezvous and docking is an important element of spacecraft missions, such as large-

scale structure assembling, re-supply of orbital platforms and stations, repair of spacecraft

in orbit, and retrieval of spacecraft. The rendezvous problem includes orbital maneuvers

and trajectory control. The trajectory control can be grouped into the three categories:

free drift trajectories, impulsive maneuver trajectories, and continuous thrust trajectories

[25]. Many advanced methods have been proposed to solve the continuous thrust rendezvous

control problem. For example, a model predictive control (MPC) approach was used for

rendezvous and docking [26], [27]. The problem of optimal rendezvous has been studied by

many researchers in [28]-[29]. Adaptive control methods are presented in [30] and [31]. Other

rendezvous methods can be found in [32]-[33].

1.2 Dissertation Contribution

The main contributions are:

• This dissertation proposes a novel method to solve exact feedback linearization prob-

lems based on a recursive application of the approximate linearization method devel-

oped by Krener and utilizes the null space to generate a family of solutions. This

algorithm is algebraic and computationally easier than solving the set of nonlinear

PDEs.
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• The second contribution of this dissertation is programming the approximate lineariza-

tion method symbolically while searching for and discovering patterns in the orbit ren-

dezvous problem. Furthermore, we determine key functions of the system parameters

that have significant bearing on the nonlinear transformation and error terms with an

eye towards improving performance (e.g., reducing fuel consumption) and extending

the range of operational applicability of the control solution.

• The third contribution of this dissertation corresponds to the implementation of the

approximate linear method to circular and elliptical orbit transfer problems. The

coordinate transformation and feedback parameters are computed symbolically using

a one-step approach in multi-stage form. During the recursive steps, patterns were

established in the approximate solutions. Furthermore, a family of exact solutions to

the circular orbit nonlinear feedback control problem were obtained utilizing the null

space.

• In many practical cases, satellites move in an elliptical orbits, so it is important to

solve the orbit transfer problem in these realistic cases. We applied the approximate

feedback linearization method and through simulation demonstrated that applying

higher-degree approximation improves the closed-loop system stability for the elliptical

orbital transfer problem.

1.3 Dissertation Outline

The dissertation is organized as follows: Chapter 2 presents definitions and mathematical

tools and describes the approximate feedback linearization method and formulates the algo-

rithm in matrix form. Also, this chapter presents an explanation of the exact linearization

method. Chapter 3 presents the method to solve PDEs to find exact feedback linearization

solutions. Chapter 4 presents the application of approximate linearization to the circular
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orbit transfer problem. Chapter 5 presents the application of approximate linear method

to elliptical orbit transfer problem. Finally, Chapter 6 presents the conclusions and future

research work.

6



CHAPTER 2

PRELIMINARIES

This chapter reviews the mathematical definitions and theorems that are related to this

research.

2.1 Preliminary

Consider two vector fields f and g. The Lie bracket [f ,g] is a vector field defined by

[f ,g] =
∂g

∂x
f − ∂f

∂x
g (2.1)

where ∂g/∂x and ∂f/∂x are Jacobian matrices. The first Lie derivative represents the derivative

of one vector field with respect to another and is denoted by ad1
f (g) or Lfg [34]. By induction,

we can show that

ad1fg = [f ,g]

ad2fg = [f , [f ,g]] = [f , ad1fg]

...

adkf g = [f , adk−1f g].

(2.2)

The second Lie derivative represents the derivative of a function with respect to a vector.

Let f be a vector field and h be a function. The Lie derivative of h in the direction of f is

given by

Lf (h) =< dh, f >= Σn
i=1fi(x)

∂h

∂xi
, (2.3)
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where h(x) = h(x1, x2, . . . , xn) and f(x) = (f1(x), f2(x), . . . , fn(x))T .

Consider the nonlinear system

ẋ = f(x) +
m∑
i=1

gi(x)ui, (2.4)

where x ∈ <n is the state vector, ui ∈ < for i = 1, . . . ,m are the control inputs and

u := (u1 u2 . . . um)T . The system is at rest when xo = 0 and uo = 0. We assume f(x) and

gi(x) are smooth functions, in other words, have continuous derivatives up to the sufficiently

desired order over a given domain . Krener [6] derived the necessary and sufficient conditions

for the nonlinear system in Eq. (2.4) to be feedback linearizable. Define

Ω0(x) = span{g1, . . . ,gm}

Ω1(x) = span{g1, . . . ,gm, ad
1
fg1, . . . , ad

1
fgm}

...

Ωj(x) = span {adf kgi, 0 ≤ k ≤ j, 1 ≤ i ≤ m} (2.5)

for j = 0, 1, . . . , n− 1.

Theorem 1: The system in Eq. (2.4) is feedback linearizable around an equilibrium point

iff

1. the distribution Ωn−1 has dimension n; and

2. for each 0 ≤ j ≤ n− 2, the distribution Ωj is involutive.

Proof: See Isidori [35].

Definition 2: The distribution Ωj is involutive if there exists functions ck(x) ∈ < such that

[adk1f gi1 , ad
k2
f gi2 ] =

m∑
i=1

n−2∑
k=0

ck ad
k
f gi (2.6)
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for any 0 ≤ k1, k2 ≤ n− 2 and 1 ≤ i1, i2 ≤ m.

Theorem 2: The system in Eq. (2.4) is approximately feedback linearizable around an

equilibrium point iff

1. the distribution Ωn−1 has dimension n; and

2. for each 0 ≤ j ≤ n− 2, the distribution Ωj is order ρ involutive.

Proof: See Isidori [35]

Definition 3: The distribution Ωj is order ρ involutive if there exists functions ck(x) ∈ <

such that

[adk1f gi1 , ad
k2
f gi2 ] =

m∑
i=1

n−2∑
k=0

ck ad
k
f gi +Oρ(x) (2.7)

for any 0 ≤ k1, k2 ≤ n − 2 and 1 ≤ i1, i2 ≤ m. The second condition in Theorem 2 is less

restrictive than in Theorem 1 that requires Ωn−2 to be involutive [17].

2.2 Higher Degree Approximation of Control Systems

We seek a nonlinear coordinate transformation and nonlinear state feedback for the non-

linear system in Eq. (2.4) such that the transformed system is equivalent to a linear system

plus higher degree terms of Oρ+1(x,u), where ρ is the degree of the approximation. Consider

the approximation up to the second-degree, ρ = 2. For this purpose, expanding the original

nonlinear system in Eq. (2.4) in a Taylor series around (x0,u0) yields

ẋ = Fx + Gu + f (2)(x) + g(1)(x)u + . . . , (2.8)

where

F :=
∂f

∂x

∣∣
x=x0 , G := g(x0), and g := (g1, . . . ,gm). (2.9)
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We assume a coordinate transformation of the form

z = T(x) = x− φ(2)(x), (2.10)

where z are the transformed coordinates and φ(2)(x) is a vector of second degree polynomials

in x. The goal is to find a coordinate transformation such that the transformed system will

be linear in the new coordinates as

ż = Fz + Gv +O3(z,v). (2.11)

The new input v is given by

v = α(2)(x) +
(
I + β(1)(x)

)
u, (2.12)

where α(2)(x) and β(1)(x) are comprised of polynomials of degree two and one in x, respec-

tively, and

α(2)(x) =



α
(2)
1 (x)

α
(2)
2 (x)

...

α
(2)
i (x)


and β(1)(x) =


β
(1)
11 (x) . . . β

(1)
1i (x)

...

β
(1)
i1 (x) . . . β

(1)
ii (x)

 . (2.13)

For decoupled MIMO systems, the matrix β(1)(x) is a diagonal matrix. Since the nonlin-

ear system that we analyze in next section is a decoupled MIMO system, we consider the

decoupled case here. Taking the time derivative of Eq. (2.10) yields

ż = ẋ− ∂φ(2)

∂x
ẋ, (2.14)
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from which it follows that

ż =

(
I− ∂φ(2)

∂x

)
ẋ.

As shown in [14], if we find φ(2)(x),α(2)(x) and β(1)(x) such that

[
Fx,φ(2)(x)

]
+ Gα(2)(x) = f (2)(x) (2.15a)[

Gi ui,φ
(2)(x)

]
+ Giβ

(1)
i (x) ui = g(1)(x) ui (2.15b)

are satisfied for i = 1, . . . ,m, where G = [G1, . . . ,Gi], the second-order terms in Eq. (2.8)

will vanish yielding

ż = Fz + Gv +O3(x,u), (2.16)

which is equivalent to

ż = Fz + Gv +O3(z,v). (2.17)

The relationships in Eq. (2.15) are known as the generalized homological equations. If these

results are extended to an arbitrary approximation of degree ρ via

[Fx,φ(p)(x)] + Gα(p)(x) = f
(p)
N (x) (2.18a)

[Giui,φ
(p)(x)] + Giβi

(p−1)(x)ui = g
(p−1)
iN (x)ui (2.18b)

for p = 2, . . . , ρ and i = 1, . . . ,m, where G = [G1, . . . ,Gi], and

f
(p)
N (x) = f (p)(x)−

ρ−1∑
p=2

∂φ(ρ−p+1)(x)

∂x
f (p)(x), (2.19)
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and

g
(p−1)
iN (x) = g

(p−1)
i (x)−

ρ−1∑
p=2

∂φ(ρ−p+1)(x)

∂x
g
(p−1)
i (x), (2.20)

the higher-order terms in Eq. (2.8) will vanish yielding

ż = Fz +
m∑
i=1

Gi vi +Oρ+1(x,u). (2.21)

The transformed coordinates are given by

z = x−
ρ∑
p=2

φ(p)(x), (2.22)

with

φ(p)(x) =



φ
(p)
1 (x)

φ
(p)
2 (x)

...

φ
(p)
n (x)


, (2.23)

where x ∈ <n and φ(p)(x) is comprised of p-degree polynomials in x. The new input v is

given by

v =

ρ∑
p=2

α(p)(x) +

(
I +

ρ∑
p=2

β(p−1)(x)

)
u, (2.24)

α(p)(x) =



α(p)(x)

α
(p)
2 (x)

...

α
(p)
m (x)


, β(p−1)(x) =


β
(p−1)
11 (x) . . . β

(p−1)
1m (x)

...

β
(p−1)
m1 (x) . . . β

(p−1)
mm (x)

 , (2.25)

where α(p)(x) and β(p−1)(x) are comprised of polynomials of degree p and degree p − 1,

respectively. The terms f (p)(x) and g
(p)
i (x) are nonlinear terms from the original nonlinear
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system and f
(p)
N (x) and g

(p)
iN (x) contain nonlinear terms that appear as artifacts after applying

the transformation.

In order to find the higher-order approximation, there are two approaches we can consider.

In the multi-step approach, we first ignore the third and higher-order terms in the Taylor

series expansion to find the coordinate transformation and nonlinear feedback for the second-

order system. After finding and applying the second-degree transformation, we find the

coordinate transformation and nonlinear feedback for the third-order system in the new

coordinates, including the third-order terms from the Taylor series of the original nonlinear

system and third-order terms remaining after applying the second-order transformation.

We continue this procedure recursively up to the ρ degree. In the one-step approach, we

consider all the terms up to the ρ degree in the Taylor series of the original system and find

the coordinate transformation in one step.

The advantages of a one-step procedure are that we do not need to transform higher-order

terms in the (x,u) coordinates which derives from the previous step to the new coordinates

(z,v). Therefore, we do not have to be concerned about finding inverse transformations.

Also, in a one-step procedure, we can readily remove the kernel space of the previous degree

of approximation.

The advantage of a multi-step procedure is that the dimension of the unknowns in each

step is less than the one-step procedure. This allows us to perform the calculations more

efficiently, especially important since we will implement the computations symbolically for

the orbital rendezvous problem. Our goal is to discover patterns in the successive approxima-

tion that illuminates a family of analytic solutions, hence the need to keep the computations

minimal at each step.

The computational method we implemented here is a multi-step recursive application of

the approximation method. Since the system was known to the exactly linearizable, at each
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step the computational method eliminated all nonlinear terms up to order p. So, in essence,

we have a multi-stage, one-step algorithm, where p = 2, 3, . . . , ρ.

After obtaining the higher-degree linear approximation, we consider the closed-loop sta-

bility of the system. One common method to achieve desired stability is pole placement or

linear state feedback for the linear approximated system [36]

ż = Fz + Gv, (2.26)

by choosing

v = Kz + r (2.27)

where r is a reference input and selecting K appropriately for stability. After implementing

the feedback, the closed loop system is

ż = (F + GK)z + Gr. (2.28)

To show the importance of the feedback, we assume a second-order linearized system. If we

substitute z in Eq. (2.22) into the feedback law in Eq. (2.27) and substitute the input into

Eq. (2.24) we have

α2(x) + (I + β(1)(x))u = Kx−Kφ2(x) + r. (2.29)

The feedback control will be

u =
(
I + β(1)(x)

)−1
(Kx−Kφ(2)(x)−α(2)(x) + r)

= Kx− {β(1)(x)Kx + Kφ(2)(x) +α(2)(x)}+ r +O3(x,u).

(2.30)

Thus, the input control has a linear component for pole-placement plus higher-order terms for

the nonlinear correction. Another important characteristic of the resulting feedback control
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law is we can find K in original coordinate instead of in z coordinates [37]. We assume

the states are available for use in the full-state feedback law in Eq.(2.27), otherwise we can

employ an observer.

2.2.1 Solving the Generalized Homological Equations

An important issue is how to solve the generalized homological equations. Consider a

second-degree linearization, p = 2, with four states, n = 4, and two inputs, m = 2. The

matrix form of the homological equation is


[Fx,φ(2)(x)] + Gα(2)(x)

[G1,φ
(2)(x)] + G1β

(1)
1 (x)

[G2,φ
(2)(x)] + G2β

(1)
2 (x)

 =


f (2)(x)

g
(1)
1 (x)

g
(1)
2 (x)

 , (2.31)

where φ(2)(x) ∈ <4×1, α(2)(x) ∈ <2×1, and β(1)(x) ∈ <2×1. We can write

φ(2)(x) = ĀX, α(2)(x) = ÂX, β
(1)
1 (x) = Ã1X, β

(1)
2 (x) = Ã2X,

f (2)(x) = F̃X, g
(1)
1 (x) = G̃1X, g

(1)
2 (x) = G̃2X (2.32)

where Ā = [āij] ∈ <4×10 for i = 1, . . . , 4, j = 1, . . . , 10, Â = [âij] ∈ <2×10 for i = 1, 2,

j = 1, . . . , 10, and Ã = [ãij] ∈ <2×4 for i = 1, 2, j = 1, . . . , 4. Therefore, the unknown

parameters are [āij], [ãij], and [âij], also F̃ ∈ <4×10, G̃1 ∈ <4×4 and G̃2 ∈ <4×4 are known

constant matrices, and

X =

[
x1

2, x1x2, . . . , x
2
4

]′
∈ <10 and X =

[
x1, x2, x3, x4

]′
∈ <4. (2.33)
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Substituting φ(2)(x), α(2)(x), β(1)(x), f (2)(x), and g(1)(x) in Eq. (2.32) into Eq. (2.31) and

gathering terms yields


M1(Ā, Â,F,G) 0

0 M2(Ā, Ã1,G1)

0 M3(Ā, Ã2,G2)


X
X

 =


F̃ 0

0 G̃1

0 G̃2


X
X

 , (2.34)

or 
M1

M2

M3

 =


F̃

G̃1

G̃2

 , (2.35)

Taking the Jacobian respect to the unknown parameters in Eq. (2.35) yields

La = b, (2.36)

where a ∈ <68 is comprised of all the unknown parameters in A, Â; and Ã, and L ∈ <72×68

and b ∈ <72 are known. As we consider cases for ρ increasing, the dimension of the linear

problem in Eq. (2.36) grows very rapidly. For example, for n = 4, m = 2, and ρ = 3, the

L ∈ <140×160.

To illustrate the procedure for finding the solution of the linear equation in Eq. (2.36),

consider the nonlinear system

ẋ1
ẋ2

 =

0 1

0 0


x1
x2

+

0

1

u+

 x22
2

2x21

 . (2.37)

To find the second-degree approximation, the first step is to define

X = [x21, x1x2, x2
2]′ and X = [x1, x2]

′. (2.38)
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Then, define the coordinate transformation, nonlinear feedback parameters and second-

degree terms utilizing Eq. (2.32) as

φ(2)(x) =

ā11 ā12 ā13

ā21 ā22 ā23

X, α(2)(x) =

[
â11 â12 â13

]
X, β

(1)
1 (x) = [ã11, ã12]X,

f (2)(x) =

0 0 1
2

0 0 2

X, g
(1)
1 =

0 0

0 0

X. (2.39)

Next, we compute homological equations in Eq. (2.15) utilizing Eq. (2.39) to obtain

−ā21x12 + (2ā11 − ā22)x1x2 + (ā12 − ā23)x22

â11x1
2 + (2ā21 + â12)x1x2 + (ā21 + â13)x2

2

 =

 x22
2

2x21

 (2.40a)

 ā12x1 + 2ā13x2

(ā21 + ã11)x1 + (2ā23 + ã12)x2

 = 0. (2.40b)

Eq. (2.40) can be re-written as



−ā21 (2ā11 − ā22) (ā12 − ā23) 0 0

â11 (2ā21 + â12) (ā21 + â13) 0 0

0 0 0 ā12 2ā13

0 0 0 (ā21 + ã11) (2ā23 + ã12)


X
X

 =



0 0 1
2

0 0

2 0 0 0 0

0 0 0 0 0

0 0 0 0 0


X
X

 .
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Comparing term by term or, in expanded form, it follows that



−ā21

(2ā11 − ā22)

(ā12 − ā23)

0

0

â11

(2ā21 + â12)

(ā21 + â13)

0

0

0

0

0

ā12

2ā13

0

0

0

(ā21 + ã11)

(2ā23 + ã12)



=



0

0

1
2

0

0

2

0

0

0

0

0

0

0

0

0

0

0

0

0

0



(2.41)

As Eq. (2.41) demonstrates, each element on the left hand-side is a linear function of the

unknown parameters. Our goal is to find the unknown parameters. To this end, taking the

Jacobian respect to unknown parameters yields a matrix form given in Eq. (2.36), where

18



L ∈ <20×11, a =

[
ā11 ā12 ā13 ā21 ā22 ā23 â11 â12 â13 ã11 ã12

]′
∈ <11 and b ∈ <11

is the rigth hand-side of Eq. (2.41).

Generally, L in Eq. (2.36) is not full rank [38]. For instance, in the above example,

rank(L) = 10, hence is not full rank. There are two possible cases to consider in solving the

Eq. (2.36) for the unknowns. Suppose L ∈ <p×q, then

1. there is a solution if the rank
(
[L,b]

)
= rank(L). In this case,

• There is a unique solution, if rank(L) = min(p, q).

• There are many solutions if rank(L) ≤ min(p, q).

2. There is no solution if the rank(L) < rank([L,b]).

If the solution exists, the system is feedback linearizable up to the ρ-th degree. In most

cases, the rank(L) ≤ min(p, q) [17], hence the solution is not unique and the kernel space is

nonempty. A relationship between the rank of a matrix and the kernel space dimension is

rank (L) + nullity(L) = number of columns of L. (2.42)

The unknown parameters, a, is found from

a = L+b + C N(L), (2.43)

where L+ denotes the pseudo-inverse of L, C = [ci] ∈ < is arbitrary coefficients, and N(L)

is the null space of L. A pseudo-inverse exists for any matrix [39], however when the matrix

has full rank, the pseudo-inverse result is obtained via a simple algebraic formula [40]. When

the matrix has full column rank, the pseudo-inverse can be computed as

L+ = (L∗L)−1L∗. (2.44)
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When the matrix has full row rank, the pseduo-inverse can be computed as

L+ = L∗(LL∗)−1 . (2.45)

When the matrix is not full column or full row rank, the pseudo-inverse can be constructed

as follows[41]. Let r denotes the rank of L where r ≤ min(p, q). Then L can be decomposed

as

L = PQ, (2.46)

where P ∈ <m×r and Q ∈ <r×n and P and Q have rank r. Then the pseudo-inverse is

determined by

L+ = Q+ P+ = Q∗(QQ∗)−1 (P∗P)−1P∗. (2.47)

Given that the null space of L is defined by

N(L) = {x ∈ <n : Lx = 0}, (2.48)

when a is a solution of Eq. (2.36), adding the null space will not change outcome as

La = L
(
L+b + C N(L)

)
= b + 0 = b. (2.49)
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CHAPTER 3

SOLVING EXACT FEEDBACK LINEARIZATION PROBLEMS BY

RECURSION

This chapter presents an approach to solving the exact feedback linearization problem

that is used throughout this work. Although necessary and sufficient conditions for the

feedback linearization problems have been presented by Isidori and Krener [5], the solution

of feedback linearization problems requires solving nonlinear partial differential equations

which, generally speaking, is not straight forward. We employ a method to solve exact feed-

back linearization problems based on a recursive application of the approximate linearization

method developed by Krener [13]. We demonstrate the relationship between the recursive

application of the approximate linearization algorithm applied to problems known to have an

exact linearization solution and create a family of exact solutions. The recursive algorithm

is algebraic and computationally easier than solving the set of nonlinear partial differential

equations. The approach presented expands the previous work of Tall [42] , [43] and others

by parameterizing the family of solutions utilizing the null space.

3.1 Exact Feedback Linearization

Consider the nonlinear system in Eq. (2.4), and assume the nonlinear system satisfies the

conditions in Theorem 1 (in Chapter 2). In other words, the controllability and involutivity

conditions are satisfied. We begin by assuming a coordinate transformation of the form

z = T(x), (3.1)
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where z are the transformed coordinates. Our goal is to find the coordinate transforma-

tions and feedback parameters such that the transformed system will be linear in the new

coordinates as

ż = Fz + Gv. (3.2)

The nonlinear state feedback input u is given by

u = α̂(x) + β̂(x) v, (3.3)

where v ∈ <m. Taking the time derivative of T(x) in Eq. (3.1) and using Eq. (2.4) and Eq.

(3.3) yields

ż =
∂T

∂x
f(x) +

∂T

∂x
g(x)

(
α̂(x) + β̂(x) v

)
. (3.4)

Comparing Eq. (3.4) with Eq. (3.2) we find

∂T

∂x
f(x) +

∂T

∂x
g(x)α̂(x) = FT and

∂T

∂x
g(x)β̂(x) = G. (3.5)

Equation (3.5) represents nonlinear partial differential equations (PDEs). In general, solving

for T(x), α̂(x), and β̂(x) is challenging when attempting to solve the PDEs directly. A simple

example illustrates this challenge.

Consider the nonlinear system

ẋ = f(x) + g(x)u, (3.6)

where

x =


x1

x2

x3

 , f(x) =


x2 + x1

2 − x1x3

x3 − x1x2 + x2
2 + x3

2

−3x1 + 2x2 − x3 + x2x3

 , and g(x) =


x1

0

x2 + 1

 .
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Note that f(0) = 0 and g(0) = 0 where x0 = 0. Substituting f(x) and g(x) from Eq. (3.6)

into Eq. (3.5) yields

∂T

∂x


x1

0

1 + x2

 β̂(x) =


0

0

1

 , and
∂T

∂x
f(x) +

∂T

∂x
g(x)α̂ =


T2

T3

0

 . (3.7)

Expanding Eq. (3.7) we have the six PDEs

∂T1
∂x1

x1 +
∂T1
∂x3

(1 + x2) = 0

∂T2
∂x1

x1 +
∂T2
∂x3

(1 + x2) = 0(
∂T3
∂x1

x1 +
∂T3
∂x3

(1 + x2)

)
β̂(x) = 1

T2 −
∂T1
∂x1

(x2 + x21 − x1x3)−
∂T1
∂x2

(x3 − x1x2 + x22 + x23)

− ∂T1
∂x3

(−3x1 + 2x2 − x3 + x2x3) = 0

T3 −
∂T2
∂x1

(x2 + x21 − x1x3)−
∂T2
∂x2

(x3 − x1x2 + x22 + x23)

− ∂T2
∂x3

(−3x1 + 2x2 − x3 + x2x3) = 0

∂T3
∂x1

(x2 + x21 − x1x3) +
∂T3
∂x2

(x3 − x1x2 + x22 + x23)

+
∂T3
∂x3

(−3x1 + 2x2 − x3 + x2x3)α̂(x) = 0.

It is clear that even in this relatively simple example, the PDEs are quite complex. So, it is

very challenging to obtain the solution directly.

An alternative approach to exact feedback linearization is to apply an approximate feed-

back linearization procedure up to order ρ, and then recursively apply the procedure and

let ρ→∞. The problem of approximate feedback linearization proposed by Krener [6] and
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Karahan [14] is our selected method of choice for finding a coordinate transformation and

state feedback such that the transformed nonlinear system is linear up to the degree ρ.

The main result of this approach is the following. Consider the nonlinear system in Eq.

(2.4) which satisfies the feedback linearization conditions in Theorem 1. The nonlinear state

and nonlinear feedback (the solutions of nonlinear PDEs) can be found using a recursive

application of a particular approximate linearization method, that is the method of Krener,

Karahan, and others. At each step in the recursion, all terms up to and including order ρ

are accounted for and eliminated. As we let ρ → ∞, the complete solution approaches an

exact solution. Furthermore, through the use of the null space of the solution we can create

a family of exact solutions.

To see this, first assume the nonlinear system satisfies the exact feedback linearization

conditions in Theorem 1. Therefore, we know that the coordinate transformation and feed-

back parameters exist. The input in the exact feedback linearization method from Eq. (3.3)

can be written as

v = β̂−1(x)(u− α̂(x)) (3.8)

and comparing Eq. (2.24) and Eq. (3.8) leads to the relationships

−β̂−1(x) α̂(x) =

ρ∑
p=2

α(p)(x) and β̂−1(x) = I +

ρ∑
p=2

β(p−1)(x), (3.9)

where we let ρ → ∞. The coordinate transformation and state feedback are given in Eq.

(3.1) and Eq. (3.3). Suppose that f(x) and g(x) are smooth functions and can be expanded

in a Taylor series up to order ρ as

f(x) = Fx +

ρ∑
p=2

f (p)(x) and g(x) = G +

ρ∑
p=2

g(p−1)(x), (3.10)
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where we use the assumption that f(0) = 0 and g(0) = 0 at x0 = 0. Since we assume

that the conditions for exact feedback linearization are satisfied, we know that T(x) exists.

Taking the time derivative of T(x) in Eq. (3.1) yields

ż =
∂T

∂x
ẋ =

∂T

∂x

(
Fx +

ρ∑
p=2

f (p)(x)

)
+
∂T

∂x

(
G +

ρ∑
p=2

g(p−1)(x)

)
u (3.11)

and substituting Eq. (3.8), we find

ż = Fz + G
(
α(x) +

(
I + β(x)

)
u
)
, (3.12)

where we note that α(x) := β̂−1(x)α̂(x) and β(x) := β̂−1(x). Comparing Eq. (3.12) with

Eq. (3.5) yields the PDEs

∂T

∂x

(
Fx +

ρ∑
p=2

f (p)(x)

)
−Gα(x) = FT(x) (3.13)

∂T

∂x

(
G +

ρ∑
p=2

g(ρ−1)(x)

)
= G(I + β(x)). (3.14)

From the exact feedback linearization theorem, T(x) needs to be a smooth differentiable

function. It is know that any smooth differentiable function can be represented by a Taylor

series. Expanding T(x) in the Taylor series, where T(p)(x) are the higher degree terms in

the Taylor series, yields

T(x) = x−
∞∑
p=2

T(p)(x), (3.15)

where T(0) = 0. Note that in order to satisfy Eq. (3.5), T(x) satisfies ∂T
∂x

∣∣
x=x0 = I, and has

the form in Eq. (3.15). The proof is explained in Appendix B. Taking the partial derivative
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of T(x) in Eq. (3.15) with respect to x we have

∂T

∂x
= I−

∞∑
p=2

∂T(p)(x)

∂x
. (3.16)

Substituting Eq. (3.16) into Eq. (3.13) yields

(
I−

∞∑
p=2

∂T(p)(x)

∂x

)(
Fx +

ρ∑
p=2

f (p)(x)

)
−Gα(x) = Fx− F

∞∑
p=2

T(p)(x). (3.17)

Utilizing the Lie bracket definition, we can re-write Eq. (3.17 ) as

[Fx,

ρ∑
p=2

T(p)(x)] + Gα(x) =

ρ∑
p=2

f (p)(x)−
ρ∑
p=2

∂T(p)(x)

∂x

ρ∑
p=2

f (p)(x), (3.18)

where

α(x) :=

ρ∑
p=2

α(p)(x) and β(x) :=

ρ∑
p=2

β(p)(x), (3.19)

and we note that

∞∑
p=ρ+1

∂T(p)(x)

∂x

(
Fx +

ρ∑
p=2

f (p)(x)

)
+ F

∞∑
p=ρ+1

T(p)(x) = O(ρ+1)(x) (3.20a)

and

ρ∑
p=2

∂T(p)(x)

∂x

ρ∑
p=2

f (p)(x) =

ρ∑
j=3

j−1∑
p=2

∂T(j−p+1)(x)

∂x
f (p)(x) +O(ρ+1)(x). (3.20b)

Therefore, we can re-write Eq. (3.18) as

[Fx,

ρ∑
p=2

T(p)(x)] + G

ρ∑
p=2

α(p)(x) =

ρ∑
p=2

f (p)(x)−
ρ∑
j=3

j−1∑
p=2

∂T(j−p+1)(x)

∂x
f (p)(x). (3.21)
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Expanding Eq. (3.21) we find

[Fx,T(2)(x)] + Gα(2)(x) = f (2)(x)

[Fx,T(3)(x)] + Gα(3)(x) = f (3)(x)− ∂T(2)(x)

∂x
f (2)(x)

...

[Fx,T(ρ)(x)] + Gα(ρ)(x) = f (ρ)(x)− ∂T(ρ−1)

∂x
f2(x)− . . .− ∂T(2)

∂x
f (ρ−1)(x). (3.22)

Comparing Eq. (3.22) with the homological equations in Eq. (2.18) demonstrates these two

equations are equivalent. We can therefore conclude φ(ρ)(x) is equivalent to the T(ρ)(x).

Since the T(ρ)(x) exists, we can conclude φ(ρ)(x) also exists. From this point forward, we

replace T(ρ)(x) with φ(ρ)(x).

Similarly, we can rewrite Eq. (3.14) as

[G,φ(2)(x)] + Gβ(1)(x) = g(1)(x)

[G,φ(3)(x)] + Gβ(2)(x) = g(2)(x)− ∂φ(2)(x)

∂x
g(1)(x) (3.23)

...

[G,φ(ρ)(x)] + Gβ(ρ−1)(x) = g(ρ−1)(x)− ∂φ(ρ−1)

∂x
g1(x)− . . .− ∂φ(2)

∂x
g(ρ−2)(x).

At each step in the recursion, we solve for φ(p)(x), α(p)(x), and β(p−1)(x), as p = 2, 3, . . . , ρ

in Eq. (3.22) and Eq. (3.23). For example, for p = 2 we have

[Fx,φ(2)(x)] + Gα(2)(x) = f (2)(x)

[G,φ(2)(x)] + Gβ(1)(x) = g(1)(x), (3.24)
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and for p = 3, we have

[Fx,φ(3)(x)] + Gα(3)(x) = f (3)(x)− ∂φ(2)(x)

∂x
f (2)(x)

[G,φ(3)(x)] + Gβ(2)(x) = g(2)(x)− ∂φ(2)(x)

∂x
g(1)(x), (3.25)

and so on.

As discussed in Chapter 2 (and shown in [17] ), the solution of the homological equation

generally has an associated null space. We consider now the null space in the solution

procedure as a pathway to create a family of solutions.

3.2 Null Space

Consider the state transformation

z = x−
ρ∑
p=2

φ(p)(x)−
ρ∑
p=2

φ̄(p)(x), (3.26)

where φ̄(p)(x) represents the terms associated with the null space. Also, suppose that

α(x) =

ρ∑
p=2

α(p)(x) +

ρ∑
p=2

ᾱ(p)(x)

β(x) =

ρ∑
p=2

β(p−1)(x) +

ρ∑
p=2

β̄(p−1)(x), (3.27)

where ᾱ(p)(x) and β̄(p−1)(x) are associated with the null space. The quantities φ̄(p)(x) ,

ᾱ(p)(x) and β̄(p−1)(x) are the solutions of

[Fx,

ρ∑
p=2

φ̄(p)(x)] + G

ρ∑
p=2

ᾱ(p)(x) = 0 and [G,

ρ∑
p=2

φ̄(p)(x)] + G

ρ∑
p=2

β̄(p−1)(x) = 0. (3.28)
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Expanding Eq. (3.28) for p = 2 gives

[Fx, φ̄(2)(x)] + Gᾱ(2)(x) = 0 and [G, φ̄(2)(x)] + Gβ̄(1)(x) = 0. (3.29)

Note that if φ̄(2)(x), ᾱ(2)(x) and β̄(1)(x) satisfies Eq. (3.29), then c1φ̄
(2)(x), c1ᾱ

(2)(x), and

c1β̄
(1)(x) also satisfies Eq. (3.29), where c1 ∈ <. Furthermore, for p = 3, we have

[Fx, φ̄(3)(x)] + Gᾱ(3)(x) = 0 and [G, φ̄(3)(x)] + Gβ̄(2)(x) = 0 (3.30)

and c2φ̄
(3)(x), c2ᾱ

(3)(x), and c2β̄
(2)(x) also satisfies Eq. (3.30), where c2 ∈ <. By including

the ci ∈ <, i = 1, . . . , ρ− 1, we can generate a family of solutions. In fact, with

φ̄(x) = c1φ̄
(2)(x) + c2φ̄

(3)(x) + . . .+ cρ−1φ̄
(ρ)(x), (3.31)

we can select c1, c2, . . . , cρ−1 to enable the series to converge to different analytic functions.

We consider now the impact of the additional terms φ̄(i)(x) in Eq. (3.26) on the ho-

mological equations in Eq. (3.13) and Eq. (3.14). Consider first Eq. (3.13), where we

have

∂T

∂x

(
Fx +

ρ∑
p=2

f (p)(x)

)
−Gα(x)−Gᾱ(x) = F

(
x−

ρ∑
p=2

φ(p)(x)−
ρ∑
p=2

φ̄(p)(x)

)
. (3.32)

Re-arranging Eq. (3.32) and utilizing the Lie bracket definition yields

[Fx,

ρ∑
p=2

φ(p)(x)] + [Fx,

ρ∑
p=2

φ̄(p)(x)] + G

ρ∑
p=2

α(p)(x) + G

ρ∑
p=2

ᾱ(p)(x)

=

ρ∑
p=2

f (p)(x)−
ρ∑
j=3

j−1∑
p=2

∂φ(j−p+1)(x)

∂x
f (p)(x)−

ρ∑
j=3

j−1∑
p=2

∂φ̄(j−p+1)(x)

∂x
f (p)(x). (3.33)
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Following the same recursive strategy as before, we solve for p = 2 as

[Fx,φ(2)(x)] + Gα(2)(x) = f (2)(x)

[Fx, φ̄(2)(x)] + Gᾱ(2)(x) = 0 (3.34)

[G,φ(2)(x)] + Gβ(1)(x) = g(1)(x)

[G, φ̄(2)(x)] + Gβ̄(1)(x) = 0,

and then, for p = 3, we have

[Fx,φ(3)(x)] + Gα(3)(x) = f (3)(x)− ∂φ(2)(x)

∂x
f (2)(x)

[Fx, φ̄(3)(x)] + Gᾱ(3)(x) = 0 (3.35)

[G,φ(3)(x)] + Gβ(2)(x) = g(2)(x)− ∂φ(2)(x)

∂x
g(1)(x)

[G, φ̄(3)(x)] + Gβ̄(2)(x) = 0,

and continue up to the desired degree ρ. The final solution is given by

T(x) = x−
ρ∑
p=2

φ(p)(x)−
ρ∑
p=2

cp−1φ̄
(p)(x) , cp ∈ <

α(x) =

ρ∑
p=2

α(p)(x) +

ρ∑
p=2

cp−1ᾱ
(p)(x)

β(x) =

ρ∑
p=2

β(p−1)(x) +

ρ∑
p=2

cp−1β̄
(p−1)(x) (3.36)
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3.3 Example

Consider the nonlinear system

ẋ1
ẋ2

 =

ex2 − 1

ax21

+

0

1

u, (3.37)

with a ∈ < and

F =

0 1

0 0

 , G =

0

1

 , f (2)(x) =

1
2
x22

1

 , and g(1)(x) = 0. (3.38)

First, we solve the problem using the recursive application of the approximate linearization

method, knowing that the problem satisfies the conditions of exact feedback linearization.

We apply the one step, multi-stage recursive method to linearize the system up to the fourth-

degree approximation, ρ = 4. For p = 2 in the homological equations in Eq. (2.18) we have

[Fx,φ(2)(x)] + Gα(2)(x) = f (2)(x) (3.39a)

[G,φ(2)(x)] + Gβ(1)(x) = g(1)(x). (3.39b)

We are searching for φ
(2)
1 (x), φ

(2)
2 (x), α(2)(x) as functions of x1

2, x1x2, and x22. For example,

φ
(2)
1 (x) = a11x1

2+a12x1x2+a13x2
2, where a1i are unknowns. For β(1)(x), we are searching for

functions of x1 and x2 only. For this example with p = 2, L ∈ <10×11 with rank (N(L)) = 1.

Solving the homological equations for p = 2 yields

φ
(2)
1 (x) = 0 , φ

(2)
2 (x) = −1

2
x22 , α

(2)(x) = ax21 , and β(1)(x) = x2. (3.40)
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Next, we compute the null space as.

N(Ls) = [−1

2
, 0, 0,

... 0, −1, 0,
... 0, 0, 1,

... 1, 0], (3.41)

which can be interpreted as

φ̄(2)
1 (x)

φ̄
(2)
2 (x)

 = c1

−1
2

0 0

0 −1 0



x1

2

x1x2

x22

 =

 −1
2
c1x

2
1

−c1x1x2,

 (3.42)

where c1 ∈ < is an arbitrary constant and

ᾱ(2)(x) = c1

[
0 0 1

]
x1

2

x1x2

x22

 = c1x
2
2 and β̄(1)(x) = c1

[
1 0

]x1
x2

 = c1x1. (3.43)

Adding the null space solution to Eq. (3.40) yields

φ
(2)
1 (x) = −1

2
c1x

2
1 , φ

(2)
2 (x) = −1

2
x22 − c1x1x2, (3.44)

α(2)(x) = ax21 + c1x
2
2 , β(1)(x) = x2 + c1x1. (3.45)

Next we solve for p = 3 in the homological equation in Eq. (3.35). Note that the higher

degree terms on the right hand side of Eq. (3.35) depend on the previous transformation,

φ(2)(x). The solutions for p = 3 are

φ
(3)
1 (x) = 0 , φ

(3)
2 (x) = −c1

2
x1x

2
2 −

1

6
x32, (3.46)
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and

α(3)(x) = a c1x
3
1 + a x21x2 + c1 x

3
2, β(2)(x) = c1x1x2 +

1

2
x22. (3.47)

The null space is computed as

N(Lt) = [−1

3
, 0, 0, 0,

... 0, −1, 0, 0,
... 0, 0, 2, 0,

... 1, 0 , 0], (3.48)

leading to

φ̄(3)
1 (x)

φ̄
(3)
2 (x)

 = c2

−1
3

0 0 0

0 −1 0 0




x1
3

x1
2x2

x1x
2
2

x32


=

 −1
3
c2x

3
1

−c2x12x2

 (3.49)

ᾱ(3)(x) = c2

[
0 0 2 0

]


x1
3

x1
2x2

x1x
2
2

x32


= 2c2x1x

2
2 (3.50)

β̄(2)(x) = c2

[
1 0 0

]
x1

2

x1x2

x22

 = c2x1
2 (3.51)

where c2 ∈ < is an arbitrary coefficient. Adding the null space solution to Eq. (3.46) yields

φ
(3)
1 (x) = −1

3
c2x1

3 , φ
(3)
2 (x) = −c1

2
x1x

2
2 −

1

6
x32 − c2x21x2, (3.52)

α(3)(x) = a c1x
3
1 + a x21x2 + c1 x

3
2 + 2c2x1x

2
2 , and β(2)(x) = c1x1x2 +

1

2
x22 + c2x

2
1
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The solutions for p = 4 are

φ
(4)
1 (x) =

2 a

59
x41 , φ

(4)
2 (x) =

8 a

59
x31x2 −

c2
2
x21x

2
2 −

c1
6
x1x

3
2 −

1

24
x42, (3.53)

and

α(4)(x) = a c2x
4
1 + a c1x

3
1x2 +

11a

118
x21x

2
2 + 2c2 x1x

3
2 +

7 c1
12

x42,

β(3)(x) = −8a

59
x31 + c2x

2
1x2 +

c1
2
x1x

2
2 +

1

6
x32. (3.54)

The null space is computed as

N(Lf ) = [−1

4
, 0, 0, 0, 0,

... 0, −1, 0, 0, 0,
... 0, 0, 3, 0, 0,

... 1, 0 , 0, 0], (3.55)

leading to

φ̄
(4)
1 (x) = −1

4
c3x1

4 , φ̄
(4)
2 (x) = −c3x13x2

(3.56)

and

ᾱ4(x) = c3x1
2x2

2 , β̄(3)(x) = c3x1
3. (3.57)
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Combining all the terms, we find that up to order ρ = 4, we have

φ1(x) = −1

2
c1x

2
1 −

1

3
c2x1

3 +
2 a

59
x41 −

1

4
c3x1

4

φ2(x) = −1

2
x22 − c1x1x2 −

c1
2
x1x

2
2 −

1

6
x32 − c2x21x2 +

8 a

59
x31x2 −

c2
2
x21x

2
2 −

c1
6
x1x

3
2

− 1

24
x42 − c3x13x2 (3.58)

α(x) = ax21 + c1x
2
1 + a c1x

3
1 + a x21x2 + c1 x

3
2 + 2c2x1x

2
2 + a c2x

4
1 + a c1x

3
1x2

+
11a

118
x21x

2
2 + 2c2 x1x

3
2 +

7 c1
12

x42 + c3x1
2x2

2

β(x) = x2 + c1x1 + c1x1x2 +
1

2
x22 + c2x1

2 − 8a

59
x31 + c2x

2
1x2 +

c1
2
x1x

2
2 +

1

6
x32 + c3x1

3.

Now, we solve the problem using an exact feedback linearization method and compare the

solutions with the solutions above. Substituting g(x) in Eq. (3.5) yields

∂T1
∂x

g(x) =
∂T1
∂x2

= 0, (3.59)

which implies that T1 is only a function of x1. One possible function is T1 = x1. Substituting

T1 in Eq. (3.5) yields

T1 = x1, T2 = ex2 − 1 = x2 − (−1

2
x2

2 − 1

6
x2

3 − 1

24
x2

4 − . . .),

α̂(x) = −ax21 , β̂(x) = e−x2 . (3.60)

Note that T1(0) = 0 and T2(0) = 0. Substituting c1 = c2 = 0 and c3 = 8a
59

into Eq. (3.58)

yields

φ1(x) = 0, φ2(x) = −1

2
x22 −

1

6
x32 −

1

24
x42. (3.61)
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Comparing φ1(x) and φ2(x) with T1(x) and T2(x), we note that the recursive solution

matches the Taylor series expansion of T1(x) and T2(x) up to order ρ = 4. In fact, as ρ

increases, the function φ1(x)→ T1(x) and φ2(x)→ T2(x).

Another possible solution is T1(x) = tan−1 x1. Substituting T1(x) into Eq. (3.5) yields

T1(x) = tan−1 x1 , T2(x) =
1

1 + x12
(ex2 − 1) ,

α̂(x) = −ax21 +
2 x1e

−x2

(1 + x12)
2 (ex2 − 1)2 , β̂(x) = e−x2(1 + x1

2). (3.62)

This recursive solution matches the analytic solution up to degree ρ = 4 by selecting c1 = 0,

c2 = −1 and c3 = 8a
59

. Again as ρ increases, the recursive solution approaches the analytic

solution.

Another possible solution is T1(x) = x1
1+x1

. Substituting T1(x) into Eq. (3.5) yields

T1(x) =
x1

1 + x1
, T2(x) =

1

(1 + x1)2
(ex2 − 1) ,

α̂(x) = −ax21 +
2 e−x2(ex2 − 1)

(1 + x1)
, β̂(x) = e−x2(1 + x1

2). (3.63)

Selecting c1 = −2, c2 = 3 and c3 = −4(1 − 2a
59

), the recursive solution approaches the

analytic solution. We see then that the proposed solution procedure involving the recursive

application of the approximate linearization algorithm when the system is exactly linearizable

leads to a family of solution using the null space approximation.

We proposed a recursive method to compute the nonlinear transformation and nonlinear

feedback for systems that satisfy the exact feedback linearization conditions. The coordinate

transformations and nonlinear feedback are obtained without having to solve the nonlinear

PDEs directly. We utilize the fact that when the original nonlinear model fulfills the exact

feedback linearization conditions, it also satisfies the approximate feedback linearization

conditions up to order ρ. We then applied an approximate feedback linearization method
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Figure 5.3. Controlled response of the transformed circular orbit states
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Figure 5.4. Controlled response of elliptical orbit states
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CHAPTER 6

CONCLUSION AND FUTURE WORK

Motivated by the approximate feedback linearization method, we presented a new ap-

proach to solve an exact feedback linearization problem. We utilized the fact that the original

nonlinear model satisfied the exact feedback linearization conditions. Therefore, the approx-

imate feedback linearization conditions are fulfilled. The proposed algorithm allows us to

compute the coordinate transformation and feedback parameters to transform a nonlinear

system into a linear one system to the desired degree. The first advantage of the approach

is that the algorithm does not require solving nonlinear partial differential equations. Fur-

thermore, our method leads to a family of linearizing transformation by utilizing the null

space. We demonstrate the relationship between the recursive application of the approximate

linearization and the exact linearization.

We implemented the approximate linearization method symbolically in MATLAB using

MuPAD. Solving the problem symbolically allows us to determine the key parameters of the

system that have significant effect on performance. In addition, the operating region of the

approximate system can be extended.

The approximate feedback linearization method was applied recursively to the problem

of circular orbit transfer. We found the coordinate transformation and feedback parameters

symbolically. As a result, we discovered patterns in the approximate solution as the order of

the approximation increased. Moreover, we found a family of solutions by employing the null

space. It was shown that applying higher-degree feedback improves the closed-loop system

stability for the orbital transfer problem and at some point the performance improvement of
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ever increasing higher-degree approximations diminishes, hinting at convergence to an exact

solution. It was shown that two different exact solutions can have different performance

in terms of fuel usage, leading to the possibility of optimization considerations in selecting

the desired exact solution. We determined the convergence conditions between the recursive

application of the approximate linearization and the exact linearization.

The approximate feedback linearization method was also applied to the problem of ellip-

tical orbit transfer. Owing to the fact that an ellipse can map to the circle, we utilized the

solution of circular orbit transfer problem to solve the elliptical orbit problem. We derived

the equations that shows the state-space variables relationship between the circular and the

elliptical orbit problem. We demonstrated for the orbital rendezvous problem the solution

is a recursive algebraic solution and through simulation established the closed-loop system

stability.

6.1 Future Work

Utilizing the null space solution of feedback linearization method leads to a family of

solutions. Future research will investigate various optimization criteria for choosing among

the possible solutions.

We applied the one-step multi-stage approximate feedback linearization method to the

orbital rendezvous problems. Future research should consider the proposed method applied

in other applications, such as robotics, flight control, power system and process control.
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Appendix A Reuse Permission

The reuse permissions of materials in chapter 4 is listed below.
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Appendix B Proof

T(x) should satisfy the following equations:

∂T

∂x
f(x) +

∂T

∂x
g(x)α̂(x) = FT

∂T

∂x
g(x)β̂(x) = G. (B.1)

We know T(x) is smooth and it can be presented by Taylor series as

T(x) = Ax−
∞∑
p=2

T(p)(x), (B.2)

where A is computed from

A =
∂T

∂x

∣∣
x=x0 . (B.3)

The proposed transformation in Eq. (B.2) should satisfy Eq. (B.1). Taking the derivative

of Eq. (B.2) yields

∂T

∂x
= A−

∞∑
p=2

∂T(p)

∂x
(x), (B.4)

Substituting Eq. (B.4) in Eq. (B.1) yields

(
A−

∞∑
p=2

∂T(p)(x)

∂x

)
f(x) +

∂T

∂x
g(x)α̂(x) = F

(
Ax−

∞∑
p=2

T(p)(x)

)
. (B.5)
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Expanding f(x) and g(x) in the Taylor series yields

(
A−

∞∑
p=2

∂T(p)(x)

∂x

)(
Fx + f (2)(x) + . . .

)
+
∂T

∂x
(G + g(x) + . . .) α̂(x)

= FAx− F
∞∑
p=2

T(p)(x). (B.6)

Re-arranging yields

AFx + Af (2)(x) + . . . = FAx− F
∞∑
p=2

T(p)(x). (B.7)

Comparing the first-degree term in both side of Eq. (B.6) yields

AFx = FAx, (B.8)

which it follows that

AF = FA. (B.9)

To satisfy Eq. (B.9), in general, A should be the identity matrix.

Similarly, the transformation in Eq. (B.2) should also satisfy the second equation in Eq.

(B.1). Taking the derivative of Eq. (B.2) and substituting Eq. (B.4) yields

(
A−

∞∑
p=2

∂T(p)(x)

∂x

)
g(x)β̂(x) = G. (B.10)
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Expanding g(x) in the Taylor series and assuming

β̂−1(x) = I + β(1)(x) + β(2)(x) + . . . , (B.11)

we have

(
A−

∞∑
p=2

∂T(p)(x)

∂x

)(
G + g(1)(x) + . . .

)
= G

(
I + β(1)(x) + β(2)(x) + . . .

)
. (B.12)

Re-arranging yields

AG + Ag(1)(x) + . . . = G + Gβ(1)(x) + . . . . (B.13)

Comparing the first-degree terms in Eq. (B.13) yields

AG = G. (B.14)

To satisfy Eq. (B.9), in general, A should be the identity matrix.

Considering the two conditions for A from Eq. (B.9) and Eq. (B.14), we conclude A

should be the identity matrix. Therefore, T(x) has the form

T(x) = x−
∞∑
p=2

T(p)(x). (B.15)
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