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Routing and designing are essential for transportation networks. With effective routing and designing policies, transportation networks can work safely and efficiently. There are two transportation problems: hazardous materials (hazmat) transportation and warehouse logistics. This dissertation addresses the routing of networks for both problems. For hazmat transportation, the routing can be regulated via network design. Due to catastrophic consequences of potential accidents in hazmat transportation, a risk-averse approach for routing is necessary. In this dissertation, we consider spectral risk measures, for risk-averse hazmat routing. In addition, we introduce a network design problem to select a set of closed road segments for hazmat traffic with conditional value-at-risk (CVaR) to regulate hazmat routing. In warehouses, the routing of electric forklifts with sufficient battery levels is for material handling. The optimization model of dynamic wireless charging lane location is proposed under the workflow congestion in parallel-aisle warehouses. Considering the uncertainty of demands, the wireless charging lane location problem is formulated as a two-stage stochastic programming model. We confirm the efficiency of the proposed algorithms in solving these problems and the key advantages of use the proposed routing and designing policies via case studies.
1 General Introduction

With transportation networks, vehicle routing aims at finding an optimal route that achieves the minimum cost, the minimum risk of transporting commodities or other goals. The users of transportation networks respond differently to different network designs with various considerations. Therefore, routing is essential for transportation networks. With effective routing and designing policies, transportation networks can work safely and efficiently. Routing and designing the policies are of great interests for two transportation problems — hazardous materials transportation and warehouse logistics. This dissertation addresses the routing and designing of networks for both problems. In hazmat transportation, the routing of hazmat carriers focuses on minimizing the risk. Hazmat network design which is regulated by government or transportation agencies includes toll-pricing and road banning. Compared to toll-pricing for hazmat cargos, road banning is easier to be implemented and modified without additional toll-collection facilities. In this dissertation, the hazmat network design is selecting a set of road segments to be closed. For warehouse logistics, the forklift routing addresses the minimum travel time and congestion alleviation in order to achieve high operation efficiency while ensuring the safety of operation. With dynamic wireless charging technologies, we can determine the locations of wireless charging lanes to support the routing of electric forklifts.

The U.S. Occupational Safety and Health Administration (2017) defines hazardous materials (hazmat) as “chemical hazards and toxic substances which pose a wide range of health hazards such as irritation, sensitization, and carcinogenicity and physical hazards such as flammability, corrosion, and explosibility.” Widely used for hazmat transportation are cargo tank trucks. Cargo tank trucks transporting with road networks can
bring potential risks for the public. According to incident statistics from Pipeline and Hazardous Materials Safety Administration (2017), there were 3,391 highway transit incidents involving hazmat, causing $32,806,352 of damages in 2017. The average cost for hazmat accident on nation’s highways is about $414,000 per accident, while non-hazmat cargo accidents are averaged about $340,000 per accident (Federal Motor Carrier Safety Administration, 2001). When hazmat is released at the accident, the average cost increases to $536,000. Furthermore, if a fire or an explosion is involved, the average cost of hazmat accidents increases to $1,150,000 and $2,070,000, respectively. In order to protect the road network from severe hazmat accidents, risk and regulatory analyses have been conducted to provide effective solutions for operations and management in hazmat transportation.

In this dissertation, we consider a hazmat routing problem to determine a safe path between an origin-destination (OD) pair. As a risk-averse approach, CVaR is used in hazmat routing (Kwon, 2011; Toumazis and Kwon, 2013). CVaR is defined as the “average of the $\alpha100\%$ worst cases in the long tail.” While CVaR exhibits several desirable properties such as coherency in the sense of Artzner et al. (1999a), it has a couple of limitations. First, CVaR completely ignores what happens in the dominating $(1 - \alpha)100\%$ cases, by only considering the $\alpha100\%$ worst cases in the long tail; hence, CVaR cannot distinguish random risk variables when their CVaR values are identical. Second, CVaR places a uniform weight in the long tail for the consequences that pass the “cutoff” and, therefore, may fail to provide risk-averseness against extremely large consequences with very small probabilities. Due to these two properties, decision-making based solely on CVaR can lead to less desirable outcomes. As a way to overcome these limitations, it is natural to consider weighted average of all possible consequences, called the spectral risk measure (SRM) (Acerbi, 2002) of the underlying probabilistic risk distribution. The weight function is referred as the spectrum function. Any admissible spectrum function is required to be nonnegative, non-decreasing, and normalized for the spectral risk measure to be coherent. In connection with expected utility theory, some literatures (Dowd et al.,
2008; Brandtner, 2016) suggested some legitimate spectrum functions for constructing spectral risk measures. Spectral risk measures have been studied for financial portfolio optimization problems Acerbi and Tasche (2002); Acerbi (2004); Acerbi and Simonetti (2008); Dowd and Blake (2006) and some researchers (Dowd et al., 2008; Brandtner, 2016) gave guidances on the choice of spectrum functions. In hazmat routing, SRM as a more general and risk-averse approach is applied in this dissertation.

Despite that regulating policies of routing are given based on risk models, hazmat routing is ultimately performed by hazmat carriers. According to a hazmat routing survey (Battelle, 2006), hazmat carriers consider various factors such as tunnels, bridges, the population exposure, the state of regulations, and the directness of route, among others, to determine the route. This indicates that there would be factors that are unobserved by the government or a central authority. Even when multiple factors are modeled, the weights among various factors are difficult to determine. To design hazmat network which determines a set of road segments to be closed aiming at minimizing the risk level of hazmat transportation in the network, predicting the carriers’ routes of transporting hazmat from origin-destination (OD) pairs is essential. With Random Utility Model (RUM), we can directly relates the probability of a route choice with the its utility and model the stochasticity of hazmat carriers. By introducing CVaR as a risk-averse measure of a hazmat network, we model both probabilistic behavior of hazmat carriers and probabilistic consequences from hazmat accidents.

Different from hazmat transportation which involves risks and uncertainties in routing, warehouse logistics can be guided by the centralized decision system. As a special type of electric vehicles (EVs), battery-based forklifts in warehouses are utilized for order-picking and item transactions. Realistic practices can be found in Utah State University and Korea Advanced Institute of Science and Technology (KAIST) where the dynamic wireless charging for their electric buses is implemented. The pioneer of wireless charging, WiTricity announced the acquisition from Qualcomm of the wireless charging plat-
form for EVs in 2019. With extensive increasing of EV applications, there is a great potential market for dynamic wireless charging technologies that enable vehicle charging while moving. Warehouse logistics focus on working efficiently when the safety of people and properties are ensured. The congestion that lead to damaged properties, injured workers (Tompkins et al., 2010) and inefficient operations (Heath et al., 2013) brings negative impacts on both efficiency and safety. Therefore, it is necessary to alleviate congestions in warehouses. With dynamic wireless charging, electric forklifts can work more efficiently without changing batteries and take advantage of unavoidable congestions as charging opportunities.

The dissertation can be summarized as follows. Chapter 2 proposes a SRM minimization model for a safe path and develop an efficient algorithm to solve the problem. Chapter 3 presents a CVaR minimization problem for hazmat network design and develops an efficient algorithm that combines line search with Benders decomposition to solve the problem. Chapter 4 introduces a two-stage stochastic programming model for optimal deployment of dynamic wireless charging lanes for electric forklifts in a congested warehouse. Chapter 5 concludes the dissertation with discussions of proposed models and directions for future research.
2 Spectral Risk Measure Minimization in Hazardous Materials Transportation

2.1 Introduction

To assess the risk of hazmat transportation, Erkut et al. (2007) identified three key steps including hazard and exposed receptor identification, frequency analysis and consequence modeling and risk calculation. Hazard and exposed receptor identification involves identifying the potential sources, the types, and the quantities of compounds that impact the health and safety on the surrounding environment based on Oggero et al. (2006); Yang et al. (2010). In frequency analysis, the probability of an undesirable event, the level of potential receptor exposure and the severity of consequence are considered by Woodruff (2005); Marhavilas et al. (2011); Rayas and Serrato (2017). To calculate the risk, Tomasoni et al. (2010); Van Raemdonck et al. (2013); Torretta et al. (2017) proposed that all the data related to the relevant area can be collected using GIS. Various models of risk measures for hazmat transport risk are considered in the literature. Most notably, the notion of conditional value-at-risk (CVaR) has been proposed as a risk measure (Toumazis et al., 2013; Toumazis and Kwon, 2016) to provide a flexible routing tool that can incorporate the decision maker’s risk preference. By varying the probability threshold value in the CVaR framework, we can provide routing solutions adequate for risk-neutral to risk-averse decision makers. In addition, Hosseini and Verma (2018) proposed an optimization model for train configuration and routing of rail hazmat shipments with conditional value-at-risk (CVaR).

For the first time, we introduce SRM as a more general and risk-averse approach in transportation problems, particularly, hazmat routing. We note that some existing hazmat
risk measures including CVaR are special cases of SRMs and demonstrate that a weighted sum of those existing hazmat risk measures can be represented as an SRM. Hence, we emphasize that the theory and algorithm developed for SRM minimization can provide a unified framework for hazmat routing in various settings. We also show that SRMs with a special class of discrete spectrum functions can be formulated as the weighted sum of CVaR measures. We devise efficient algorithms for both special and general classes of spectrum functions to find the minimal SRM paths for hazmat routing. We confirm the efficiency of the algorithms and the key advantages of SRM via case studies.

In Section 2.2 we review various risk measures for hazmat routing and illustrate limitations of the existing CVaR-based approach. After we define the SRM in Section 2.3, we study a special class of SRMs and propose an efficient algorithm to solve the SRM minimization model in Section 2.4. For general spectral risk measures, we propose an approximation scheme to simplify the problem in Section 2.5. Case studies of road networks are conducted and comparisons for different hazmat routing models are introduced in Section 2.6. Section 2.7 provides concluding remarks for this chapter.

2.2 Review of Risk Measures for Hazmat Routing

For a graph $G(\mathcal{N}, \mathcal{A})$, we denote the accident probability and the accident consequence in arc $(i, j) \in \mathcal{A}$ by $p_{ij}$ and $c_{ij}$, respectively. To transport a commodity, the approximated risk distribution along path $l$ can be written as Jin and Batta (1997):

$$
\Pr[R^l = x] \approx \begin{cases} 
1 - \sum_{(i, j) \in \mathcal{A}^l} p_{ij} & \text{if } x = 0 \\
p_{ij} & \text{if } x = c_{ij} \text{ for some } (i, j) \in \mathcal{A}^l
\end{cases}
$$

(2.1)

Note that the approximation is from the fact that $p_{ij} \ll 1$ for hazmat accidents, and therefore, $p_{ij}p_{i'j'} \approx 0$ for any $(i, j), (i', j') \in \mathcal{A}$. Kang et al. (2014a) presented the accident...
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Figure 2.1: The pmf and cdf for the accident consequence of a path

consequence (loss) in path $l$:

$$R^l = \begin{cases} 
0, & \text{w.p. } 1 - \sum_{i=1}^{\vert A^l \vert} p^l_{(i)} \\
c_{(1)}^l, & \text{w.p. } p^l_{(1)} \\
\vdots \\
c_{(\vert A^l \vert)}^l, & \text{w.p. } p^l_{(\vert A^l \vert)} 
\end{cases} \tag{2.2}$$

where $A^l$ is the set of arcs contained in path $l$, $c_{(i)}^l$ is the $i$-th smallest in the set $\{c_{ij} : (i, j) \in A^l \}$, and $p^l_{(i)}$ is the probability corresponding to $c_{(i)}^l$. The probability mass function (pmf) and cumulative distribution function (cdf) for $R^l$ of a path in the Ravenna network$^1$ is shown in Figure 2.1. Note that the accident probabilities are as small as $10^{-5}$.

For the random risk variable $R^l$, several measures of risk have been proposed in the literature, as summarized in Table 2.1. Let us consider two risk measures that are popular in the literature: the traditional risk (TR) and the maximum risk (MM). The TR is the expected consequence along a path, and the MM is the maximum arc consequence in $^1$The path is $106 \rightarrow 1 \rightarrow 2 \rightarrow 7 \rightarrow 17 \rightarrow 19 \rightarrow 28 \rightarrow 34 \rightarrow 39 \rightarrow 47 \rightarrow 55 \rightarrow 52 \rightarrow 53 \rightarrow 48 \rightarrow 51 \rightarrow 63 \rightarrow 67 \rightarrow 71$, and the details about the Ravenna network in Bonvicini and Spadoni (2008); Erkut and Gzara (2008) are presented by Section 2.6.
Table 2.1: Measures of hazmat transport risk along path $l$. $\mathbb{E}[R^l]$ and $\text{VAR}[R^l]$ denote the expected value and the variance of random risk $R^l$ in path $l$, respectively. Note that $q$, $k$, $p$, and $\alpha$ are some model-specific scalars.

<table>
<thead>
<tr>
<th>Model Risk Measure</th>
<th>Risk Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected Risk $^1$</td>
<td>$TR^l = \mathbb{E}[R^l]$</td>
</tr>
<tr>
<td>Population Exposure $^2$</td>
<td>$PE^l$</td>
</tr>
<tr>
<td>Incident Probability $^3$</td>
<td>$IP^l = \Pr[R^l &gt; 0]$</td>
</tr>
<tr>
<td>Perceived Risk $^4$</td>
<td>$PR^l = \mathbb{E}[(R^l)^q]$</td>
</tr>
<tr>
<td>Maximum Risk $^5$</td>
<td>$MM^l = \sup R^l$</td>
</tr>
<tr>
<td>Mean-Variance $^5$</td>
<td>$MV^l = \mathbb{E}[R^l] + k\text{VAR}[R^l]$</td>
</tr>
<tr>
<td>Disutility $^5$</td>
<td>$DU^l = \mathbb{E}[\exp(kR^l)]$</td>
</tr>
<tr>
<td>Conditional Risk $^6$</td>
<td>$CR^l = \mathbb{E}[R^l</td>
</tr>
<tr>
<td>Value-at-Risk $^7$</td>
<td>$VaR^l_p = \inf {x : \Pr[R^l \leq x] \geq p}$</td>
</tr>
<tr>
<td>Conditional VaR $^8$</td>
<td>$CVaR^l\alpha = \frac{1}{1 - \alpha} \int_\alpha^1 VaR^l_p , dp$</td>
</tr>
</tbody>
</table>

$^1$ Alp (1995); $^2$ ReVelle et al. (1991); $^3$ Saccomanno and Chan (1985); $^4$ Abkowitz et al. (1992a); $^5$ Erkut and Ingolfsson (2000a); $^6$ Sivakumar et al. (1993); $^7$ Kang et al. (2014b); $^8$ Toumazis et al. (2013)

Both measures invoke some problems in hazmat transportation. First, the TR measure considers the expected value, which is risk-neutral. In hazmat transportation, it is recommended to use risk-averse approaches to avoid catastrophic consequences. On the other hand, the MM measure, although risk-averse, often leads to a circuitous path based on Erkut and Ingolfsson (2005).

### 2.2.1 VaR and CVaR Defined

As a flexible alternative that covers risk attitudes between the attitudes of TR and MM, the notion of value-at-risk (VaR) and conditional value-at-risk (CVaR) have been proposed. VaR and CVaR are defined as follows:
**Definition 1 (VaR Measure).** The value-at-risk (VaR) along path \( l \) is defined as follows:

\[
\text{VaR}_p^l = \inf \{ x : \Pr[R^l \leq x] \geq p \}
\] (2.3)

where \( p \in (0,1) \) is a threshold probability.

**Definition 2 (CVaR Measure).** The conditional value-at-risk (CVaR) along path \( l \) is defined as follows:

\[
\text{CVaR}_\alpha^l = \frac{1}{1 - \alpha} \int_\alpha^1 \text{VaR}_p^l \, dp
\] (2.4)

for a threshold probability \( \alpha \in (0,1) \).

In the context of hazmat transportation, VaR and CVaR, with a threshold probability \( \alpha \), become identical to TR when \( \alpha \) is sufficiently small, and identical to MM when \( \alpha \) is sufficiently large in Toumazis et al. (2013). Therefore, VaR and CVaR in hazmat transportation provide risk measures that are more general than both the TR and MM measures.

Artzner et al. (1999a) propose the four axioms for any risk measure \( \xi \), which maps a random loss \( X \) to a real number, to be coherent:

- **Translation Invariance:** for any real number \( m \), \( \xi(X + m) = \xi(X) + m \).
- **Subadditivity:** for all \( X_1 \) and \( X_2 \), \( \xi(X_1 + X_2) \leq \xi(X_1) + \xi(X_2) \).
- **Positive homogeneity:** for all \( \lambda \geq 0 \), \( \xi(\lambda X) = \lambda \xi(X) \).
- **Monotonicity:** for all \( X_1 \) and \( X_2 \) with \( X_1 \leq X_2 \) a.s., \( \xi(X_1) \leq \xi(X_2) \).

Not all risk measures in Table 2.1 are coherent. Most notably, VaR is not a coherent risk measure, while CVaR is coherent from Rockafellar and Uryasev (2002a).

### 2.2.2 Limitation of CVaR: an Illustrative Example

While CVaR provides a flexible and coherent risk measure for hazmat routing to avoid high consequence events, it has a limitation. For the demonstration purpose, let us con-
Consider the following three discrete random variables:

\[ R^1 = \begin{cases} 0 & \text{w.p. 0.900} \\ 5 & \text{w.p. 0.090} \\ 10 & \text{w.p. 0.008} \\ 50 & \text{w.p. 0.002} \end{cases}, \quad R^2 = \begin{cases} 0 & \text{w.p. 0.900} \\ 5 & \text{w.p. 0.090} \\ 18 & \text{w.p. 0.010} \end{cases}, \quad R^3 = \begin{cases} 0 & \text{w.p. 0.900} \\ 10 & \text{w.p. 0.090} \\ 18 & \text{w.p. 0.010} \end{cases}. \] (2.5)

CVaR measures for the above three random (loss) variables with various probability threshold values can be computed as Rockafellar and Uryasev (2002a); Pflug (2000):

\[
\text{CVaR}^i_\alpha = \min_r \left\{ r + \frac{1}{1-\alpha} E[R^i - r^+] \right\}
\]

for each \( i = 1, 2, 3 \) where \( [x]^+ = \max\{0, x\} \). We obtain the following values.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \text{CVaR}^1_\alpha )</th>
<th>( \text{CVaR}^2_\alpha )</th>
<th>( \text{CVaR}^3_\alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.900</td>
<td>6.3</td>
<td>6.3</td>
<td>10.8</td>
</tr>
<tr>
<td>0.990</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
</tr>
<tr>
<td>0.998</td>
<td>50.0</td>
<td>18.0</td>
<td>18.0</td>
</tr>
</tbody>
</table>

From the above, it is obvious that \( R^2 \) is the most desirable, since it is a non-dominated solution for all probability thresholds. It is, however, not straightforward to make \( R^2 \) outstanding using CVaR. When \( R^1 \), \( R^2 \), and \( R^3 \) are compared at \( \alpha = 0.990 \), both have the identical CVaR value, and hence CVaR-based decision making is indifferent among the three random variables. We note, however, that \( R^1 \) has a significant loss of 50 with probability 0.002, which should be avoided. To distinguish \( R^1 \) from \( R^2 \), increasing \( \alpha \) to 0.998 does not help, because it will still remain indifferent between \( R^2 \) and \( R^3 \). Although \( R^3 \) exhibits the same long-tail behavior as \( R^2 \) does, \( R^3 \) certainly has a higher CVaR value than \( R^2 \) when \( \alpha = 0.900 \); hence \( R^2 \) should be preferred to \( R^3 \). As a remedy, one can
consider a weighted sum as follows:

\[ WS^l = w_1 \text{CVaR}_{0.900}^l + w_2 \text{CVaR}_{0.990}^l + w_3 \text{CVaR}_{0.998}^l, \]

which surely confirms \(R^2\) as the least risky choice for any positive weight parameters \(w_1, w_2,\) and \(w_3\). For risk-aversion, it is desirable to have \(w_1 < w_2 < w_3\). Note that \(WS^l\) may or may not be a coherent risk measure depending on how the weight parameters are chosen. This motivates us to consider another class of coherent risk measures that are more general than CVaR.

2.3 Defining the Spectral Risk Measure

To extend and generalize the notion of CVaR, we define the spectral risk measure—a coherent risk measure first introduced by Acerbi (2002).

**Definition 3** (Spectral Risk Measure). The spectral risk measure (SRM) for hazmat routing risk along path \(l\) is defined as follows:

\[
\text{SRM}_\phi^l = \int_0^1 \phi(p) \text{VaR}_p^l \, dp 
\]

where \(\phi: [0,1] \to \mathbb{R}_+\) is a nonnegative and non-decreasing function such that

\[
\int_0^1 \phi(p) \, dp = 1. \tag{2.7}
\]

Note that (2.7) is necessary for the translational invariance condition (Acerbi, 2004).

We can easily see that CVaR is a special case of spectral risk measures, by noting that

\[
\phi(p) = \begin{cases} 
1/(1 - \alpha) & \text{if } p > \alpha \\
0 & \text{if } p \leq \alpha
\end{cases}
\]
for a certain probability $\alpha \in (0, 1)$. Since TR and MM are the same as CVaR when $\alpha$ is very small and large, respectively (Toumazis et al., 2013; Toumazis and Kwon, 2016), TR and MM are also special cases of spectral risk measures. The comparisons can be seen in Figure 2.2. It is illustrated that TR covers full probability spectrum $[0, 1]$ uniformly, while CVaR covers only $[\alpha, 1]$ uniformly. A general spectrum function $\phi(p)$ may be defined to cover the full probability spectrum $[0, 1]$, but non-uniformly.

### 2.4 A Class of Spectral Risk Measures Applied in Hazmat Transportation

In this section, we consider a special class of spectrum functions; namely, nondecreasing step functions. We show that the spectral risk measure defined by such spectrum functions can be represented as a weighted sum of CVaR measures.
Let us consider a spectrum function $\phi$ that is a non-decreasing, step function. In particular, we consider

$$\phi(p) = \begin{cases} 
\phi_1, & \forall p \in (\alpha_1, \alpha_2] \\
\phi_1 + \phi_2, & \forall p \in (\alpha_2, \alpha_3] \\
\phi_1 + \phi_2 + \phi_3, & \forall p \in (\alpha_3, \alpha_4] \\
\vdots \\
\phi_1 + \phi_2 + \ldots + \phi_n, & \forall p \in (\alpha_n, 1) 
\end{cases}$$

(2.8)

where the values of $\phi_k$ are nonnegative constants and $\alpha_1 \geq 0$. An example of such $\phi$ is provided in Figure 2.3 when $n = 4$.

**Lemma 1** (Normalization). For a step function (2.8), the values of $\phi_k$ must satisfy $\sum_{k=1}^n \phi_k (1 - \alpha_k) = 1$.

When the spectrum function of the form (2.8) is used, the spectral risk measure can be simplified as a weighted sum of CVaR measures.

**Theorem 1.** With (2.8), the spectral risk measure for path $l$ with spectrum function $\phi$ can be written as follows:

$$\text{SRM}_\phi^l = \sum_{k=1}^n \phi_k (1 - \alpha_k) \text{CVaR}_{\alpha_k}^l$$

(2.9)

where

$$\text{CVaR}_{\alpha_k}^l = \min_{r_k} \left[ r_k + \frac{1}{1 - \alpha_k} \sum_{(i,j) \in A^l} p_{ij} [c_{ij} - r_k]^+ \right]$$

(2.10)

for all $k = 1, \ldots, n$.

As a corollary, Theorem 2 demonstrates how to construct a weighted sum of TR, CVaR, and MM, while maintaining coherency, as a special case of SRM.
Theorem 2. Consider a weighted sum of TR, CVaR with \( \alpha \), and MM for path \( l \in \mathcal{P} \) as follows:

\[
\Sigma^l = w_1 TR^l + w_2 CVaR^l_\alpha + w_3 MM^l
\]  

(2.11)

where \( w_1, w_2, w_3 \geq 0 \) and \( \alpha \in (0, 1) \). Let \( p^l \) be a constant such that \( \Pr[R^l = \max_{(i,j) \in A^l} c_{ij}] < p^l < 1 \) and \( \alpha < p^l \). If \( w_1 + w_2(1 - \alpha) + w_3(1 - p^l) = 1 \), then the weighted sum \( \Sigma^l \) itself is an SRM.

2.4.1 Spectral Risk Measure Minimization

The routing problem based on the spectral risk measure is to choose a path \( l \in \mathcal{P} \) that minimizes the spectral risk measure from an origin to a destination; that is,

\[
\min_{l \in \mathcal{P}} \text{SRM}^l_x.
\]  

(2.12)

Note that (2.12) is a path-based formulation for hazmat transportation, which requires path enumeration. Instead of the path-based formulation, we present an arc-based formulation that can represent all feasible paths implicitly using flow conservation constraints. Let us define:

\[
\Omega \equiv \left\{ x : \sum_{(i,j) \in A} x_{ij} - \sum_{(j,i) \in A} x_{ji} = b_i \quad \forall i \in \mathcal{N}, \text{ and } x_{ij} \in \{0, 1\} \quad \forall (i, j) \in A \right\}
\]

where the parameter \( b_i \) has the following values:

\[
b_i = \begin{cases} 
1 & \text{if } i = \text{origin} \\
-1 & \text{if } i = \text{destination} \\
0 & \text{otherwise}
\end{cases}
\]

We obtain the following results.
Theorem 3. The hazmat routing problem with SRM (2.12) is equivalent to:

\[
\min_{l \in \mathcal{P}} \text{SRM}_\phi^l = \min_r \left[ \sum_{k=1}^n \phi_k (1 - \alpha_k) r_k + z(r) \right]
\] (2.13)

where \( z(r) \) is obtained by a shortest path problem

\[
z(r) = \min_{x \in \Omega} \sum_{(i,j) \in \mathcal{A}} \left\{ \sum_{k=1}^n \phi_k p_{ij} [c_{ij} - r_k]^+ \right\} x_{ij}
\] (2.14)

and \( r = [r_1, \ldots, r_n]^\top \in \mathbb{R}^n \).

With Theorem 3, we can solve the routing problem (2.12) by searching the space of \( r \). With each search of \( r \), we can obtain the path and its spectral risk measure value by solving a shortest-path problem (2.14). It is, however, inefficient to search \( r \) within \( \mathbb{R}^n \) when the dimension \( n \) is large. We provide useful results to reduce the searching efforts for \( r \).

Lemma 2 (Kang et al. 2014a). For any \( \alpha \in (0, 1) \), we have \( \text{VaR}_{\alpha}^l \in \{0\} \cup \{c_{ij} : (i,j) \in \mathcal{A}\} \).

Lemma 3. For all \( 0 < \alpha_1 < \alpha_2 < 1 \), there exist minimizers \( r_{\alpha_1} = \text{VaR}_{\alpha_1}^l \) and \( r_{\alpha_2} = \text{VaR}_{\alpha_2}^l \) of \( F_{\alpha_2}^l(r) \) and \( F_{\alpha_2}^l(r) \), respectively, such that \( r_{\alpha_1} \leq r_{\alpha_2} \) where

\[
F_{\alpha}^l(r) = r + \frac{1}{1 - \alpha} \sum_{(i,j) \in \mathcal{A}} p_{ij} [c_{ij} - r]^+
\]

Therefore we only need to search for \( r \in \{0\} \cup \{c_{ij} : (i,j) \in \mathcal{A}\} \) to obtain \( \text{CVaR}_{\alpha}^l \).

For solving the SRM minimization problem (2.13), Lemma 2 says that it is sufficient to search the mesh determined by 0 and \( c_{ij} \) only, and the number of searches is \((|\mathcal{A}| + 1)^n\).

In addition, Lemma 3 indicates that there is no need to search any \( r \) such that \( r_k > r_{k+1} \) for any \( k \).

The computational method inspired by Lemmas 2 and 3 searches all valid combinations thus guaranteeing an exact optimal solution. In addition, we can also consider a
mixed integer linear programming (MILP) reformulation of (2.13) after linearization, and use an optimization solver for a solution.

### 2.4.2 MILP Reformulation

The SRM minimization model (2.13) can be reformulated as a mixed integer linear programming (MILP) problem. We introduce new continuous variables $y_{ijk}$. When $x_{ij}$ are binary, we observe

$$y_{ijk} = [c_{ij} - r_k^+]x_{ij} = \max\{c_{ij} - r_k, 0\}x_{ij} = \max\{c_{ij}x_{ij} - r_k, 0\}.\$$

Therefore, we obtain the following equivalent formulation:

$$\begin{align*}
\min_{l \in \mathcal{P}} \text{SRM}^l_l &= \min_{r,x,y} \left[ \sum_{k=1}^n \phi_k (1 - \alpha_k) r_k + \sum_{(i,j) \in \mathcal{A}} \sum_{k=1}^n \phi_k p_{ij} y_{ijk} \right] \\
\text{subject to} & \quad x \in \Omega \\
& \quad x_{ij} \in \{0, 1\} \quad \forall (i,j) \in \mathcal{A} \\
& \quad y_{ijk} \geq c_{ij}x_{ij} - r_k \quad \forall (i,j) \in \mathcal{A}, k = 1, \ldots, n \\
& \quad y_{ijk} \geq 0 \quad \forall (i,j) \in \mathcal{A}, k = 1, \ldots, n.
\end{align*}$$

(2.15)

The computational time for both approaches—the exact search method based on Lemmas 2 and 3 and any exact algorithms for solving the MILP problem (2.15)—increases exponentially as $n$ increases.

### 2.4.3 A Multi-dimensional Cyclic Coordinate Search Method with Mapping

We propose a heuristic search algorithm to find a quality solution more efficiently. The algorithm still utilizes the results from Lemmas 2 and 3 but we only need to evaluate a very limited number of combinations of $\{0\} \cup \{c_{ij} : (i,j) \in \mathcal{A}\}$ values in ascending order.
of \( r \). It is a modification of the multi-dimensional cyclic coordinate search algorithm by mapping the infeasible points to the feasible region. For each dimension, we use a line search method. The algorithm is summarized in Algorithm 1.

The definition of \( z(r) \) is provided in (2.14) and the function value can be obtained by solving a shortest path problem for any given \( r \) value. To find the minimum on each dimension in Step 2, we solve the shortest path problem only when the first component of the objective \( \sum_{k=1}^{n} \phi_k(1 - \alpha_k)r^t_k \) is smaller than the current best minimum. Furthermore, we can utilize a line search algorithm such as golden section search on all the values in \( \{0\} \cup \{c_{ij} : (i, j) \in \mathcal{A}\} \) to speed up the solution process. The above algorithm obtains the minimum value by searching each dimension sequentially, while enforcing the ascending order of \( r \). This is realized by mapping a search point to the diagonal direction when it surpasses the diagonal line. Since this algorithm does not guarantee the global optimality, we may begin with multiple initial points to ensure the quality of the final solution.

**Algorithm 1** A Multi-dimensional Cyclic Coordinate Search Method with Mapping for A Class of SRM Hazmat Routing Problems

1: Let \( Z = +\infty \). Sample an initial solution \( r^0 \) uniformly from \( \{0\} \cup \{c_{ij} : (i, j) \in \mathcal{A}\} \). Sort the elements of \( r^0 \) in ascending order. Let \( r^c = r^0, r^l = r^0 \).
2: Let \( k = 1 \) and go to Step 3.
3: Find the value \( \lambda_k \in \{0\} \cup \{c_{ij} : (i, j) \in \mathcal{A}\} \) such that the objective value \( z(r^t) \) is minimized where
   \[
   r^t_m = \begin{cases} 
   r^c_m, & \text{if } r^c_m < \lambda_k, m < k \text{ or } r^c_m > \lambda_k, m > k \\
   \lambda_k, & \text{otherwise,}
   \end{cases} \quad \forall m = 1, \ldots, n.
   \]
   Let \( r^c = r^t \) and go to Step 4.
4: If \( k < n \), let \( k = k + 1 \) and go to Step 3; otherwise go to Step 5.
5: If \( r^c \) equals \( r^t \), then let \( Z = \sum_{k=1}^{n} \phi_k(1 - \alpha_k)r^c_k + z(r^c) \) and terminate. Otherwise, let \( r^l = r^c \) and go to Step 2.

Examples of the search process for OD pair (1,84) in the Buffalo network (Toumazis and Kwon, 2016) with two dimensions are shown in Figure 2.4. In this example, we used \( n = 3 \), \( \alpha_2 = 0.999970, \alpha_3 = 0.999985 \), and \( \phi_1 = 0, \phi_2 = 22222.22, \phi_3 = 22222.22 \).
Figure 2.4 shows the algorithm process without hitting the diagonal line while Figure 2.4b demonstrates one with searching the direction on the diagonal line. For the same starting point as in Figure 2.4b, Figure 2.4c shows the search process with a traditional multi-dimensional cyclic search without enforcing the ascending order of \( r \). By comparing Figures 2.4b and 2.4c, we can see how the points that surpass the diagonal line are mapped. While both algorithms reach the same optimal solution in this example, we also have found some examples that can obtain worse solutions in higher dimensions without enforcing an ascending order of \( r \). In general, enforcing an ascending order of \( r \) helps finding an optimal solution.
2.5 General Spectral Risk Measures Applied in Hazmat Transportation

In this section, we consider the spectral risk measures with any general spectrum function. For any integrable, non-decreasing spectrum function \( \phi(\cdot) \) that satisfies the normalization condition (2.7), we can define the general spectral risk measure of path \( l \) based on Definition 3. While the general spectrum function can be continuous, the underlying random risk variable in hazmat transportation is still discrete as shown in (2.2).

The general SRM minimization model in hazmat transportation is represented as follows:

\[
\min_{l \in \mathcal{P}} \text{SRM}^l_{\phi} = \int_0^1 \phi(p) \text{VaR}^l_p \, dp \\
= \sum_{k=0}^{\mathcal{A}} \int_{\pi^l_{(k)}}^{\pi^l_{(k+1)}} \phi(p) c^l_{(k)} \, dp \\
= \sum_{k=0}^{\mathcal{A}} \phi^l_{(k)} c^l_{(k)} 
\]

(2.16)

where

\[
\pi^l_{(k)} = \begin{cases} 
0, & \text{if } k = 0 \\
1 - \sum_{i=k}^{\mathcal{A}} p(i) & \text{if } k = 1, 2, \ldots, |\mathcal{A}| \\
1, & \text{if } k = |\mathcal{A}| + 1 
\end{cases}
\]

and \( c^l_{(0)} = 0 \). Different from the case with step spectrum functions, the general SRM minimization problem does not allow a transformation into an arc-based formulation.

2.5.1 Exponential and Power Spectral Risk Measures

We introduce possible choices for the spectrum function \( \phi(\cdot) \). Inspired by popular utility functions from expected utility theory, Dowd et al. (2008) proposed the following
Equation (2.17) is the exponential function while Equation (2.18) is the power function. In fact, Dowd et al. (2008) proposed another class of power functions, which creates some inconsistencies between the risk measure value and the risk-aversion level of decision makers. Hence, we only consider (2.17) and (2.18). Figures 2.5 and 2.6 show the exponential and power spectrum functions with some parameters. Power functions exhibit similar properties as exponential functions if parameters are large.

Wächter and Mazzoni (2013) concluded that the inconsistencies found in Dowd et al. (2008) arise because of an inappropriate construction of the link between utility functions and the risk spectrum. Recently, Brandtner and Kürsten (2017) proposed procedures to develop spectrum functions with which spectral risk and expected utility users can have the same decisions. The linking procedure to produce spectrum functions, however, requires knowledge of the risk distribution beforehand. In this chapter, the risk distribution
is dependent on the path choice of hazmat transportation. Therefore, the linking approach cannot be applied to our work.

In hazmat transportation, the distribution of risk is highly skewed to the right due to extremely small probabilities for accidents. If we use small $\sigma$ and $\kappa$ in spectral risk measures, it addresses very limited weights for catastrophic accident consequences thus having similar results to TR. To develop appropriate spectral risk measures reflecting a risk-averse attitude towards hazmat transportation, large parameters for exponential functions and power functions are used.

### 2.5.2 Computational Methods for the General Cases

The general SRM minimization problem (2.16) cannot be transformed into an arc-based formulation. While we can solve the problem directly based on the path-based formulation in (2.16), the path-based formulation requires path enumeration beforehand. Once we prepare a set of feasible paths, the spectral risk measure $\text{SRM}_\phi^l$ in (2.16) can be computed for each path $l$ from the set. While full path enumeration guarantees optimality of the solution obtained, it costs enormous computational effort as the number of avail-
able paths between an OD pair increases exponentially. A possible method in such a case is to limit the problem to a set of geographically dissimilar paths (Akgün et al., 2000; Kang et al., 2014a) and choose a path from those dissimilar paths.

Another approach is to approximate the general spectrum function $\phi(\cdot)$ by a step function of the form in (2.8) and solve the corresponding SRM minimization problem as discussed in Section 2.4. Figure 2.7 demonstrates an example. We can use Algorithm 1 in Section 2.4.3 to solve such approximated problems. To approximate $\phi(\cdot)$ accurately, however, we require a large number of steps. Such an approximation is inefficient for large-scale problems, since the dimension of the search space increases exponentially and we need to solve many shortest-path problems.

We can also combine the two ideas. The approximation based on a step function determines probability breakpoints $\alpha_k$ for $k = 1, \ldots, n$ and corresponding CVaR measures $\text{CVaR}^l_{\alpha_k}$ for path $l$. For each $k$, we can find the minimal CVaR path, which can be done by solving a series of shortest-path problems. For the solution procedure for finding the minimal CVaR path, see Toumazis et al. (2013); it is a single-dimensional special case of Algorithm 1. By collecting the minimal CVaR paths, we can form a set of paths for the given OD pair. The spectral risk measure (2.16) can be computed for each path in the set, thus determining the minimal SRM path. We summarize the two methods based on approximation in Algorithms 2 and 3.
Algorithm 2 A Multi-dimensional Cyclic Coordinate Search Method with Mapping for General SRM Hazmat Routing Problems

1: Approximate the given spectrum function $\phi(\cdot)$ using a step function and obtain $\alpha_1, \ldots, \alpha_n$ and $\phi_1, \ldots, \phi_n$.
2: Solve the corresponding minimization problem using Algorithm 1.

Algorithm 3 A CVaR Path Generation Method for General SRM Hazmat Routing Problems

1: Approximate the given spectrum function $\phi(\cdot)$ using a step function and obtain $\alpha_1, \ldots, \alpha_n$ and $\phi_1, \ldots, \phi_n$.
2: For each $k = 1, \ldots, n$, solve

$$\min_{l \in P} \text{CVaR}_{\alpha_k}$$

using the method in Toumazis et al. (2013), and call the obtained path $l_k$.
3: Compute $\text{SRM}_l^k$ in Equation (2.16) for each $k = 1, \ldots, n$. Choose the path with the minimal value.

Although we consider a limited number of paths, Algorithm 3 is expected to produce optimal or near-optimal solutions, since minimal CVaR paths can be regarded as safe paths already and hence are good candidates for the minimal SRM path. Furthermore, the value of $n$ in Algorithm 3 can be made much larger than in Algorithm 2. While the computational complexity in Algorithm 1 used by Algorithm 2 increases exponentially as $n$ increases, it increases linearly in Algorithm 3.

2.5.3 Optimal Approximation by Step Functions

We propose an optimization procedure to approximate the general spectrum function by a step function. Suppose we use $n$ number of probability breakpoints $\alpha_1, \ldots, \alpha_n$. In each interval $[\alpha_{k-1}, \alpha_k]$, we approximate $\phi(\cdot)$ by a constant $h_k$, as shown in Figure 2.8. To minimize the approximation error, we formulate an optimization problem as follows:

$$\min E(\alpha, h) = \sum_{k=1}^{n} \int_{\alpha_{k-1}}^{\alpha_k} (\phi(p) - h_k)^2 \, dp$$  \hspace{1cm} (2.19)

subject to $\sum_{k=1}^{n} h_k(\alpha_k - \alpha_{k-1}) = 1$  \hspace{1cm} (2.20)
where $\alpha_0$ is set to zero. To make it consistent with the notation in Section 2.4, we can let $h_k = \sum_{s=1}^{k} \phi_s$ or $h_k - h_{k-1} = \phi_k$ with $\alpha_0 = 0$ and $\alpha_n = 1$. Problem (2.19) minimizes the sum of the squared approximation errors, while enforcing the normalization condition (2.7) in constraint (2.20). As done similarly in Maybee et al. (1979), we obtain the following results.

**Theorem 4.** The optimal approximation problem (2.19) is equivalent to the following unconstrained optimization problem:

$$\min J(\alpha) = -\sum_{k=1}^{n} \frac{[\Phi(\alpha_k) - \Phi(\alpha_{k-1})]^2}{\alpha_k - \alpha_{k-1}}$$

where $\Phi(\alpha_k) = \int_{0}^{\alpha_k} \phi(p) \, dp$. Once optimal $\alpha_k$ values are determined, we can determine

$$h_k = \frac{\Phi(\alpha_k) - \Phi(\alpha_{k-1})}{\alpha_k - \alpha_{k-1}}$$

for all $k = 1, \ldots, n$.

To minimize $J(\alpha)$, a gradient projection algorithm is implemented. Note that $\frac{\partial \Phi(\alpha_k)}{\partial \alpha_k} = \phi(\alpha_k)$ and the derivative of $J(\alpha)$ with respect to $\alpha$ is
\[
\frac{\partial J(\alpha)}{\partial \alpha_k} = \left[ \Phi(\alpha_k) - \Phi(\alpha_{k-1}) \right]^2 - 2 \frac{\Phi(\alpha_k) - \Phi(\alpha_{k-1})}{\alpha_k - \alpha_{k-1}} \phi(\alpha_k) \\
- \left[ \Phi(\alpha_{k+1}) - \Phi(\alpha_k) \right]^2 + 2 \frac{\Phi(\alpha_{k+1}) - \Phi(\alpha_k)}{\alpha_{k+1} - \alpha_k} \phi(\alpha_k) 
\] (2.24)

for all \(k = 1, \ldots, n\). The algorithm is summarized in Algorithm 4.

**Algorithm 4 Optimizing for Approximating General Spectrum Functions**

1: Initialize \(\alpha\) with \(\alpha_0 = 0, \alpha_n = 1\) and \(\alpha_k \leq \alpha_{k+1}\) for all \(k = 1, \ldots, n - 1\). Set \(t \leftarrow 1\).
2: Compute the gradient \(\frac{\partial J(\alpha^t)}{\partial \alpha_k}\) using (2.24).
3: Let \(\alpha_k^{t+1} = \alpha_k^t - \theta^t \frac{\partial J(\alpha^t)}{\partial \alpha_k^t}\) and \(\alpha_{(k)}^{t+1}\) be the \(k\)-th smallest in set \(\{\alpha_k^{t+1} : k = 1, 2, \ldots, n\}\).
   - Set \(\alpha_k^{t+1} \leftarrow \alpha_{(k)}^{t+1}\) for all \(k\) and \(t \leftarrow t + 1\). Repeat Step 2 until \(||\alpha^t - \alpha^{t-1}|| \leq \epsilon\).

Step 3 guarantees \(\alpha_{k-1} \leq \alpha_k\) by sorting \(\{\alpha_k : i = 1, 2, \ldots, n\}\) in ascending order in each iteration. Note that \(\epsilon\) is a small positive constant and \(\theta^t\) is the step size at iteration \(t\).

We use the diminishing step size rule for \(\theta^t\). When \(\alpha\) is obtained, \(h\) can be calculated by (2.23) and \(\phi\) in the optimal step function will be given accordingly. Figure 2.9 shows an arbitrary step function and the optimal solution to approximate an exponential function with \(\sigma = 10^4\) using 3 steps.

![Figure 2.9: Different approximations for a spectral risk function](image-url)
2.6 Numerical Experiments

In this section, applications of the proposed model are shown. We conduct the numerical experiments on the Ravenna (Bonvicini and Spadoni, 2008; Erkut and Gzara, 2008), the Albany (Kang et al., 2014b), the Buffalo (Toumazis and Kwon, 2016) and the Barcelona (Transportation Networks for Research Core Team, 2018) networks. Ravenna is a small town located in Italy where large amounts of hazardous materials are processed annually. In the Ravenna network, there are 105 nodes and 134 undirected arcs. The data set includes the length, the population that hazmat would influence and the probability of accidents for each arc. The size of Albany and Buffalo networks are similar to Ravenna network. The Barcelona network is large and complicated with 1020 nodes and 2522 directed arcs. For the Barcelona network, accident probabilities and accident consequences are randomly generated.

All computational schemes introduced in this chapter are coded in Python. The Gurobi solver version 6.5.1 is used. The experiments are implemented on a 2.2 GHz Xeon processor and 32 GB of RAM.

2.6.1 Comparisons for Algorithms

To show the performances of the proposed algorithms, the computation time and optimality gap are provided in Table 2.2. MILP reformulation introduced in Section 2.4.2 is directly solved by Gurobi while $k$ shortest path approach generates 10,000 candidates to obtain minimal SRM path. With the optimal step function obtained by Algorithm 4, we implement MILP reformulation, Algorithms 2 and 3 for finding a safe path in hazmat transportation. In Table 2.2, Algorithms 2 and 3 are always more efficient than the $k$ shortest path approach. For small networks such as Buffalo, Ravenna and Albany, Algorithm 2 can still solve the SRM hazmat routing problem efficiently with extremely small or none optimality gaps although MILP reformulation usually performs best in such cases. Algo-
Table 2.2: Comparisons of different algorithms

<table>
<thead>
<tr>
<th>Network</th>
<th>OD pair</th>
<th>(\sigma)</th>
<th>MILP reformulation</th>
<th>(k) shortest path</th>
<th>Algorithm 2</th>
<th>Algorithm 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buffalo</td>
<td>(1,15)</td>
<td>(10^4)</td>
<td>0.427 (0%)</td>
<td>441.890 (0%)</td>
<td>5.049 (0%)</td>
<td>175.464 (0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10^5)</td>
<td>0.633 (0%)</td>
<td>438.998 (0%)</td>
<td>9.960 (0%)</td>
<td>166.252 (0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10^6)</td>
<td>4.609 (0%)</td>
<td>439.000 (0%)</td>
<td>22.601 (2.63%)</td>
<td>179.742 (0%)</td>
</tr>
<tr>
<td>Ravenna</td>
<td>(106,71)</td>
<td>(10^4)</td>
<td>21.550 (0%)</td>
<td>402.870 (0%)</td>
<td>16.161 (0%)</td>
<td>186.103 (0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10^5)</td>
<td>2.920 (0%)</td>
<td>402.789 (0%)</td>
<td>10.401 (0%)</td>
<td>184.690 (0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10^6)</td>
<td>1.135 (0%)</td>
<td>407.712 (0%)</td>
<td>10.451 (3.34%)</td>
<td>200.474 (0%)</td>
</tr>
<tr>
<td>Albany</td>
<td>(1,15)</td>
<td>(10^4)</td>
<td>0.431 (0%)</td>
<td>318.061 (0%)</td>
<td>5.064 (0%)</td>
<td>150.950 (0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10^5)</td>
<td>1.057 (0%)</td>
<td>318.057 (0%)</td>
<td>16.100 (0%)</td>
<td>147.464 (0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10^6)</td>
<td>0.956 (0%)</td>
<td>318.038 (0%)</td>
<td>10.380 (0%)</td>
<td>158.821 (0%)</td>
</tr>
<tr>
<td>Barcelona</td>
<td>(3,600)</td>
<td>(10^4)</td>
<td>107.204 (0%)</td>
<td>7988.353 (2.18%)</td>
<td>57.266 (0%)</td>
<td>2469.816 (0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10^5)</td>
<td>39321.988 (0%)</td>
<td>7985.875 (6.88%)</td>
<td>184.726 (0%)</td>
<td>2567.690 (0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10^6)</td>
<td>872.329 (0%)</td>
<td>7984.812 (0.98%)</td>
<td>237.256 (0%)</td>
<td>2546.374 (0%)</td>
</tr>
</tbody>
</table>

Algorithms 2 and 3 can be both effective and efficient for the Barcelona network while MILP reformulation and \(k\) shortest path are inefficient. Figure 2.10 shows the computation time for the Barcelona network with various OD pairs. For this large and complicated network, we can see that Algorithm 2 is the most efficient. Algorithm 3 also performs well in most cases.

Detailed comparisons for Algorithms 2 and 3 are conducted on the Ravenna network. The results show that exponential functions and power functions share the same optimal step function approximations when \(\sigma = \kappa\) under the three alternatives. Using node 106 as an origin and node 71 as a destination, the results for the minimal SRM path in hazmat routing are shown in Figures 2.11, 2.12, and 2.13.

Two algorithms can have different performances for different spectral risk measures. In Figure 2.11, it can be seen that Algorithms 2 and 3 have the same optimal solution when \(\sigma = \kappa = 10^4\). With \(\sigma = \kappa = 10^5\), Algorithm 2 yields the optimal solution while Algorithm 3 does not. Algorithm 3 provides the optimal solution while Algorithm 2 does not yield the optimal solution if \(\sigma = \kappa = 10^6\). A local optimal solution may be found by Algorithm 2 despite a full path set based on the arc-based formulation. On the other hand, Algorithm 3 cannot guarantee the optimal solution because the optimal is chosen from a
limited number of path candidates. While there exist some differences in the optimal path solutions, both algorithms obtain similar SRM values.

Both algorithms have their advantages and limitations. If the number of steps for approximation is very small, Algorithm 2 is recommended. Although losing accuracy in the objective function, the arc-based formulation in Algorithm 2 explores all feasible paths while CVaR path generation in Algorithm 3 produces only a few dissimilar paths when $n$ is small. Algorithm 2 is inefficient if the spectrum function involves a large $n$. In addition, it can terminate at some local optimal solutions by Algorithm 1 given too many steps of $\phi(\cdot)$. Algorithm 3 is recommended with a large number of steps due to its linear computation complexity in $n$. Both algorithms can be implemented when a reasonable number of steps is chosen to approximate the general $\phi(\cdot)$.
(a) \( \min_{l \in P} \phi^l_{\text{SRM}} = 1791.507 \) by Algorithm 2

(b) \( \min_{l \in P} \phi^l_{\text{SRM}} = 1791.507 \) by Algorithm 3

Figure 2.11: Comparisons for Algorithm 2 and Algorithm 3 when \( \sigma = \kappa = 10^4 \)

(a) \( \min_{l \in P} \phi^l_{\text{SRM}} = 2555.770 \) by Algorithm 2

(b) \( \min_{l \in P} \phi^l_{\text{SRM}} = 2555.783 \) by Algorithm 3

Figure 2.12: Comparisons for Algorithm 2 and Algorithm 3 when \( \sigma = \kappa = 10^5 \)
Figure 2.13: Comparisons for Algorithm 2 and Algorithm 3 when $\sigma = \kappa = 10^6$

Table 2.3: Comparisons of paths for different models in the Ravenna network. Optimal path names are arbitrarily given for convenient explanation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Optimal Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR ($\ell_T$)</td>
<td>$106 \rightarrow 1 \rightarrow 2 \rightarrow 7 \rightarrow 17 \rightarrow 19 \rightarrow 28 \rightarrow 34 \rightarrow 39 \rightarrow 47 \rightarrow 55 \rightarrow 52 \rightarrow 53 \rightarrow 48 \rightarrow 51 \rightarrow 63 \rightarrow 67 \rightarrow 71$</td>
</tr>
<tr>
<td>MM ($\ell_M$)</td>
<td>$106 \rightarrow 1 \rightarrow 2 \rightarrow 4 \rightarrow 17 \rightarrow 19 \rightarrow 23 \rightarrow 40 \rightarrow 59 \rightarrow 64 \rightarrow 61 \rightarrow 102 \rightarrow 82 \rightarrow 84 \rightarrow 103 \rightarrow 81 \rightarrow 71$</td>
</tr>
<tr>
<td>CVaR 0.9999 ($\ell_1$)</td>
<td>$106 \rightarrow 1 \rightarrow 2 \rightarrow 7 \rightarrow 5 \rightarrow 10 \rightarrow 20 \rightarrow 24 \rightarrow 26 \rightarrow 30 \rightarrow 36 \rightarrow 43 \rightarrow 46 \rightarrow 56 \rightarrow 69 \rightarrow 76 \rightarrow 75 \rightarrow 77 \rightarrow 80 \rightarrow 73 \rightarrow 71$</td>
</tr>
<tr>
<td>CVaR 0.999999 ($\ell_2$)</td>
<td>$106 \rightarrow 1 \rightarrow 2 \rightarrow 4 \rightarrow 17 \rightarrow 7 \rightarrow 5 \rightarrow 3 \rightarrow 6 \rightarrow 11 \rightarrow 14 \rightarrow 98 \rightarrow 31 \rightarrow 45 \rightarrow 54 \rightarrow 62 \rightarrow 78 \rightarrow 74 \rightarrow 76 \rightarrow 75 \rightarrow 77 \rightarrow 80 \rightarrow 73 \rightarrow 71$</td>
</tr>
<tr>
<td>CVaR 0.99999999 ($\ell_3$)</td>
<td>$106 \rightarrow 1 \rightarrow 2 \rightarrow 7 \rightarrow 17 \rightarrow 4 \rightarrow 13 \rightarrow 19 \rightarrow 23 \rightarrow 40 \rightarrow 59 \rightarrow 64 \rightarrow 61 \rightarrow 102 \rightarrow 82 \rightarrow 84 \rightarrow 103 \rightarrow 81 \rightarrow 71$</td>
</tr>
<tr>
<td>SRM $10^5$ ($\ell_4$)</td>
<td>$106 \rightarrow 1 \rightarrow 2 \rightarrow 7 \rightarrow 9 \rightarrow 10 \rightarrow 20 \rightarrow 24 \rightarrow 26 \rightarrow 30 \rightarrow 36 \rightarrow 43 \rightarrow 46 \rightarrow 56 \rightarrow 69 \rightarrow 76 \rightarrow 75 \rightarrow 77 \rightarrow 80 \rightarrow 73 \rightarrow 71$</td>
</tr>
<tr>
<td>SRM $10^6$ ($\ell_5$)</td>
<td>$106 \rightarrow 1 \rightarrow 2 \rightarrow 7 \rightarrow 5 \rightarrow 3 \rightarrow 6 \rightarrow 11 \rightarrow 14 \rightarrow 98 \rightarrow 31 \rightarrow 45 \rightarrow 54 \rightarrow 62 \rightarrow 78 \rightarrow 74 \rightarrow 76 \rightarrow 75 \rightarrow 77 \rightarrow 80 \rightarrow 73 \rightarrow 71$</td>
</tr>
<tr>
<td>SRM $10^7$ ($\ell_6 = \ell_3$)</td>
<td>$106 \rightarrow 1 \rightarrow 2 \rightarrow 7 \rightarrow 17 \rightarrow 4 \rightarrow 13 \rightarrow 19 \rightarrow 23 \rightarrow 40 \rightarrow 59 \rightarrow 64 \rightarrow 61 \rightarrow 102 \rightarrow 82 \rightarrow 84 \rightarrow 103 \rightarrow 81 \rightarrow 71$</td>
</tr>
</tbody>
</table>

2.6.2 Comparisons of Risk Measures and Limitation of CVaR

In the existing literature for hazmat transportation, there are various risk measures including TR, MM and CVaR. Table 2.3 shows a comparison of paths produced by different models in the Ravenna network. We can find that only the CVaR model with confidence level of 0.99999999 and the SRM minimization model with $\sigma = 10^6$ generate the same path; i.e., $\ell_3 = \ell_6$. The CVaR model with extremely high confidence levels and the SRM model with very large parameters are equivalent because they only consider MM. Here, the MM path is different from CVaR and SRM paths with extremely large parameters due to multiple optimal solutions aiming at MM.

For the Ravenna network, Table 2.4 compares TR, MM, CVaR and SRM models with respect to various risk measures, the number of arcs and the length of the path. We can
Table 2.4: Various risk measures for different models in the Ravenna network

<table>
<thead>
<tr>
<th>Model</th>
<th>Optimal Path</th>
<th>( \text{TR} ) ((\times 10^{-4}))</th>
<th>( \text{MM} )</th>
<th>( \text{CVaR}_{0.9999} )</th>
<th>( \text{SRM}_{10^4} )</th>
<th># of arcs</th>
<th>length</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR</td>
<td>( l_{TR} )</td>
<td>4.07</td>
<td>5.23</td>
<td>2.32</td>
<td>3.85</td>
<td>5.23</td>
<td>0.9999</td>
</tr>
<tr>
<td>MM</td>
<td>( l_{MM} )</td>
<td>6.28</td>
<td>2.60</td>
<td>2.22</td>
<td>2.60</td>
<td>2.60</td>
<td>0.9999</td>
</tr>
<tr>
<td>CVaR</td>
<td>( l_1 )</td>
<td>4.30</td>
<td>3.47</td>
<td>2.07</td>
<td>3.47</td>
<td>3.47</td>
<td>0.99999</td>
</tr>
<tr>
<td></td>
<td>( l_2 )</td>
<td>5.58</td>
<td>2.69</td>
<td>2.23</td>
<td>2.59</td>
<td>2.69</td>
<td>0.999999</td>
</tr>
<tr>
<td></td>
<td>( l_3 )</td>
<td>7.62</td>
<td>2.60</td>
<td>2.27</td>
<td>2.60</td>
<td>2.60</td>
<td>0.9999999</td>
</tr>
<tr>
<td>SRM</td>
<td>( l_4 )</td>
<td>4.10</td>
<td>3.47</td>
<td>2.07</td>
<td>3.47</td>
<td>3.47</td>
<td>( 10^4 )</td>
</tr>
<tr>
<td></td>
<td>( l_5 )</td>
<td>4.93</td>
<td>2.69</td>
<td>2.23</td>
<td>2.59</td>
<td>2.69</td>
<td>( 10^5 )</td>
</tr>
<tr>
<td></td>
<td>( l_6 = l_3 )</td>
<td>7.62</td>
<td>2.60</td>
<td>2.27</td>
<td>2.60</td>
<td>2.60</td>
<td>( 10^6 )</td>
</tr>
</tbody>
</table>

Table 2.5: The differences of links between \( l_1 \) and \( l_4 \)

<table>
<thead>
<tr>
<th></th>
<th>((7,5))</th>
<th>((5,10))</th>
<th>((7,9))</th>
<th>((9,10))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_{ij} \left( \times 10^{-5} \right) )</td>
<td>1.23</td>
<td>1.42</td>
<td>0.61</td>
<td>0.54</td>
</tr>
<tr>
<td>( c_{ij} )</td>
<td>1.13</td>
<td>1.42</td>
<td>1.54</td>
<td>0.87</td>
</tr>
</tbody>
</table>

re-confirm the limitation of CVaR, observed in the small example in Section 2.2.2, from the results in Table 2.4.

For the minimization problem with CVaR\(_{0.9999}\), path \( l_1 \) is chosen by algorithm, although \( l_4 \) also is an optimal solution for the same problem. Path \( l_4 \), however, has not only a smaller TR measure value, but also a shorter length than \( l_1 \). When SRM model with \( \sigma = 10^4 \) is used, \( l_4 \) is chosen. Similarly, we can also compare \( l_2 \) and \( l_5 \). While both \( l_2 \) and \( l_5 \) have the same CVaR\(_{0.99999}\) value, path \( l_5 \) has smaller TR measure value and shorter length.

When \( l_1 \) and \( l_4 \) are compared, the only difference is that \( l_1 \) utilizes link 7 → 5 → 10, while \( l_4 \) uses link 7 → 9 → 10. In these two subpaths, the accident probability and the accident consequence in each link are shown in Table 2.5. Note that in both \( l_1 \) and \( l_4 \), we have VaR\(_{0.9999}\) = 1.57. In the evaluation for CVaR\(_{0.9999}\), any link consequence that is smaller than VaR\(_{0.9999}\) is cut off, or ignored, as we can see from Theorem 5. Therefore, all four above links have no impact on CVaR\(_{0.9999}\). However, we should note that the risk in 7 → 9 → 10 has the smaller expected value than in 7 → 5 → 10; hence \( l_4 \) should be preferred to \( l_1 \).
Similarly, when $l_2$ and $l_5$ are compared, the only difference is that $l_2$ utilizes link $2 \rightarrow 4 \rightarrow 17 \rightarrow 7$, while $l_5$ directly moves $2 \rightarrow 7$. The probabilities and consequences respectively are shown in Table 2.6. Since $\text{VaR}_{0.999999} = 2.46$ in path $l_2$, all above three links are cut off in computing $\text{CVaR}_{0.999999}$. Hence, in the shortest-path sub-problem to compute $\text{CVaR}_{0.999999}$, these three links are regarded as links with zero link costs. It is evident, however, that $l_5$ must be preferred to $l_2$.

We find multiple optimal $\text{CVaR}_{0.999999}$ paths while SRM model can directly find $l_8^B$ with a two-step spectrum function for $\alpha_2 = 0.999995$ and some $0 < \phi_1 < 1, \phi_2 = 2 \cdot 10^5(1 - \phi_1)$. Note that the SRM model is equivalent to CVaR model when $\phi_1 = 0$. Given $\phi_1 > 0$, the SRM model here considers the minimum weight average of TR and CVaR. The eight CVaR paths have significant differences in TR values among which the minimum TR path is obtained by SRM model. For large-scale networks like Barcelona, it is possible that there exist multiple optimal CVaR paths. CVaR model, however, cannot distinguish those paths in terms of other measures of interest. With proper SRM parameters, we can
use the proposed model to find the path with both minimal CVaR value and minimal TR value.

As it is demonstrated in the above cases, SRM is obviously a better decision model than CVaR, although CVaR provides a flexible tool for risk-averse hazmat routing.

2.7 Concluding Remarks

To make risk-averse decisions, we consider spectral risk measures, which are coherent and more general than other well-known risk measures such as conditional value-at-risk. In the context of hazmat transportation, we apply spectral risk measures to the routing problem. We propose the SRM minimization model for a safe path and develop an efficient algorithm for a special class of spectral risk measures. For the general spectral risk measures, it is difficult to transform the path-based formulation to an arc-based formulation. Hence, we propose two algorithms for general spectral risk routing problems. In addition, various spectrum functions are discussed to provide some guidance for generating safe paths in hazmat transportation. The performance of algorithms are compared for various networks to show the effectiveness and efficiency of the proposed methods. The two algorithms to obtain the general minimal SRM path are also compared in different cases. In some situations, there exist differences in the optimal routing between the two algorithms, however their spectral risk measures are very close.

Through numerical examples, we have demonstrated the cases when CVaR minimization provides less desirable solutions. Often there are multiple least CVaR paths, since CVaR cuts off links whose accident consequences are smaller than VaR. In such case, CVaR minimization algorithms can find a path with greater expected risk values, which must be avoided. We demonstrated that SRM can be a solution for such cases.

Although SRM demonstrate desirable properties, there still exists a limitation. In most cases, it is unclear how the spectrum function or parameters in a spectrum function should be determined. As in Theorem 2, we can define a special SRM as a weighted av-
verage of three popular risk measures, namely, TR, CVaR, and MM. When a proper choice of the spectrum function is vague, such a weighted average can serve a practical way of determining a safe route for hazmat transportation.
3 Risk-Averse Network Design with Behavioral Conditional Value-at-Risk for Hazardous Materials Transportation

3.1 Introduction

Hazardous materials (hazmat) are defined as materials that can pose an unreasonable threat to the public and the environment (Occupational Safety and Health Administration, 2017) and about 1 million shipments of hazmat crisscross the United States every day. While the average nature of hazmat accidents on highways is not very different from non-hazmat cargo accidents, hazmat accidents can bring in catastrophic consequences. An extreme example is an hazmat accident in 2017 causing damages of $4,273,606 at Highway 410, Detroit, TX (Pipeline and Hazardous Materials Safety Administration, 2017). Hazmat accidents exhibit the characteristics of the low probability and high consequence events. Reducing the impact of hazmat accidents via risk-averse approaches is important for the public safety and the environment protection.

On account of the large amount of hazmat transported and high accident consequences of hazmat trucks via roads, the government and transportation agencies often consider road-ban policies to protect the public and the environment from severe accident consequences of hazmat. In a road-ban policy for hazmat transportation, the government can close certain road segments for hazmat traffic. The decision-making problem of determining which road segments to close is called a hazmat network design problem (Verter and Kara, 2008; Sun et al., 2016). In addition, the government can design toll policies to regulate hazmat transportation (Marcotte et al., 2009; Esfandeh et al., 2016). While toll pricing can provide more flexible regulatory methods, it is easier to implement and modify road-
ban policies without needs of additional toll-collection facilities. The current registry of hazmat route restriction on the U.S. highways is provided by the Federal Motor Carrier Safety Administration (2018).

For hazmat network design problems, modeling and predicting route choices of carriers is essential to determine the risk associated with transporting hazmat. Typically, hazmat network design problems for road-ban are formulated as bi-level optimization problems (Kara and Verter, 2004; Erkut and Gzara, 2008; Gzara, 2013; Fontaine and Minner, 2018; Sun et al., 2016, 2018). The upper level selects a set of road segments to be closed aiming at minimizing the risk level of hazmat transportation in the network. The lower level predicts the carriers’ routes of transporting hazmat from origin-destination (OD) pairs. Most existing studies on hazmat transportation utilize the shortest path problem to model the route choices (Kara and Verter, 2004; Erkut and Gzara, 2008; Gzara, 2013; Fan et al., 2015; Esfandeh et al., 2017; Fontaine and Minner, 2018). In the lower-level shortest-path problem, the cost of carriers can be the travel time or a combination of the travel time and risk (List et al., 1991; Taslimi et al., 2017). There are, however, other factors that hazmat carriers consider for route choices. There exist factors that are unobserved by the government or a central authority. Even when multiple factors are modeled, the weights among various factors are difficult to determine thus bringing challenges in predicting hazmat routing.

Probabilistic approaches for modeling unobservable factors in route choice decision-making are abundant. The most popular model is arguably the Random Utility Model (RUM), which directly relates the probability of a route choice with its utility. McFadden (1975) first proposed RUM to model general choice behaviors. In RUM, it is assumed that users’ utility depends on both a fixed effect and a random observation error. Williams (1977) proposed the Multinomial Logit (MNL) model by assuming that the observation errors are from Gumbel distribution as a system evaluation criterion. To model route choices of drivers in urban road networks, Daganzo and Sheffi (1977) presented the
Table 3.1: The data for an illustrative example to show the difference between SPP and probabilistic route choice model in road banning for hazmat transportation

<table>
<thead>
<tr>
<th>Arc</th>
<th>Travel Cost</th>
<th>Hazmat Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>1.1</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>50.0</td>
</tr>
</tbody>
</table>

Multinomial Probit (MNP) model assuming that the observation errors are normally distributed. MNP model introduces a lack of tractability for researchers to perform further analysis, because it cannot provide an explicit formula which relates choice probabilities and known factors. The simple explicit form of MNL makes it incorporable with further analysis while describing users’ stochastic behavior. By using MNL in transportation, the route choice probabilities can directly relate to route costs. For general freight movements, RUM and its variants have been used to model route choices using GPS tracking data (Quattrone and Vitetta, 2011; Hess et al., 2015).

Despite the popularity and effectiveness of RUM in modeling the probabilistic route choices of drivers, RUM has not been used in the hazmat transportation problems, in particular hazmat network design problems. To take account of unobservable factors in drivers’ route choices, Sun et al. (2018) proposed a suboptimal decision-making model based on satisficing and robust optimization for hazmat network design problems. This chapter provides the first hazmat network design model considering probabilistic route choices.

We illustrate the importance of considering probabilistic route choices via a simple example with three arcs. We need to transport hazmat from node 1 to node 2. The data of travel cost and risk for three arcs are in Table 3.1. Assume that we can close only one arc. The results of road-ban with the shortest-path problem (SPP) and probabilistic route choice are shown in Figure 3.1. Arc 1 is the only minimum risk arc (path) and the travel cost of arc 1 is higher than arc 2. With SPP to predict the hazmat routing, the optimal solution is to close arc 2. It assumes that hazmat carriers will only follow arc 1, because it
Figure 3.1: Road banning with SPP and probabilistic route choice models

provides the shortest path after closing arc 2. Note that the travel costs of arc 3 and arc 1 are very close, while arc 3 has a large risk of 50. In reality, hazmat carriers can choose arc 3 escalating the estimated risk that SPP captures. Under probabilistic route choice models, hazmat carriers are assumed to choose paths with some probabilities based on utilities, which can be represented by travel cost or other observed and unobserved factors. The optimal solution with probabilistic route choice is to close arc 3. Since the risk of arc 2 is 1.1 and the risk of arc 1 is 1, the risk for this network is still around 1 considering all available paths. Illustrated by this example, the road-ban solution with probabilistic route choice can be more preferable than SPP, which motivates this work.

The property of low probabilities but extreme accident consequences for hazmat transportation motivates researchers to consider an avverse risk measure when quantifying the risk to avoid catastrophic consequences (Erkut and Ingolfsson, 2000b). Most hazmat transportation network designs consider simple risk measures such as the expectation of accident consequences. In risk management, value-at-risk (VaR), also known as $\alpha$-quantile, once was commonly used to measure risk ignoring the left tail of loss distribution. Its lack of subadditivity and convexity, as discussed by Artzner et al. (1997, 1999b), however, leads researchers’ attention to a coherent measure: conditional value-at-risk (CVaR). While both VaR (Duffie and Pan, 1997) and CVaR (Rockafellar and Uryasev, 2000) have been popularly used in financial portfolio optimization problems, they have
Figure 3.2: VaR and CVaR for a network only including a path (Su et al., 2017)

also been applied to hazmat routing (Kang et al., 2014b; Toumazis et al., 2013; Toumazis and Kwon, 2013, 2016; Hosseini and Verma, 2018).

Figure 3.2 shows the mean value, VaR, CVaR, and the maximum loss value for the random risk of a typical path in a hazmat transportation network. While VaR only captures a quantile, CVaR considers the expected risk (ER) beyond VaR; hence CVaR provides more risk-averse approach for mitigating tail risks. Both VaR and CVaR can be flexibly determined between the mean value and the maximum loss, depending on the probability threshold value $\alpha$.

Our main contribution is that we introduce a risk-averse CVaR measure to both probabilistic behavior of hazmat carriers and probabilistic consequences from hazmat accidents in hazmat network design problems. To the best of our knowledge, this work is the first attempt to mitigate both factors via an averse risk measure. While RUM is used in some urban network design problems (Davis, 1994; Liu and Wang, 2015), this is the first time to incorporate RUM in hazmat transportation network design problems. CVaR is an averse risk measure that focuses on high consequences. While CVaR has been used in hazmat routing, this is the first time for the hazmat network design problem. The CVaR measure captures high consequences stemming from probabilistic route choices of hazmat carriers as well as the nature of hazmat accidents.
Table 3.2: Risk-averse approaches in hazmat transportation problems. RO represents robust optimization. The ‘Data’ column represents uncertainty or inaccuracy in data for hazmat accident probability and consequence in each road segment.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Source of Uncertainty</th>
<th>Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Erkut and Ingolfsson (2000b)</td>
<td>Route-Choice</td>
<td>MAX Loss</td>
</tr>
<tr>
<td>Kang et al. (2014b)</td>
<td>Route-Choice</td>
<td>VaR</td>
</tr>
<tr>
<td>Toumazis et al. (2013)</td>
<td>Route-Choice</td>
<td>VaR/CVaR</td>
</tr>
<tr>
<td>Kwon et al. (2013)</td>
<td>Route-Choice</td>
<td>RO</td>
</tr>
<tr>
<td>Toumazis and Kwon (2016)</td>
<td>Route-Choice</td>
<td>CVaR</td>
</tr>
<tr>
<td>Sun et al. (2016)</td>
<td>Network Design</td>
<td>RO</td>
</tr>
<tr>
<td>Sun et al. (2018)</td>
<td>Network Design</td>
<td>RO</td>
</tr>
<tr>
<td><strong>This Work</strong></td>
<td>CVaR</td>
<td>CVaR</td>
</tr>
</tbody>
</table>

Table 3.2 further highlights our main contribution and shows the differences between our work and other available risk-averse approaches in the literature. Risk-averse approaches focus on three sources of uncertainty in the literature: route-choice, accident consequence, and data. For uncertain route choices of hazmat carriers, Sun et al. (2018) considered their worst-case behavior using the notion of bounded rationality to derive a robust network design, while the ER as a risk-neutral measure was used to evaluate the risk from hazmat accidents. To overcome the limitation in the risk-neutral ER measure of accident consequences, however, VaR and CVaR have been used for hazmat routing (Toumazis et al., 2013; Toumazis and Kwon, 2016). In this chapter, using CVaR, we consider both sources of uncertainty in route choices and accident consequences under the network design setting for the first time.

Most operations research approaches for hazmat routing assume the availability of two critical data: accident probability and accident consequence. In practice, those data are rough estimates, usually computed from the national average, if not unavailable. To manage risk from such data uncertainty, robust optimization approaches have been used (Kwon et al., 2013; Toumazis and Kwon, 2016; Sun et al., 2016). In this chapter, however, we assume that hazmat accident probabilities and consequences at each road segment are available. Considering all three sources of uncertainty will clearly be a next step.
We analyze the proposed CVaR minimization problem for hazmat network design theoretically and develop an efficient algorithm that combines line search with Benders decomposition to solve the problem. In addition, we provide case studies on realistic road networks to confirm the validity of CVaR concept incorporating probabilistic-route choices and the practicability of the proposed algorithms.

3.2 A Deterministic Model for Hazmat Network Design

In this section, we review a deterministic model for hazmat transportation network design. Later, we extend the deterministic model to consider CVaR and uncertain route choices.

Let us consider a transportation network $G = (\mathcal{N}, \mathcal{A})$ where $\mathcal{N}$ is the set of nodes and $\mathcal{A}$ is the set of arcs. In a multi-commodity transportation network, let $\mathcal{S}$ denote the set of shipments. In practice, $\mathcal{S}$ specifies the OD pair, and the type of hazmat. Let $N^s$ be the demand of shipment $s \in \mathcal{S}$ that represents the number of trucks carrying hazmat. Each arc $(i, j)$ is known with the travel cost $t_{ij}$, the accident probability $p_{ij}$, and the accident consequence $c^s_{ij}$ for each shipment $s \in \mathcal{S}$. Accidents caused by various kinds of hazmat can have different influences on a road network making it possible that different shipments can have different accident consequences. Let $\mathcal{K}_s$ be the set of available paths for shipment $s \in \mathcal{S}$.

To transport shipment $s \in \mathcal{S}$, the approximated risk distribution for a single demand (truck) along path $k \in \mathcal{K}_s$ can be written as follows (Jin and Batta, 1997):

$$\Pr\{R^{sk} = x\} \approx \begin{cases} 1 - \sum_{(i,j) \in \mathcal{A}^k} p_{ij} & \text{if } x = 0 \\ p_{ij} & \text{if } x = c^s_{ij} \text{ for some } (i,j) \in \mathcal{A}^k \end{cases}$$

(3.1)

where $\mathcal{A}^k$ is the set of arcs for path $k$. 
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One of the most common approaches that regulators use to measure the risk is expected value of consequences for potential hazmat truck accidents. It is a common assumption that hazmat carriers travel along the shortest path. We also assume that hazmat carriers only follow the shortest path in the deterministic model for hazmat transportation network design. Erkut and Gzara (2008) solved a bi-level hazmat transport network design problem based on an arc-based formulation. Verter and Kara (2008) proposed a path-based approach for hazmat transport network design by simplifying the shortest path problem with the closest assignment constraints. Similarly, the deterministic path-based hazmat transportation network design is formulated as follows:

\[ \text{min}_{y,z} \sum_{s \in S} \sum_{k \in K_s} \sum_{(i,j) \in A} N_s p_{ij} \delta_{ij}^s \epsilon_{ij}^s \gamma^k \]  

s.t.  
\[ z^k \geq \sum_{(i,j) \in A} \delta_{ij}^s y_{ij} - \sum_{(i,j) \in A} \delta_{ij}^s + 1, \quad \forall s \in S, \forall k \in K_s \]  
\[ z^k \leq y_{ij} - \delta_{ij}^s + 1, \quad \forall s \in S, \forall k \in K_s, \forall (i,j) \in A \]  
\[ \sum_{k \in K_s} z^k \geq 1, \quad \forall s \in S \]  
\[ \gamma^sk \leq z^sk, \quad \forall s \in S, k \in K_s \]  
\[ \gamma^sk \geq z^sk - \sum_{j=1}^{k-1} z^{sk}, \quad \forall s \in S, k \in K_s \]  
\[ \sum_{(i,j) \in A} (1 - y_{ij}) \leq N \]  
\[ \gamma^sk, z^sk \text{ binary }, \quad \forall s \in S, k \in K_s \]  
\[ y_{ij} \text{ binary }, \quad \forall (i,j) \in A \]  

where \( y \) is the design variable, \( z \) is the path availability variable and \( \gamma \) is the route-choice variable. If arc \((i,j)\) is open for transportation of hazmat, \( y_{ij} = 1 \); otherwise, \( y_{ij} = 0 \). If path \( k \) is available for transportation of shipment \( s \in S \), \( z^sk = 1 \); otherwise, \( z^sk = 0 \). If path \( k \) is chosen for transportation of shipment \( s \in S \), \( \gamma^sk = 1 \); otherwise, \( \gamma^sk = 0 \). In
addition, $\delta_{ij}^k$ is the parameter to define a path. If $\delta_{ij}^k = 1$, arc $(i, j)$ is on path $k$ for shipment $s$; otherwise, $\delta_{ij}^k = 0$.

In the single-level problem by a path-based formulation, the objective minimizes the ER as (3.2) shows. Path-based network design constraints are defined by (3.3)–(3.10). Constraints (3.3) and (3.4) define path availability for shipments. A path is available only when all arcs on the path are open. If there exist closed arcs on a path, the path is out of service. In addition, at least one path for a shipment is available to ensure transportation as (3.5) shows. Constraints (3.6) state that the chosen path for shipments must come from available paths. All paths for a shipment are sorted from 1 to $k$ by lengths meaning that the length of path 1 for any shipment has shortest length among all possible paths. Constraints (3.7) guarantee that the available path with the smallest index is used for each shipment. Because of the sorted path data, (3.7) is equivalent to the shortest path problem in a path-based context. Due to the cost associated with closing arcs, (3.8) restricts the number of closed arcs. Constraints (3.9) and (3.10) are binaries for decision variables. The path-based hazmat transportation network design problem is a mixed-integer linear programming (MILP) problem.

3.3 Hazmat Risk Modeling with Probabilistic Route Choices

There are works that model the risk distribution for a hazmat transportation network by using shortest path problems. The route choice behavior of hazmat carriers, however, is not only resulted from known factors such as travel cost (Ben-Akiva et al., 1984) thus making it possible that the shortest path problem (SPP) and other hazmat routing optimization may fail to predict the routing decision. To consider the uncertainty of route choices, probabilistic route choice models are used. In probabilistic route choice models, hazmat carriers choose an available path with a probability. The risk distribution for a hazmat transportation network is redefined to incorporate with probabilistic route
choices. In this section, probabilistic route choice models are reviewed and utilized in risk distribution for hazmat transportation network.

### 3.3.1 Random Utility and Probabilistic Route Choice Models

RUM assumes that the utility of a choice that decision makers perceive comes from two sources: a deterministic (observable) component and a random (unobservable) component (Dial, 1971). In the context of route choices, the utility \( U^{sk} \) of path \( k \) for shipment \( s \in S \) is defined by:

\[
U^{sk} = -\theta^s t^{sk} + \xi^{sk}
\]  

(3.11)

where \( t^{sk} \) is the generalized cost of observable attributes, \( \theta^s \) is a positive parameter, and \( \xi^{sk} \) is a random variable for unobservable attributes. To consider both travel cost and risk in hazmat routing, the utility can also be formulated as:

\[
U^{sk} = -\theta^s (t^{sk} + \beta \cdot \text{risk}^{sk}) + \xi^{sk}
\]  

(3.12)

Usually, \( t^{sk} \) is travel time. It is assumed to be additive with respect to arc costs.

\[
t^{sk} = \sum_{(i,j) \in A} t_{ij} \delta^{sk}_{ij}
\]  

(3.13)

where \( t_{ij} \) is the generalized travel cost associated with arc \((i,j)\), and \( \delta^{sk}_{ij} = 1 \) if arc \((i,j)\) is on path \( k \) for shipment \( s \in S \) and 0 otherwise. Note that \( \text{risk}^{sk} \) can be the expected risk of path \( k \) for shipment \( s \in S \) or any other risk measure depending on their attitudes towards risk.

Different distributions for random components \( \xi^{sk} \) result in various forms of probabilities \( \pi^{sk} \) of choosing path \( k \in K_s \) for shipment \( s \in S \). By assuming that the random component \( \xi^{sk} \) are independently and identically from Gumbel distribution, the MNL
model can be obtained as follows (Ben-Akiva et al., 1985):

$$\pi_{sk} = \frac{\rho_{sk}}{\sum_{l \in K_s} \rho_{sl}}$$  (3.14)

$$\rho_{sk} = e^{-\theta_s(t_{sk} + \beta \cdot \text{risk}_{sk})}$$  (3.15)

for all $s \in S, k \in K_s$.

There exist other logit-type models with different formulations of $\rho_{sk}$ (Cascetta et al., 1996; Ben-Akiva and Bierlaire, 1999; Ramming, 2001; Prashker and Bekhor, 2004). In C-logit model, for example, a commonality factor is introduced while a path size is defined in path-size logit model. Path size is calculated based on the length of arcs within a path and the relative lengths of paths that share an arc. Both the commonality factor and the path size are used to measure the similarity among paths. They are used to adjust the utilities of paths and address issues caused by overlapping arcs. To obtain the commonality factor and the path size, however, we need to know the path set $K_s$ for shipment $s \in S$ beforehand. Therefore, C-logit model and path-size model are computationally expensive to be applied in the hazmat network design problem. We use MNL of the form (3.14)–(3.15) to model the probabilistic route choices.

### 3.3.2 The Risk Distribution for Hazmat Transportation

In this section, the risk distribution for hazmat transportation is defined based on the probabilistic route choice model. Various shipments $s \in S$ can have different accident consequences. Let $A^k$ denote the set of arcs for path $k \in K_s$ to transport shipment $s \in S$. It is assumed that hazmat carriers operate independently. Among $N^s$ demands of hazmat for shipment $s \in S$, demand (truck) 1 and demand (truck) 2 have the same risk distribution along path $k \in K_s$. Choosing path $k \in K_s$ to transport shipment $s \in S$, the
risk distribution for \( n \)-th truck can be approximated as follows (Jin and Batta, 1997):

\[
R_{n}^{s,k} = \begin{cases} 
0 & \text{with probability } 1 - \sum_{(i,j) \in A^k} p_{ij} \\
\epsilon_{ij}^s & \text{with probability } p_{ij} \text{ for } (i, j) \in A^k
\end{cases}
\]  

(3.16)

When there are multiple paths available for each truck to transport shipment \( s \in S \), we assume that a path is chosen with the probability described by the probabilistic route choice model introduced in Section 3.3.1. Let \( R_{n}^{s} \) be the random risk variable for \( n \)-th truck to transport \( s \in S \), distributed among all available paths in \( K_s \). Under the consideration of available paths, the probability of taking risk \( x \) of shipment \( s \in S \) by \( n \)-th truck is:

\[
\Pr \left[ R_{n}^{s} = x \right] = \sum_{k \in K_s} \Pr \left[ R_{n}^{s,k} = x \mid \text{path } k \text{ chosen} \right] \Pr \left[ \text{path } k \text{ chosen for shipment } s \right]
\]

(3.17)

\[
= \sum_{k \in K_s} \Pr \left[ R_{n}^{s,k} = x \right] \pi_s^{sk}
\]

(3.18)

where \( \pi_s^{sk} \) is given in (3.14). Hence, \( R_{n}^{s} \) is distributed as follows:

\[
R_{n}^{s} = \begin{cases} 
0 & \text{with probability } 1 - \sum_{k \in K_s} \sum_{(i,j) \in A^k} \pi_s^{sk} p_{ij} \\
\epsilon_{ij}^s & \text{with probability } p_{ij} \sum_{k \in K_s} \pi_s^{sk} \delta_{ij}^{sk} \text{ for } (i, j) \in \bigcup_{k \in K_s} A^k
\end{cases}
\]  

(3.19)

where \( \delta_{ij}^{sk} \) is the incidence parameter for \( s \in S, k \in K_s, (i, j) \in A \). If \( \delta_{ij}^{sk} = 1 \), arc \((i, j)\) is on path \( k \) for shipment \( s \); if \( \delta_{ij}^{sk} = 0 \), arc \((i, j)\) is not on path \( k \) for shipment \( s \). The risk for a given transportation network comes from all demands among all shipments. Therefore, the risk for a transportation network is:

\[
R = \sum_{s \in S} \sum_{n=1}^{N_s} R_{n}^{s}
\]

(3.20)
Since different trucks are operated separately transporting multiple units of hazmat, we can assume that the risks for multiple units of hazmat among all shipments are independently distributed. According to the North America data on hazmat transportation accident statistics, the probabilities of an accident to take place are very small ranging from $10^{-8}$ to $10^{-6}$ (Abkowitz et al., 1992b). Utilizing

$$p_{ij}p_{i'j'} \approx 0 \quad (3.21)$$

for all $(i, j), (i', j') \in A$, we can obtain the probability that the risk variable becomes 0 as follows:

$$\Pr[R = 0] = \prod_{s \in S} \prod_{n=1}^{N^s} \Pr[R^s_n = 0]$$

$$= \prod_{s \in S} \prod_{n=1}^{N^s} \left(1 - \sum_{k \in K_s} \sum_{(i,j) \in A^k} \pi^{sk} p_{ij}\right)$$

$$\approx \prod_{s \in S} \left(1 - N^s \sum_{k \in K_s} \sum_{(i,j) \in A^k} \pi^{sk} p_{ij}\right)$$

$$= 1 - \sum_{s \in S} \sum_{k \in K_s} \sum_{(i,j) \in A^k} N^s \pi^{sk} p_{ij} \quad (3.22)$$

and for each $c^s_{ij} : s \in S, (i, j) \in A$:

$$\Pr[R = c^s_{ij}] = \Pr[\sum_{s \in S} \sum_{n=1}^{N^s} R^s_n = c^s_{ij}]$$

$$\approx \sum_{n=1}^{N^s} \Pr[R^s_n = c^s_{ij}]$$

$$= \sum_{n=1}^{N^s} p_{ij} \sum_{k \in K_s} \pi^{sk} \delta^{sk}_{ij} \quad (3.23)$$

$$= \sum_{k \in K_s} N^s \pi^{sk} p_{ij} \delta^{sk}_{ij} \quad (3.24)$$
Therefore, the approximated risk distribution for hazmat transportation network is

\[
R = \begin{cases} 
0 \text{ with probability } 1 - \sum_{s \in S} \sum_{k \in K_s} \sum_{(i,j) \in A^k} N^s \pi^{sk} p_{ij} \\
\epsilon_{ij}^s \text{ with probability } \sum_{k \in K_s} N^s \pi^{sk} p_{ij} \delta_{ij}^{sk} \text{ for } (i,j) \in A, s \in S.
\end{cases}
\]  
(3.25)

\subsection{3.4 The CVaR Minimization Model for Hazmat Network Design}

In this section, a CVaR minimization network design model considering drivers’ probabilistic route choices is proposed. It is well-known that CVaR is a general, coherent and risk-averse measure (Rockafellar and Uryasev, 2002b). For any random loss \( X \), the VaR and CVaR are introduced in Definitions 4 and 5, respectively. CVaR can also be redefined as an optimization problem as Theorem 5 shows.

\textbf{Definition 4 (VaR Measure).} The value-at-risk (VaR) is defined as follows:

\[
\text{VaR}_p(X) = \inf \{ x : \Pr[X \leq x] \geq p \}
\]  
(3.26)

where \( p \in (0, 1) \) is a threshold probability.

\textbf{Definition 5 (CVaR Measure).} The conditional value-at-risk (CVaR) is defined as follows:

\[
\text{CVaR}_\alpha(X) = \frac{1}{1 - \alpha} \int_{\alpha}^{1} \text{VaR}_p(X) \, dp
\]  
(3.27)

for a threshold probability \( \alpha \in (0, 1) \) where \( \text{VaR}_p(X) \) is shown in Definition 4.

\textbf{Theorem 5 (Rockafellar and Uryasev, 2002b).} For \( r \in \mathbb{R} \), let us define

\[
\Phi_\alpha(r; X) = r + \frac{1}{1 - \alpha} \mathbb{E}[X - r]^+,
\]
where \([x]^+ = \max(x, 0)\). Then the CVaR measure is equivalent to:

\[
\text{CVaR}_\alpha(X) = \min_{r \in \mathbb{R}} \Phi_\alpha(r; X)
\]  

(3.28)

### 3.4.1 Route-Choice Probabilities Depending on Network Design

To introduce the CVaR measure for hazmat transportation, the route-choice probabilities depending on network design are clarified. Let \(y\) be the path-based network design variables and \(z\) be the path availability variables here. If arc \((i, j)\) is open for transportation of hazmat, \(y_{ij} = 1\); otherwise, \(y_{ij} = 0\). If path \(k\) is available for transportation of shipment \(s \in \mathcal{S}\), \(z^{sk} = 1\); otherwise, \(z^{sk} = 0\). The route-choice probabilities are formulated as follows:

\[
\begin{align*}
    z^{sk} &\geq \sum_{(i,j) \in \mathcal{A}} \delta^{sk}_{ij} y_{ij} - \sum_{(i,j) \in \mathcal{A}} \delta^{sk}_{ij} + 1, & \forall s \in \mathcal{S}, \forall k \in \mathcal{K}_s \\
    z^{sk} &\leq y_{ij} - \delta^{sk}_{ij} + 1, & \forall s \in \mathcal{S}, \forall k \in \mathcal{K}_s, \forall (i, j) \in \mathcal{A} \\
    \sum_{k \in \mathcal{K}_s} z^{sk} &\geq 1, & \forall s \in \mathcal{S} \\
    \sum_{(i,j) \in \mathcal{A}} (1 - y_{ij}) &\leq N \\
    \pi^{sk} &= \frac{\rho^{sk} z^{sk}}{\sum_{l \in \mathcal{K}_s} \rho^{sl} z^{sl}}, & \forall s \in \mathcal{S}, \forall k \in \mathcal{K}_s \\
    z^{sk} &\text{ binary }, & \forall s \in \mathcal{S}, \forall k \in \mathcal{K}_s \\
    y_{ij} &\text{ binary }, & \forall (i, j) \in \mathcal{A}
\end{align*}
\]  

(3.29) - (3.35)

Equations (3.29) and (3.30) determine the path availabilities, similarly as in Section 4.4. Equation (3.31) constrains that there exists at least one path for shipment \(s \in \mathcal{S}\). Equation (3.32) states that at most \(N\) arcs can be closed in the network.

Hazmat carriers, however, do not necessarily choose the shortest path or follow the optimal path of multi-objectives which are still within SPP in all cases. To model the
uncertainty of driver behaviors, probabilistic route choice model is introduced. In the
proposed model, we assume that carriers choose paths among all available paths by es-
timating their utilities. Then, we use RUM to model carriers’ probabilistic behavior and
MNL to further simplify the stochastic route-choice. Equation (3.33) shows the route-
choice probabilities among all available paths. If path \( k \in K_s \) is unavailable for shipment
\( s \in S \), namely \( z_{sk} = 0 \), its route-choice probability is 0; otherwise, the route-choice proba-
bility can be given by (3.14) and (3.15).

3.4.2 The CVaR Minimization Model

This section shows the CVaR minimization model for hazmat network design. The
distribution of risk introduced in Section 3.3.2 and the route-choice probabilities in Section
3.4.1 can model the CVaR minimization network design problem. Let

\[
\Phi_\alpha(r; \pi) = r + \frac{1}{1 - \alpha} \mathbb{E} \left[ R - r \right]^+
\]

\[
\approx r + \frac{1}{1 - \alpha} \left\{ \left( 1 - \sum_{s \in S} \sum_{k \in K_s} \sum_{(i,j) \in A_k} N_s^s \pi_{sk} p_{ij} \right) [0 - r]^+ 
+ \sum_{(i,j) \in A} \sum_{s \in S} \sum_{k \in K_s} N_s^s \pi_{sk} p_{ij} \delta_{sk}^{ij} \left[ c_{ij}^s - r \right]^+ \right\}
\]

\[
\approx r + \frac{1}{1 - \alpha} \sum_{(i,j) \in A} \sum_{s \in S} \sum_{k \in K_s} N_s^s \pi_{sk} p_{ij} \delta_{sk}^{ij} \left[ c_{ij}^s - r \right]^+.
\] 

We use the optimization of CVaR in Theorem 5 to define the CVaR measure in hazmat
transportation network,

\[
\text{CVaR}_\alpha = \min_{r \in \mathbb{R}^+} \Phi_\alpha(r; \pi) \approx \min_{r \in \mathbb{R}^+} \left[ r + \frac{1}{1 - \alpha} \sum_{(i,j) \in A} \sum_{s \in S} \sum_{k \in K_s} N_s^s \pi_{sk} p_{ij} \delta_{sk}^{ij} \left[ c_{ij}^s - r \right]^+ \right].
\]

Therefore, the CVaR minimization model is,

\[
\min_{\pi \in \Omega} \text{CVaR}_\alpha = \min_{\pi \in \Omega, r \in \mathbb{R}^+} \Phi_\alpha(r; \pi)
\]
\[
\approx \min_{\pi \in \Omega, r \in \mathbb{R}^+} \left[ r + \frac{1}{1-\alpha} \sum_{(i,j) \in A} \sum_{s \in S} \sum_{k \in K_s} N^{s} \pi^{sk} p_{ij} \delta_{ij}^s \left[ c_{ij}^s - r \right]^+ \right] \tag{3.41}
\]

where \(\Omega\) can be defined by

\[
\Omega = \{ \pi : \exists y, z \text{ such that (3.29)--(3.35) hold} \}. \tag{3.42}
\]

### 3.4.3 The Model Analysis

The CVaR minimization model for hazmat transportation network design (3.41) is a mixed integer nonlinear programming problem. If a network is complicated with a large demand of shipments, it becomes very difficult to solve the problem. In the proposed model, variable \(r\) only has an impact on the objective function and does not exist in constraints. Because the objective function is linear with \(r\) within each interval between two consecutive \(c_{ij}^s\) values, the optimal \(r\) value lies in \(\Theta = \{0\} \cup \{c_{ij}^s : \forall (i,j) \in A, s \in S\}\) (Toumazis et al., 2013). The CVaR minimization model (3.41) is reformulated as:

\[
\min_{r \in \Theta} f_\alpha(r) \tag{3.43}
\]

where

\[
f_\alpha(r) = \min_{\pi \in \Omega} \Phi_\alpha(r; \pi).
\]

Given a large network with various kinds of hazmat, set \(\Theta\) becomes large. To obtain the optimal solution of the proposed model, we should solve a large number of \(f_\alpha(r)\). If some \(r\) values can be eliminated without solving optimization problems, the computation can be more efficient. Analysis is conducted to explore which \(r\) values can be eliminated from being optimal solutions for the proposed model. Let

\[
0 = r_0 \leq r_1 \leq r_2 \leq ... \leq r_{q-1} \leq r_q \leq r_{q+1} \leq ... \leq r_{M_A} \tag{3.44}
\]
where \( r_q \) is the \( q \)-th smallest value in \( \{ c^s_{ij} : \forall (i,j) \in \mathcal{A}, s \in \mathcal{S} \} \) and \( M_A \) is the number of unique values in \( \{ c^s_{ij} : \forall (i,j) \in \mathcal{A}, s \in \mathcal{S} \} \). For each \( q = 0, 1, \cdots, M_A - 1 \), we have

\[
\Phi_{\alpha}(r_{q+1}; \pi) - \Phi_{\alpha}(r_q; \pi) = r_{q+1} + \frac{1}{1 - \alpha} \sum_{(i,j) \in \mathcal{A}} \sum_{s \in \mathcal{S}} \sum_{k \in \mathcal{K}_s} N^s \pi^s_k p_{ij} d^{s_k}_{ij} \left[ c^s_{ij} - r_{q+1} \right]^+ \\
- r_q - \frac{1}{1 - \alpha} \sum_{(i,j) \in \mathcal{A}} \sum_{s \in \mathcal{S}} \sum_{k \in \mathcal{K}_s} N^s \pi^s_k p_{ij} d^{s_k}_{ij} \left[ c^s_{ij} - r_q \right]^+ \\
= r_{q+1} - r_q \\
- \frac{1}{1 - \alpha} \sum_{(i,j) \in \mathcal{A}} \sum_{s \in \mathcal{S}} \sum_{k \in \mathcal{K}_s} N^s \pi^s_k p_{ij} d^{s_k}_{ij} (r_{q+1} - r_q) \\
= (r_{q+1} - r_q) \left( 1 - \frac{1}{1 - \alpha} \sum_{(i,j) \in \mathcal{A}} \sum_{s \in \mathcal{S}} \sum_{k \in \mathcal{K}_s} N^s \pi^s_k p_{ij} d^{s_k}_{ij} \right). \tag{3.45}
\]

**Theorem 6.** Consider an index \( q \in \{0, 1, \ldots, M_A\} \) such that the following condition holds:

\[
\frac{1}{1 - \alpha} \sum_{(i,j) \in \mathcal{A}} \sum_{s \in \mathcal{S}} \sum_{k \in \mathcal{K}_s} N^s p_{ij} d^{s_k}_{ij} \leq 1 \tag{3.46}
\]

Then we can show that

\[
\Phi_{\alpha}(r_q; \pi) \leq \Phi_{\alpha}(r_{q+1}; \pi) \tag{3.47}
\]

for all \( \pi \in \Omega \). Further

\[
f_{\alpha}(r_q) \leq f_{\alpha}(r_{q+1}) \leq \cdots \leq f_{\alpha}(r_{M_A}) \tag{3.48}
\]

**Proof of Theorem 6.** Given condition (3.46), we have

\[
\frac{1}{1 - \alpha} \sum_{(i,j) \in \mathcal{A}} \sum_{s \in \mathcal{S}} \sum_{k \in \mathcal{K}_s} N^s \pi^s_k p_{ij} d^{s_k}_{ij} \leq 1
\]
for any $\pi$, since $\pi^s_k \in [0, 1]$ is the probability associated with path $k \in \mathcal{K}_s$ for shipment $s \in \mathcal{S}$. Based on (3.45), for any route-choice probabilities $\pi \in \Omega$

$$
\Phi_\alpha(r_q; \pi) \leq \Phi_\alpha(r_{q+1}; \pi).
$$

(3.49)

Note that

$$
\frac{1}{1-\alpha} \sum_{(i,j) \in \mathcal{A}} \sum_{s \in \mathcal{S}} \sum_{\mathcal{K}_s \ni c_{ij} \geq \mathcal{M}_A} \mathcal{N}^s \pi^s_k p_{ij} \delta^s_{ij} \leq \cdots \leq \frac{1}{1-\alpha} \sum_{(i,j) \in \mathcal{A}} \sum_{s \in \mathcal{S}} \sum_{\mathcal{K}_s \ni c_{ij} \geq r_{q+2}} \mathcal{N}^s \pi^s_k p_{ij} \delta^s_{ij}
\leq \frac{1}{1-\alpha} \sum_{(i,j) \in \mathcal{A}} \sum_{s \in \mathcal{S}} \sum_{\mathcal{K}_s \ni c_{ij} \geq r_{q+1}} \mathcal{N}^s p_{ij} \delta^s_{ij} \leq 1.
$$

(3.50)

Consequently, we obtain

$$
\Phi_\alpha(r_q; \pi) \leq \Phi_\alpha(r_{q+1}; \pi) \leq \cdots \leq \Phi_\alpha(r_{\mathcal{M}_A}; \pi).
$$

(3.51)

Let $\pi_q$ be an optimal solution for $f_\alpha(r_q) = \min_{\pi \in \Omega} \Phi_\alpha(r_q; \pi)$; that is $f_\alpha(r_q) = \Phi_\alpha(r_q; \pi_q)$. Then, we have

$$
\Phi_\alpha(r_q; \pi_q) \leq \Phi_\alpha(r_{q+1}; \pi_q) \leq \cdots \leq \Phi_\alpha(r_{\mathcal{M}_A}; \pi_q) = f_\alpha(r_{q+1}).
$$

(3.52)

Similarly,

$$
f_\alpha(r_q) \leq f_\alpha(r_{q+1}) \leq \cdots \leq f_\alpha(r_{\mathcal{M}_A}).
$$

(3.53)

This completes the proof.

Instead of considering all $r$ values in $\Theta$, we can narrow the searching range for $r$ if there exist $r$ values satisfying (3.46). Let $\hat{q}$ be the smallest index to satisfy (3.46). By Theorem 6, it is proved that $f_\alpha(r_{\hat{q}}) \leq f_\alpha(r_{\hat{q}+1}) \leq \cdots \leq f_\alpha(r_{\mathcal{M}_A})$; thus excluding $r \in \{\hat{q} + 1, \cdots, r_{\mathcal{M}_A}\}$
to search the minimal $f_\alpha(r)$. The CVaR minimization model (3.43) can be rewritten as:

$$\min_{r \in \{r_0, r_1, \ldots, r_q\}} f_\alpha(r) \quad (3.54)$$

If (3.46) is not satisfied for any $q$, every $r \in \Theta$ should be considered.

3.5 A Computational Scheme for the CVaR Minimization Model

In this section, an efficient computational scheme to solve the CVaR minimization model for hazmat transportation network design is proposed. The proposed CVaR minimization model for network design is a nonlinear optimization model. Based on (3.43), the proposed network design model can be decomposed into two stages. At the first stage, we search $r$ within a finite set. At the second stage, $f_\alpha(r)$ is solved to yield the network design solution.

$$f_\alpha(r) = \left\{ \min_{\pi, y, z} \left[ r + \frac{1}{1-\alpha} \sum_{(i,j) \in A} \sum_{s \in S} \sum_{k \in K_s} N^s \pi^{sk} p_{ij} \delta_{ij}^s \left( c_{ij}^s - r \right) \right]^+ \right\} \text{subject to (3.29)–(3.35).} \quad (3.55)$$

Because of the nonlinearity to link the route-choice probabilities and path availabilities in (3.33), we linearize as follows:

$$\sum_{l \in K_s} \rho^s l \phi^{skl} = \rho^{sk} z^s, \quad \forall s \in S, \forall k \in K_s \quad (3.56)$$

$$\phi^{skl} \leq z^s, \quad \forall s \in S, \forall k \in K_s, \forall l \in K_s \quad (3.57)$$

$$\phi^{skl} \geq -(1 - z^s) + \pi^{sk}, \quad \forall s \in S, \forall k \in K_s, \forall l \in K_s \quad (3.58)$$

$$0 \leq \phi^{skl} \leq \pi^{sk}, \quad \forall s \in S, \forall k \in K_s, \forall l \in K_s. \quad (3.59)$$

The parameter $\rho$ can be computed with (3.15). Then, $f_\alpha(r)$ is reformulated as a MILP problem.
Despite the fact that we may use Theorem 6 to reduce the searching set for \( r \) variable, it is still time-consuming to compute \( f_\alpha(r) \) given all potential \( r \) values if the scale of a network is large. Finding the optimal \( r \) can be accelerated by developing an efficient search scheme which depends on \( f_\alpha(r) \). Besides, solving \( f_\alpha(r) \) is very difficult when many path alternatives are considered for a complicated network. Sometimes, it is even impractical to obtain a good feasible solution for \( f_\alpha(r) \).

We propose a line search with mapping to obtain optimal \( r \) as shown in Section 3.5.1 and show that Benders decomposition can generate upper and lower bounds of MILPs for given \( r \) values thus solving the \( f_\alpha(r) \) problem in Section 3.5.2. Generating useful lower bounds by Benders decomposition, however, costs large computation efforts while good upper bounds can be obtained after a certain number of iterations. In this case, we terminate the algorithm by some criteria and gain the best feasible solutions from upper bounds.

### 3.5.1 A Line Search with Mapping

To search the optimal \( r \) value for the proposed network design model, we only consider a narrowed range of values checked by Theorem 6. Initially, we can think of obtaining an optimal solution for network design problem by visiting every value in \( \Theta \). If \( \Theta \) involves a large number of values, the computation for the problem can be time-consuming because we need to solve a large number of MILPs. A searching mechanism for \( r \) based on line search methods are proposed in order to solve the problem efficiently. We use the Golden Section method. When it is applied to a strictly quasiconvex function, the Golden Section method can find a global minimal solution. The essence of the Golden Section method is to reuse one searching point in previous iteration and compare with an updated point derived by the golden ratio to reduce computations. Note that the golden ratio is 0.618.
We use the same idea to develop a discrete version of the Golden Section method, which only evaluates a limited number of \( r \) values in \( \Theta \). Usually, a line section method minimizes a nonlinear optimization problem over the interval \([a_0, b_0]\). The optimal \( r \) value lies in \( \Theta \), so \( a_0 = 0 \) and \( b_0 \) would be the smallest \( r \) value satisfying (3.46) by Theorem 6.

A line search algorithm usually copes with a continuous variable from a certain interval. In the proposed model, optimal \( r \) value is from a finite set. We map the updated point in iterations to value in the finite set using a simple mechanism. The simple mechanism can guarantee the correctness of searching interval. The procedures for searching optimal \( r \) for the proposed model are shown in Algorithm 5.

### 3.5.2 Benders Decomposition for \( f_\alpha(r) \)

The line search for \( r \) highly depends on obtaining optimal objective values for MILPs. As the size of the network increases, the computation time for solving \( f_\alpha(r) \) given \( r \) goes up exponentially. When we solved \( f_\alpha(r) \) given \( r \) with CPLEX solver of version 12.6 for the Ravenna network (Bonvicini and Spadoni, 2008; Erkut and Gzara, 2008), which has 105 nodes, 134 undirected arcs, 31 OD pairs, and 50 available paths for each OD pair, the optimality gap is 99.9% after 24 hours. This motivates us to develop an efficient algorithm solving \( f_\alpha(r) \) given \( r \). We can benefit from generating upper and lower bounds for \( f_\alpha(r) \) and solving the problem iteratively rather than directly solves a large MILP with CPLEX. Seen from the structure of the MILPs, it is found that \( f_\alpha(r) \) can be decomposed into: (1) optimizing network design (2) analyzing probabilities assigned for paths.

Benders decomposition is a popular algorithm framework to deal with complicating variables and large-scale optimization problems in which variables and constraints are decomposed into a master problem and subproblems. The algorithm employs cutting-planes procedures for the master problem based on subproblems until it converges. There are two categories of cuts in Benders composition. When a subproblem reaches an optimal solution but its optimal objective value is not consistent with the master problem’s,
Algorithm 5 A line search with mapping

1: **Initialization:** Check the largest \(q\) \((q^*)\) which satisfies (3.46). Let \(k \leftarrow 0\) and \(a_k \leftarrow 0\), \(b_k \leftarrow r_q\). \(\lambda_k = a_k + (1 - \varphi)(b_k - a_k)\) and \(\mu_k = a_k + \varphi(b_k - a_k)\). Find the left-closest value to \(\lambda_k\) (\(\lambda\text{left}\)) and the right-closest value to \(\mu_k\) (\(\mu\text{right}\)) among \(\Theta\). Let \(\lambda_k = \lambda\text{left}, \mu_k = \mu\text{right}\) and
\[
\begin{align*}
f_a(\lambda_k) &= \min_{\pi \in \Omega} \Phi_a(\lambda_k; \pi) \\
f_a(\mu_k) &= \min_{\pi \in \Omega} \Phi_a(\mu_k; \pi)
\end{align*}
\]

2: **Convergence check:** If \(a_k = r_q\) and \(b_k = r_q\) or \(r_{q+1}\) for any \(q = 0, 1, \ldots, (q^* - 1)\), go to Step 6; otherwise, continue estimating \(f_a(\lambda_k)\) and \(f_a(\mu_k)\). If \(f_a(\lambda_k) > f_a(\mu_k)\), go to Step 3; if \(f_a(\lambda_k) \leq f_a(\mu_k)\), go to Step 4.

3: **Reuse \(\mu_k\):** Find the right-closest value to \(\lambda_k\) in \(\Theta\) (\(\lambda\text{right}\)) and let \(a_{k+1} = \lambda\text{right}\) and \(b_{k+1} = b_k\). If \(\mu_k - a_{k+1} \leq b_{k+1} - \mu_k\), let
\[
\begin{align*}
\lambda_{k+1} &= \mu_k, \quad f_a(\lambda_{k+1}) = f_a(\mu_k) \\
\mu_{k+1} &= \frac{\mu_k + b_{k+1}}{2}
\end{align*}
\]
Find the right-closest value to \(\mu_{k+1}\) in \(\Theta\) (\(\mu\text{right}\)) and let \(\mu_{k+1} = \mu\text{right}\). Evaluate \(f_a(\mu_{k+1})\).
If \(\mu_k - a_{k+1} > b_{k+1} - \mu_k\), let
\[
\begin{align*}
\mu_{k+1} &= \mu_k, \quad f_a(\mu_{k+1}) = f_a(\mu_k) \\
\lambda_{k+1} &= \frac{a_{k+1} + \mu_k}{2}
\end{align*}
\]
Find the left-closest value to \(\lambda_{k+1}\) in \(\Theta\) (\(\lambda\text{left}\)) and let \(\lambda_{k+1} = \lambda\text{left}\). Evaluate \(f_a(\lambda_{k+1})\) and go to Step 5.

4: **Reuse \(\lambda_k\):** Find the left-closest value to \(\mu_k\) in \(\Theta\) (\(\mu\text{left}\)) and let \(a_{k+1} = a_k\) and \(b_{k+1} = \mu\text{left}\). If \(\lambda_k - a_{k+1} \leq b_{k+1} - \lambda_k\), let
\[
\begin{align*}
\lambda_{k+1} &= \lambda_k, \quad f_a(\lambda_{k+1}) = f_a(\lambda_k) \\
\mu_{k+1} &= \frac{\lambda_k + b_{k+1}}{2}
\end{align*}
\]
Find the right-closest value to \(\mu_{k+1}\) in \(\Theta\) (\(\mu\text{right}\)) and let \(\mu_{k+1} = \mu\text{right}\). Evaluate \(f_a(\mu_{k+1})\).
If \(\lambda_k - a_{k+1} > b_{k+1} - \lambda_k\), let
\[
\begin{align*}
\mu_{k+1} &= \lambda_k, \quad f_a(\mu_{k+1}) = f_a(\lambda_k) \\
\lambda_{k+1} &= \frac{a_{k+1} + \lambda_k}{2}
\end{align*}
\]
Find the left-closest value to \(\lambda_{k+1}\) in \(\Theta\) (\(\lambda\text{left}\)) and let \(\lambda_{k+1} = \lambda\text{left}\). Evaluate \(f_a(\lambda_{k+1})\).
Go to Step 5.

5: **Iteration update:** \(k \leftarrow k + 1\) and go to Step 2.

6: **Determine optimal solution:** Evaluate for \(f_a(a_k)\) and \(f_a(b_k)\). If \(f_a(a_k) \leq f_a(b_k)\), \(r^* = a_k\); otherwise, \(r^* = b_k\). Stop.
an optimality cut based on dual of a subproblem is generated. On the other hand, a feasibility cut can be generated if a subproblem is infeasible. Taking advantage of the extreme ray for the dual of a infeasible subproblem can help to generate a feasibility cut. Theories and applications for Benders decomposition are developed widely. Geoffrion (1972) generalized Benders’ approach to a broader class of programs in which subproblems are not restricted to linear programs. Stochastic programming problems, which is well known as its stage structure can be solved efficiently by Benders decomposition (Santoso et al., 2005).

We implement Benders decomposition to solve MILPs and obtain \( f_α(r) \). The network design \( y \) and path availability \( z \) are master problem variables while the probabilities related variables including \( π \) and \( φ \) are in subproblems.

With Benders decomposition, we present the master problem as follows:

(master) \[
\min_{g, y, z} \sum_{s \in S} \sum_{k \in K_s} g^{sk}
\]

\[
\text{s.t. (3.29)–(3.32), (3.34)–(3.35)}
\]

\[
g^{sk} \geq ρ^{sk} \lambda_t + \sum_{l \in K_s} z^{sl} \mu^l_t + \sum_{l \in K_s} (-1 + z^{sl}) v^l_t, \quad \forall t = 1, 2, \cdots
\]

where \( t \) denotes the number of cuts generated by the \( t \)-th iteration of Benders decomposition. Constraints (3.61) are further explained by subproblem duals later.

The subproblems which analyze the route-choice probabilities (3.33) are decomposed by \( s \in S, k \in K_s \) with dual variables (\( λ, μ^l, v^l, ω^l \)) as follows:

\[
\min_{π^{sk}} \sum_{(i, j) \in A} N^s π^{sk} p_{ij} \delta^{sk}_i \left[ c_{ij} - r \right]^+
\]

\[
\text{s.t. (3.63)}
\]

\[
\phi^{skl} \leq z^{sl}, \quad \forall l \in K_s \quad (μ^l \leq 0)
\]

\[
\phi^{skl} \geq -(1 - z^{sl}) + π^{sk}, \quad \forall l \in K_s \quad (v^l \geq 0)
\]
\[ \phi^{skl} \leq \pi^{sk}, \quad \forall l \in K_s \]  
\[ (\omega^l \leq 0) \quad (3.66) \]

\[ \pi^{sk} \text{ free,} \quad (3.67) \]

\[ \phi^{skl} \geq 0, \quad \forall l \in K_s \]  
\[ (3.68) \]

Feed with master problem variables, route-choice probabilities can be estimated from subproblems. Therefore, subproblems are feasible making it only necessary to generate optimality cuts from subproblem duals. The subproblem dual is defined as follows:

\[ (SD^{sk}) \hat{g}^{sk} = \max_{\lambda, \mu, \nu, \omega} \rho^sk z^{sk} \lambda + \sum_{l \in K_s} z^{sl} \mu^l + \sum_{l \in K_s} (-1 + z^{sl}) \nu^l \]

\[ \text{s.t.} \quad - \sum_{l \in K_s} \mu^l - \sum_{l \in K_s} \nu^l = \sum_{(i,j) \in A} N^{is} p_{ij} \hat{g}^{sk} \left[ c_{ij}^s - \rho \right]^+ \]

\[ (3.69) \]

\[ \rho^sl \lambda + \mu^l + \nu^l + \omega^l \leq 0, \quad \forall l \in K_s. \]  
\[ (3.70) \]

In subproblem duals, we can obtain a \((s_t, k_t)\) with the objective value \(\hat{g}^{s_ik_t}\) and the solution \((\lambda_t, \mu_t^l, \nu_t^l, \omega_t^l)\) accordingly. Let \(\hat{g}^{s_ik_t}\) be an optimal solution for the master problem. If \(\hat{g}^{s_ik_t}\) is greater than \(\check{g}^{s_ik_t}\), an optimality cut can be generated as (3.61) using (3.69). The algorithm is summarized in Algorithm 6. In Algorithm 6, \(\epsilon\) is a small positive parameter.

**Algorithm 6** Benders decomposition for \(f_\alpha(r)\)

1: **Initialization:** Set \(t = 0\), upper bound \(UB = \infty\) and lower bound \(LB = 0\). Go to Step 2.

2: **Solve master problem:** Solve the master problem and obtain the optimal solution \((\hat{g}, \hat{y}, \hat{z})\). Let \(LB = \sum_{s \in S} \sum_{k \in K_s} \hat{g}^{sk}\) and \(I = 0\). Go to Step 3.

3: **Solve subproblem:** For \((s, k)\), solve \(SD^{sk}\) problem based on \(\hat{z}\) and obtain optimal solution \((\lambda_t, \mu_t^l, \nu_t^l, \omega_t^l)\). The optimal objective value for the subproblem is \(\hat{g}^{sk}\). If all \((s, k)\) are visited, go to Step 5; otherwise, go to Step 4.

4: **Generate an optimality cut:** If \(I = 1\) go to Step 2; otherwise, compare \(\hat{g}^{sk}\) and \(\check{g}^{sk}\). If \(\hat{g}^{sk} - \check{g}^{sk} \geq \epsilon\), update \(I \leftarrow 1, t \leftarrow t + 1, s_t \leftarrow s, k_t \leftarrow k, \lambda_t \leftarrow \hat{\lambda}, \mu_t \leftarrow \hat{\mu}, \nu_t \leftarrow \hat{\nu}\) and an optimality cut is generated; otherwise, update \((s, k)\) and go to Step 3.

5: **Convergence check:** If \(UB > \sum_{s \in S} \sum_{k \in K_s} \hat{g}^{sk}\), set \(UB = \sum_{s \in S} \sum_{k \in K_s} \hat{g}^{sk}\). If \(UB - LB \leq \epsilon\), terminate; otherwise go to Step 1.

Besides, \(I\) is used to indicate whether an optimality cut is generated. Based on an optimal
solution for the master problem, we can generate multiple optimality cuts from different subproblems. The master problem becomes very difficult to solve if too many cuts are added at a time, which makes hard to obtain an upper bound. In order to produce upper bounds effectively, we only add one optimality cut after solving the master problem until the algorithm terminates.

We implement Benders decomposition on the Ravenna network in (Bonvicini and Spadoni, 2008; Erkut and Gzara, 2008) with 105 nodes and 134 undirected arcs. Four kinds of hazardous materials are considered including methanol, chlorine, gasoline and LPG. There are 31 shipments and each shipment defines a certain demand of a hazmat transported from an OD pair. For each shipment, we generate 50 paths using k-shortest path approach to test the performance of the proposed framework. The computation process for solving $f_{0.95}(0.454)$ is shown in Figure 3.3. We terminate the algorithm when the optimality gap is less than 5%. In this example, we can see that a good feasible solution is achieved within a small number of iterations. The improvement of lower bound, however, is very slow. Besides, it becomes more difficult to solve the master problem as iteration proceeds. It indicates that the time spent on the iteration close to the optimal solution can be far more than early iterations. An optimal solution is obtained when the upper bound and the lower bound are close.

Since we can obtain feasible solutions and useful upper bounds before reaching the convergence of Benders decomposition, a close optimal solution generated by a set of feasible solutions is used. When the upper bound does not improve, we terminate the algorithm. Different stopping criteria such as the total time limit of algorithm, the total number of iterations and the number of iterations that upper bound does not improve can be set. The local optimality can be guaranteed for the best feasible solution thus providing a practical approach. Besides, the effectiveness to terminate at a good feasible solution for $f_{r}(r)$ accelerates the solving process.
3.5.3 Performance of Algorithm 5 Depending on Algorithm 6

This section discusses the performance of Algorithm 5 depending on Algorithm 6. The Ravenna network with 20 paths for each shipment are used for experiments in this section. Let $\alpha = 0.95$ and the maximum number of closed arcs $N = 10$. To solve the proposed CVaR minimization model for hazmat network design, we incorporate the searching scheme for $r$ in Section 3.5.1 with evaluations of $f_\alpha(r)$ using Algorithm 6. We can either use the optimal or the best feasible solution obtained from Algorithm 6 to proceed the searching of $r$ in Algorithm 5. The searching process of $r$ is shown in Figure 3.4.

It can be seen that an optimal network design is achieved when solving MILP with $r = 0.687$ and the minimum risk equals to 0.732. In Figure 3.4, it is found that the optimal $r$ value is 0.699 and the approximated minimum risk is 0.742 by the best feasible solution of $f_\alpha(r)$. Accordingly, the network design results are shown in Figure 3.5. The number of closed arcs in both cases is 10 with 8 of which are the same. It indicates that both network designs are similar. Given the best feasible design, the CVaR is the minimum value for $\Phi(r; \pi)$ through all $r$ values. Hence, the risk for best feasible network design is less than or
equal to 0.742. The best feasible solution by Algorithm 6 yields a network design with the objective function value no greater than 1.35% of the optimal solution. This shows that the line search for $r$ with a best feasible solution for $f_\alpha(r)$ is close to the optimal solution. In addition, it costs 3 hours to compute an optimal hazmat network design depending on the exact value of $f_\alpha(r)$, while the best feasible design is obtained in 1 hour and 33 minutes. To improve the computation efficiency while ensuring the solution quality, we incorporate the line search for $r$ with a best feasible solution for $f_\alpha(r)$ in Section 3.6.

### 3.6 Numerical Experiments

In this section, applications of the proposed model are shown. All numerical experiments in this section are conducted using the Ravenna (Bonvicini and Spadoni, 2008; Erkut and Gzara, 2008) network. Four kinds of hazardous materials are considered: methanol, chlorine, gasoline and LPG. There are 31 shipments transported through the networks. The data set includes the length of each arc, the population that each kind of
an optimal solution
\[ p_{ij} = 3.19922 \times 10^{-7} \times l_{ij} \] (3.72)

where \( 3.19922 \times 10^{-7} \) is the hazmat accident rate per mile/vehicle (Federal Motor Carrier Safety Administration, 2001). The accident consequence for an arc is quantified by the population exposure impacted if that accident happens. We use the following formula to
estimate $c_{ij}^{s}$ (Toumazis and Kwon, 2016)

$$c_{ij}^{s} = 3.14159 \times d_{s}^{2} \times \tau_{ij}$$  \hspace{1cm} (3.73)

where 3.14159 is the ratio of a circle’s circumference to its diameter. For different kinds of hazmat, the impacted radius of an accident is different. The impacted radius $d_{s}$ is selected based on the recommendations of the Emergency Response Guidebook (2012) for the length of the evacuation radius in the case of an accident involving hazmat, which ranges between 0.5 and 1 mile depending on the type of the hazmat of shipment s. $\tau_{ij}$ is the population density along arc $(i, j)$.

Our proposed model is a path-based hazmat network design model which requires specified path alternatives by hazmat carriers. The $k$ shortest path algorithm of Yen (1971) is used to generate path sets. Despite the modifications or improvements of $k$ shortest path algorithm, this approach rarely emphasizes on accident consequences of arcs. If the set of path alternatives obtained by $k$ shortest path algorithm is very small, for example, only five paths for each shipment, some important arcs with high chosen probabilities and high risks can be left out. On the other hand, it is nearly impossible to solve our proposed model enumerating all paths for all shipments due to the tremendous model size. For example, there are more than 30,000 variables and 100,000 constraints for a network with 100 arcs, 3 shipments and 100 paths available for each shipment. Hazmat carriers can be restricted to some roads due to massive weights, large heights and long lengths for trucks. Usually, hazmat carriers select a route within a limited number of path alternatives. We use $k$ shortest path algorithm to enumerate a list of paths that includes the shortest 50 paths for each shipment.
3.6.2 Computation Performance

The computational scheme in Section 3.5 is coded in the Julia Language with the JuMP.jl package (Dunning et al., 2017) and CPLEX solver of version 12.6 is used. The experiments are implemented on a computer with 8GB of RAM and a 2.7GHz processor.

Table 3.3 shows the computation time and objective values using Algorithm 2 and Algorithm 3. To accelerate the computation, Algorithm 3 is terminated when the solution is not improved within the next fifty iterations. With the proposed algorithms, the average computation time to solve CVaR minimization problem of Ravenna network is 3 hours for different probability threshold values. The exact algorithm that uses CPLEX solver of version 12.6 to solve $f_\alpha(r)$ for every $r$ is inadequate to solve the problem, because the optimality gap solving $f_\alpha(r)$ with CPLEX is 99.9% after 24 hours.

For the Ravenna network, the road-ban decisions with different probability threshold values can be seen in Figure 3.6. For example, when $\alpha = 0.900$ and $\alpha = 0.950$, the optimal network designs are the same. Regulators for hazmat transportation have different attitudes towards risks but may end up with the same optimal network design. Theoretically, the higher the probability threshold $\alpha$ is, the more we focus on severe accident consequences. With the increasing of the probability threshold value, the optimal network design for the proposed model can vary a lot. The optimal network design of $\alpha = 0.990$ only has two common closed arc – arc (78, 74) and (106, 105) with $\alpha = 0.900$ and $\alpha = 0.950$. For example, closing arc (3, 6) plays a significant role in reducing risk with $\alpha = 0.990$ but not in $\alpha = 0.900$ and $\alpha = 0.950$ cases. If we close arc (3, 6), the large accident consequences by hazmat within 1% chance to happen can be avoided while it may not be effective to reduce the risk brought by 10% potential hazmat truck accidents.

3.6.3 Comparisons for Algorithms

To solve the CVaR minimization network design model, Algorithms 2 and 3 are proposed. Algorithm 2 and the CPLEX solver can also be used to solve the problem. Al-
Table 3.3: Numerical results for different probability threshold value $\alpha$ in the Ravenna network

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>Computation time</th>
<th>Closed arcs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.900</td>
<td>2hr 53min</td>
<td>(17, 19), (22, 38), (9, 10), (78, 74), (105, 106), (20, 10), (38, 22), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.910</td>
<td>3hr 20min</td>
<td>(17, 19), (22, 38), (9, 10), (78, 74), (105, 106), (20, 10), (38, 22), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.920</td>
<td>3hr 22min</td>
<td>(17, 19), (22, 38), (9, 10), (78, 74), (105, 106), (20, 10), (38, 22), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.930</td>
<td>3hr 26min</td>
<td>(17, 19), (22, 38), (9, 10), (78, 74), (105, 106), (20, 10), (38, 22), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.940</td>
<td>3hr 17min</td>
<td>(17, 19), (22, 38), (9, 10), (78, 74), (105, 106), (20, 10), (38, 22), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.950</td>
<td>3hr 22min</td>
<td>(17, 19), (22, 38), (9, 10), (78, 74), (105, 106), (20, 10), (38, 22), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.960</td>
<td>3hr 26min</td>
<td>(17, 19), (22, 38), (9, 10), (78, 74), (105, 106), (20, 10), (38, 22), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.970</td>
<td>3hr 52min</td>
<td>(2, 7), (4, 17), (22, 38), (62, 54), (74, 69), (74, 76), (105, 106), (38, 22), (74, 78), (106, 105)</td>
</tr>
<tr>
<td>0.980</td>
<td>3hr 46min</td>
<td>(3, 6), (6, 11), (62, 54), (83, 66), (60, 58), (78, 74), (5, 10), (54, 62), (8, 11), (76, 74)</td>
</tr>
<tr>
<td>0.990</td>
<td>2hr 44min</td>
<td>(15, 22), (74, 76), (75, 76), (6, 3), (54, 62), (66, 83), (76, 75), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.991</td>
<td>2hr 37min</td>
<td>(15, 22), (74, 76), (75, 76), (6, 3), (54, 62), (66, 83), (76, 75), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.992</td>
<td>2hr 38min</td>
<td>(15, 22), (74, 76), (75, 76), (6, 3), (54, 62), (66, 83), (76, 75), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.993</td>
<td>2hr 38min</td>
<td>(15, 22), (74, 76), (75, 76), (6, 3), (54, 62), (66, 83), (76, 75), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.994</td>
<td>3hr 2min</td>
<td>(15, 22), (74, 76), (75, 76), (6, 3), (54, 62), (66, 83), (76, 75), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.995</td>
<td>3hr 1min</td>
<td>(15, 22), (74, 76), (75, 76), (6, 3), (54, 62), (66, 83), (76, 75), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.996</td>
<td>3hr 2min</td>
<td>(15, 22), (74, 76), (75, 76), (6, 3), (54, 62), (66, 83), (76, 75), (74, 78), (10, 5), (106, 105)</td>
</tr>
<tr>
<td>0.997</td>
<td>2hr 4min</td>
<td>(8, 15), (69, 56), (83, 66), (78, 74), (105, 106), (66, 83), (8, 11), (74, 78), (38, 54), (106, 105)</td>
</tr>
<tr>
<td>0.998</td>
<td>2hr 35min</td>
<td>(8, 15), (69, 56), (83, 66), (78, 74), (105, 106), (66, 83), (8, 11), (74, 78), (38, 54), (106, 105)</td>
</tr>
<tr>
<td>0.999</td>
<td>2hr 4min</td>
<td>(8, 15), (69, 56), (83, 66), (78, 74), (105, 106), (66, 83), (8, 11), (74, 78), (38, 54), (106, 105)</td>
</tr>
</tbody>
</table>
Algorithm 3 and the CPLEX solver are compared for the values of \( f_\alpha(r) \) obtained. CPLEX may not return an optimal solution for \( f_\alpha(r) \) within limited time. We have restricted 30 minutes as time limit for both Algorithm 3 and CPLEX. Seen from (3.55), \( f_\alpha(r) \) can be estimated by solving an MILP which only relates to \( r \). Let \( f_\alpha(r) = r + \frac{1}{1-\alpha} h(r) \) and \( h(r) \) denote the objective value of the MILP. Given \( r \) values, Table 3.4 shows the obtained \( h(r) \) by using Algorithm 3 and CPLEX solver.

It can be seen that Algorithm 3 performs better than CPLEX in solving the MILPs and obtaining \( f_\alpha(r) \). Algorithm 3 can provide acceptable solutions for \( f_\alpha(r) \) thus proceeding Algorithm 2.

3.6.4 Comparisons of Models

To show the value of our model, we compare SPP and RUM route-choice models with various CVaR measures in Table 3.5. Note that when \( \alpha = 0 \), the CVaR\(_\alpha\) measure is equiv-
Table 3.4: Comparisons of algorithms to obtain $f_\alpha(r)$ for the Ravenna network. $f_\alpha(r) = r + \frac{1}{1-\alpha}h(r)$ and $h(r)$ is a MILP.

<table>
<thead>
<tr>
<th>$r$ value ($\times 10^3$ population exposure)</th>
<th>$h(r)$</th>
<th>$h(r)_{\text{CPLEX}}$</th>
<th>$h(r)_{\text{Algorithm 3}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.454</td>
<td>0.046</td>
<td>0.079</td>
<td>72.8 %</td>
</tr>
<tr>
<td>0.265</td>
<td>0.091</td>
<td>0.152</td>
<td>67.7 %</td>
</tr>
<tr>
<td>0.427</td>
<td>0.053</td>
<td>0.086</td>
<td>64.2 %</td>
</tr>
<tr>
<td>0.130</td>
<td>0.167</td>
<td>0.255</td>
<td>52.9 %</td>
</tr>
<tr>
<td>0.352</td>
<td>0.068</td>
<td>0.110</td>
<td>62.7 %</td>
</tr>
<tr>
<td>0.199</td>
<td>0.120</td>
<td>0.191</td>
<td>59.3 %</td>
</tr>
<tr>
<td>0.165</td>
<td>0.133</td>
<td>0.213</td>
<td>60.7 %</td>
</tr>
<tr>
<td>0.231</td>
<td>0.109</td>
<td>0.171</td>
<td>57.8 %</td>
</tr>
<tr>
<td>0.183</td>
<td>0.124</td>
<td>0.201</td>
<td>61.4 %</td>
</tr>
<tr>
<td>0.174</td>
<td>0.130</td>
<td>0.207</td>
<td>59.3 %</td>
</tr>
<tr>
<td>0.191</td>
<td>0.121</td>
<td>0.196</td>
<td>62.1 %</td>
</tr>
<tr>
<td>0.197</td>
<td>0.122</td>
<td>0.192</td>
<td>57.7 %</td>
</tr>
<tr>
<td>0.186</td>
<td>0.123</td>
<td>0.199</td>
<td>61.1 %</td>
</tr>
<tr>
<td>0.193</td>
<td>0.123</td>
<td>0.194</td>
<td>58.1 %</td>
</tr>
<tr>
<td>0.189</td>
<td>0.123</td>
<td>0.197</td>
<td>59.8 %</td>
</tr>
<tr>
<td>0.188</td>
<td>0.123</td>
<td>0.198</td>
<td>60.7 %</td>
</tr>
</tbody>
</table>

alent to the ER measure. When using the SPP model with $\alpha = 0$, it is equivalent to the deterministic model described in in Section 4.4. As the probability threshold value $\alpha$ increases, it is preferred to close short arcs in SPP-CVaR$\alpha$ while there is no pattern for our proposed model. In addition, our proposed RUM-CVaR$\alpha$ model tends to close higher risk (population density) arc than SPP-CVaR$\alpha$ model does with the same probability threshold value $\alpha$.

To show the value of our proposed model using RUM and CVaR, we first define various measures that are similar to the values of stochastic solutions (VSS) used to compare the performance of stochastic solutions with the performance of the deterministic solutions in stochastic environments (Birge, 1982). We define the Value of the RUM Solutions (VRS) over SPP solutions. When ER is used as the risk measure, we define VRS as follows

$$\text{VRS} = \frac{(\text{RUM-ER measure of the SPP-ER solution}) - (\text{Optimal RUM-ER})}{(\text{Optimal RUM-ER})}$$  (3.74)
Table 3.5: Comparisons of SPP-CVaR and RUM-CVaR models for the Ravenna network

<table>
<thead>
<tr>
<th>Model</th>
<th>Probability threshold $\alpha$</th>
<th>Risk Measure Values</th>
<th>Closed Arcs (in average)</th>
<th>Length (mile)</th>
<th>Population density (/mile$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPP</td>
<td>0</td>
<td>358.1 419.7 358.1 419.7</td>
<td>8.10 207.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>364.8 396.8 700.3 794.3</td>
<td>6.17 215.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.91</td>
<td>364.8 389.9 711.6 818.7</td>
<td>6.42 295.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.92</td>
<td>364.8 389.9 717.8 851.6</td>
<td>6.42 295.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.93</td>
<td>364.8 389.9 728.0 906.5</td>
<td>6.42 295.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.94</td>
<td>364.8 389.9 748.5 1016.2</td>
<td>6.42 295.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>364.8 389.9 805.9 1456.9</td>
<td>6.11 215.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.96</td>
<td>364.8 389.9 820.2 1494.6</td>
<td>6.11 215.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.97</td>
<td>364.8 389.9 832.4 1660.2</td>
<td>4.62 244.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.98</td>
<td>364.8 389.9 849.8 1771.0</td>
<td>4.62 244.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>397.4 459.8 847.5 1303.4</td>
<td>4.17 229.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.991</td>
<td>402.4 435.7 882.2 1435.7</td>
<td>3.55 184.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPP</td>
<td>0</td>
<td>363.5 376.4 363.5 376.4</td>
<td>6.78 324.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CVaR</td>
<td>0.9</td>
<td>372.1 405.4 718.7 762.4</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.91</td>
<td>372.1 405.4 723.0 767.1</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.92</td>
<td>372.1 405.4 727.5 768.1</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.93</td>
<td>372.1 405.4 733.3 769.5</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.94</td>
<td>372.1 405.4 741.0 812.7</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>372.1 405.4 751.8 837.9</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.96</td>
<td>372.1 405.4 768.0 875.6</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.97</td>
<td>385.1 408.2 771.3 890.1</td>
<td>8.88 376.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.98</td>
<td>402.4 423.4 846.4 970.0</td>
<td>4.59 181.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RUM</td>
<td>0</td>
<td>363.5 376.4 363.5 376.4</td>
<td>6.78 324.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CVaR</td>
<td>0.9</td>
<td>372.1 405.4 718.7 762.4</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.91</td>
<td>372.1 405.4 723.0 767.1</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.92</td>
<td>372.1 405.4 727.5 768.1</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.93</td>
<td>372.1 405.4 733.3 769.5</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.94</td>
<td>372.1 405.4 741.0 812.7</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>372.1 405.4 751.8 837.9</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.96</td>
<td>372.1 405.4 768.0 875.6</td>
<td>7.83 345.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.97</td>
<td>385.1 408.2 771.3 890.1</td>
<td>8.88 376.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.98</td>
<td>402.4 423.4 846.4 970.0</td>
<td>4.59 181.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>402.2 444.3 833.7 1165.4</td>
<td>5.08 298.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.991</td>
<td>402.2 444.3 839.7 1205.8</td>
<td>5.08 298.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.992</td>
<td>402.2 444.3 847.1 1255.0</td>
<td>5.08 298.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.993</td>
<td>402.2 444.3 856.7 1315.1</td>
<td>5.08 298.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.994</td>
<td>402.2 444.3 869.5 1388.1</td>
<td>5.08 298.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.995</td>
<td>402.2 444.3 887.4 1442.6</td>
<td>5.08 298.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.996</td>
<td>402.2 444.3 913.2 1490.3</td>
<td>5.08 298.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.997</td>
<td>389.2 435.7 1239.2 1459.6</td>
<td>5.80 247.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.998</td>
<td>389.2 435.7 1272.9 1463.4</td>
<td>5.80 247.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.999</td>
<td>389.2 435.7 1373.7 1487.0</td>
<td>5.80 247.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
and when $\text{CVaR}_\alpha$ is used as the risk measure,

$$VRS = \frac{(\text{RUM-CVaR}_\alpha \text{ of the SPP-CVaR}_\alpha \text{ solution}) - (\text{Optimal RUM-CVaR}_\alpha)}{(\text{Optimal RUM-CVaR}_\alpha)} \quad (3.75)$$

VRS measures how much we gain by considering RUM compared to SPP. Figure 3.7 presents VRS with various $\alpha$ values. We observe that as $\alpha$ increases VRS tends to increase. This shows that the value of probabilistic modeling becomes significant, when we are interested in low-probability high-consequence outcomes and more risk averse. On the other hand, for mid-range $\alpha$ values, VRS is not significant. Note that for some $\alpha$ values, VRS value becomes negative, which happens since our algorithm finds a suboptimal solution in general.

Similarly, we define the Value of the $\text{CVaR}_\alpha$ Solutions ($\text{VCS}_\alpha$) over ER solutions. When SPP is used for route-choice modeling, we define $\text{VCS}_\alpha$ as follows:

$$\text{VCS}_\alpha = \frac{(\text{SPP-CVaR}_\alpha \text{ of the SPP-ER solution}) - (\text{Optimal SPP-CVaR}_\alpha)}{(\text{Optimal SPP-CVaR}_\alpha)} \quad (3.76)$$
Figure 3.8: The value of CVaR_α solutions over ER solutions with SPP and RUM for route-choice modeling

When RUM is used for route-choice modeling, 

\[ VCS_α = \frac{(\text{RUM-CVaR}_α \text{ of the RUM-ER solution}) - (\text{Optimal RUM-CVaR}_α)}{\text{Optimal RUM-CVaR}_α} \]  

(3.77)

VCS measures how much we gain by considering CVaR_α compared to ER. Figure 3.8 shows VCS with various α values for both cases with SPP and RUM for route-choice modeling. We observe that VCS increases significantly as α increases. In all α values, the value of CVaR solutions becomes more apparent when RUM is used for route-choice modeling.

Finally, we also define the Value of the RUM-CVaR_α Solutions (VRCS_α), over SPP-ER solutions:

\[ VRCS_α = \frac{(\text{RUM-CVaR}_α \text{ of the SPP-ER solution}) - (\text{Optimal RUM-CVaR}_α)}{\text{Optimal RUM-CVaR}_α} \]  

(3.78)

Figure 3.9 shows VRCS with various α values. For lower α values, while the overall value of RUM-CVaR_α solution is marginal in the range of 4.9% to 8.6%, it clearly gives advantages if compared with VCS in Figure 3.7. For higher α values, however, we find VRCS in the range of 16.7% to 64.1%. By using both RUM and CVaR_α in decision-making, we con-
clude that risk-averse hazmat network designers can obtain clear merits for all probability threshold values, especially for higher values.

In the Ravenna network, the optimal network designs by the proposed model and the deterministic model yield different available paths for shipments with which lead to different risks. The comparisons of available paths for transporting methanol from node 110 to node 105 by both models are shown in Table 3.6. For each path, the length, the ER to transport methanol and the probability to be chosen by hazmat carriers are given. It is found that two of the available paths are the same while the rest of them are different either in length or ER for both models. The lowest ER path in both models is Path 1. It can be seen that Path 1 has 24.6% chance to be traveled in SPP-ER model while it has the probability of 34.5% to be traveled in the proposed model. The proposed model assigns larger probabilities for low risk paths than SPP-ER model does.

3.7 Concluding Remarks

In this chapter, we formulate a road-ban problem in hazardous hazmat transportation considering the uncertainty of routing behavior and a risk-averse measure for hazmat ac-
Table 3.6: Comparisons of available paths for transporting methanol from node 110 to node 105 between RUM-CVaR and the deterministic (SPP-ER) model for the Ravenna network

<table>
<thead>
<tr>
<th>Model</th>
<th>Path</th>
<th>Length</th>
<th>ER</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>RUM-CVaR&lt;sub&gt;0.99&lt;/sub&gt;</td>
<td>1: 110 → 104 → 83 → 78 → 62 → 54 → 45 → 31</td>
<td>18.24</td>
<td>0.0149</td>
<td>0.345</td>
</tr>
<tr>
<td></td>
<td>→ 98 → 14 → 11 → 6 → 3 → 5 → 105</td>
<td>26.04</td>
<td>0.0169</td>
<td>0.158</td>
</tr>
<tr>
<td></td>
<td>14: 110 → 104 → 83 → 78 → 62 → 54 → 45 → 43</td>
<td>26.87</td>
<td>0.0168</td>
<td>0.146</td>
</tr>
<tr>
<td></td>
<td>→ 36 → 30 → 26 → 24 → 20 → 10 → 5 → 105</td>
<td>28.17</td>
<td>0.0172</td>
<td>0.128</td>
</tr>
<tr>
<td></td>
<td>19: 110 → 104 → 83 → 78 → 62 → 54 → 56 → 46</td>
<td>29.00</td>
<td>0.0172</td>
<td>0.118</td>
</tr>
<tr>
<td></td>
<td>→ 43 → 36 → 30 → 26 → 24 → 20 → 10 → 9 → 7 → 5 → 105</td>
<td>30.18</td>
<td>0.0171</td>
<td>0.105</td>
</tr>
<tr>
<td></td>
<td>26: 110 → 104 → 83 → 78 → 62 → 54 → 45 → 43</td>
<td>30.18</td>
<td>0.0171</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td>→ 36 → 30 → 26 → 24 → 20 → 10 → 9 → 7 → 5 → 105</td>
<td>30.18</td>
<td>0.0171</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td>SPP-ER</td>
<td>1: 110 → 104 → 83 → 78 → 62 → 54 → 45 → 31</td>
<td>18.24</td>
<td>0.0149</td>
</tr>
<tr>
<td></td>
<td>→ 98 → 14 → 11 → 6 → 3 → 5 → 105</td>
<td>19.93</td>
<td>0.0169</td>
<td>0.207</td>
</tr>
<tr>
<td></td>
<td>3: 110 → 104 → 83 → 78 → 62 → 57 → 58 → 38</td>
<td>23.26</td>
<td>0.0157</td>
<td>0.149</td>
</tr>
<tr>
<td></td>
<td>→ 54 → 45 → 31 → 98 → 14 → 11 → 6 → 3 → 5 → 105</td>
<td>24.77</td>
<td>0.0160</td>
<td>0.128</td>
</tr>
<tr>
<td></td>
<td>5: 110 → 104 → 83 → 78 → 74 → 69 → 56</td>
<td>26.69</td>
<td>0.0164</td>
<td>0.106</td>
</tr>
<tr>
<td></td>
<td>→ 43 → 45 → 31 → 98 → 14 → 11 → 6 → 3 → 5 → 105</td>
<td>28.20</td>
<td>0.0167</td>
<td>0.091</td>
</tr>
<tr>
<td></td>
<td>8: 110 → 104 → 83 → 78 → 74 → 69 → 56 → 54</td>
<td>30.18</td>
<td>0.0171</td>
<td>0.073</td>
</tr>
</tbody>
</table>
cident consequences. With the probabilistic route choice, the risk distribution for hazmat transportation incorporates with not only the road accident probability but also the carriers routing behavior. Following Toumazis et al. (2013), we introduce conditional value-at-risk (CVaR) as a general, coherent, and risk-averse approach. We present a CVaR minimization model for hazmat network design problems. The proposed model is a mixed-integer nonlinear program, which can be decomposed into two stages: (1) searching the optimal solution for a nonnegative variable; (2) solving MILPs given the nonnegative variable. We develop a line search with mapping based on Benders decomposition for solving MILP sub-problems and obtain quality network design solutions.

We present case studies in the real road network of Ravenna. The comparisons of algorithms show that the proposed methods can solve the CVaR minimization network design problem efficiently and generate quality network design solutions. To highlight the value of our model, comparisons of the deterministic model and the proposed model are conducted. When the confidence level of CVaR is small, it indicates that decision makers and regulators for the transportation network pay limited attention on sever accidents.

With the proposed algorithms, the average computation time to solve CVaR minimization problem of a 105-node and 268-arc network was 3 hours for different probability threshold $\alpha$ values. The exact algorithm that uses CPLEX solver of version 12.6 was not inadequate to solve even a linear subproblem, because the optimality gap solving $f_{\alpha}(r)$ with CPLEX was 99.9% after 24 hours.

While the proposed algorithm was shown to be effective, for large-scale urban networks, we will need a faster algorithm. Since the proposed algorithm relies on solutions of multiple MILP problems, it is not suitable for large-scale networks. Developing a fast heuristic algorithm is a potential future research direction.
4 Optimal Deployment of Dynamic Wireless Charging Lanes for Electric Forklifts in Congested Warehouses

4.1 Introduction

Dynamic wireless charging infrastructures are in the early stage of commercialization. As the growing number of EVs, there is a great potential market for dynamic wireless charging technologies that allow charging when vehicles are moving. As a special type of EVs, battery-based forklifts are used for order picking and item transaction in warehouses. In such applications, dynamic wireless charging systems can be considered as a suitable option because it can improve the operation efficiency of forklifts, enhance the safety of charging batteries and prolong the lifetime of batteries with power tracks.

With some wireless charging lanes, forklifts perform routing which considers the dynamic battery level under unavoidable congestions to pick up orders. The wireless charging lane location optimization provides the optimal wireless infrastructure layout addressing order pick-ups and wireless charging needs. In the presence of wireless charging lanes and dynamic routing for orders, the traffic patterns within the warehouse change significantly. To address such changes, a congestion model for variable travel time is needed. In addition, the orders from a warehouse are pre-batched for a single trip to generate a reasonable case. A typical number of orders in a warehouse can range between 500 and 2000 per hour (Ruben and Jacobs, 1999; II, 2000; Gong and De Koster, 2008). Multiple forklifts pick up these orders with multiple trips. This chapter considers a small number of orders that a single trip can pick up with multiple forklifts. Prorated the wireless charging lane costs into short-term basis, it can be seen as a short-term operation optimization
of a warehouse. To consider the uncertainty of orders for short-term operation, different scenarios of order demand and location are sampled to formulate a two-stage stochastic programming problem.

The contributions of this chapter can be summarized as follows. To the best of our knowledge, this is the first chapter that develops a dynamic wireless charging lane location optimization model for warehouses. In addition, the chapter considers the congestions of electric forklifts in narrow aisles. Instead of simply avoiding congestions, forklifts can take advantage of congestions to charge batteries. To consider the uncertainty of orders, a two-stage stochastic programming model for optimal deployment of dynamic wireless charging lanes for electric forklifts in a congested warehouse is formulated. We introduce symmetry breaking constraints and devise a scenario decomposition algorithm to solve the stochastic programming model efficiently. We confirm the efficiency of the algorithms and the key advantages of dynamic wireless charging lanes via case studies.

4.2 Literature Review

4.2.1 Warehouse Congestion Management and Forklift Routing

Congestions in warehouses can lead to problems such as damaged properties, injured workers (Tompkins et al., 2010) and inefficient operations (Heath et al., 2013) attracting attentions over the decades. Queuing models are addressed by researchers to give some hints of facility designs with warehouse congestions. Srinivasan and Bozer (1992) presented a simulation model that identified the queuing congestion in a job shop with machines and the material handling system. In the work by Smith and Li (2001), the warehouse congestion is modeled with a $M/G/C/C$ queue to incorporate with the department assignments minimizing the expected number of customers. The work-in-process (WIP) can demonstrate the warehouse congestion in many job shops. Since it has been questioned for years that how the warehouse layout affects the congestions, Benjiafar (2002) developed a quadratic assignment model to explore the optimal facility layout.
which can achieve the minimum expected WIP. This chapter also employed queuing theory to analyze the expected WIPs.

Not only designing the facility layouts and material handling systems but also proper utilization of the equipments can contribute to congestion alleviation. Typically, the material handling system that represents the movements of items within warehouses are studied. The dispatching rules and routing for those vehicles are addressed in decades for efficient warehouse operations. Egbelu and Tanchoco (1984) presented five vehicle assignment rules for AGVs in work center initiated task assignment and seven rules in vehicle initiated task assignment to show how vehicle dispatching rule can influence a job shop. Broadbent et al. (1985) solved the conflict-free shortest time vehicle routing in the context of job shop with a branch and bound algorithm. Considering multiple objectives and constraints in vehicle routing within a facility, Rajotia et al. (1998) proposed a dynamic routing which allows the trade-offs between short and safe routes to resolve the conflicts and congestions. Maza and Castagna (2005) focused on the dynamic routing for AGV system to find the shortest routes while avoiding conflicts and deadlocks. Different from analytical approaches for vehicle routing in the facilities, reinforced learning can help to estimate the travel time and other route performance factors without explaining the mechanisms. Driven by the reinforced learning, Lim et al. (2002) constructed routes that have the minimal expected total travel time. The work above emphasizes on avoiding conflicts in vehicle routing. Neither of them studied congestion alleviations by design the facility and vehicle routing.

In addition to using queuing theories and vehicle conflicts to reflect congestions, the congestion measures have been established in many papers. Maxwell and Muckstadt (1982) used vehicle blocking time to quantify congestions. Vosniakos and Davies (1989) defined a vehicle inference activity in the simulation model and used the segment utilization which is the percentage of the simulation time that an AGV has been occupying and the blockage time to demonstrate congestions. Lee et al. (1990) evaluated several factors
including total wait time, wait time at the intersections, and the utilization of AGVs to design an efficient AGV system. Among those factors, the wait time at the intersections can clearly demonstrate the vehicle congestions. Kim and Tanchoco (1993) minimized the total travel cost of vehicles considering vehicle operations such as lane restrictions to consider the workflow inferences. The works reviewed are either not analytically based due to their implementations of simulation or not clearly defined for the congestion effects. Unlike warehouse congestions, traffic congestions have been well studied with the explicit relationship between system travel time and traffic volume.

4.2.2 Wireless Charging Optimization

The recent progress in wireless charging techniques and development of commercial products have enabled safe and convenient transfer of energy. This section reviews the wireless charging techniques and their recent advances in applications for the potential use of warehouse operations. For discussion of forklift applications, the near-field wireless charging which requires close distance between chargers and devices can be used. Besides, the dynamic wireless charging for forklifts can provide power transfer while vehicles are moving. The near-field dynamic charging applications can be realized with inductive coupling and magnetic resonance coupling (Kurs et al., 2007). The major applications of near-field dynamic wireless charging include robot manipulation (Gao, 2007; Kawamura et al., 1996), people-mover systems (Jufer, 2008), high speed trains (Kim et al., 2015) and energization for the battery of electric vehicles (Severns et al., 1996; Kisacikoglu et al., 2015).

For warehouse operations, wireless charging can be applied to vehicles with batteries. The near-field charging enables charging vehicles both statically and dynamically (Lukic and Pantic, 2013). Despite that there are limited wireless charging studies for warehouse vehicles, many papers can be found discussing the installation of charging stations for EVs. Flow-capturing location model (Hodgson, 1990) is widely used to determine the
service locations such as convenience stores, gasoline stations and banking machines. The EV charging location problems can be formulated as flow-capturing models which considers the charging availability and charging access. Frade et al. (2011) proposed an optimization model to achieve the maximum demand coverage differentiating daytime and nighttime demands. The model presented by Chen et al. (2013) minimized the EV users’ station access costs while penalizing unmet demand. Riemann et al. (2015) proposed a facility location model for EV stations to capture the maximum traffic flow on a network. The stochastic user equilibrium is used to analyze EV drivers’ routing choice behavior and describe the interaction between traffic flow patterns and the location of the charging facilities. The works above do not consider the battery consumption of EVs in charging due to lack of data. In warehouse operations, the battery levels of vehicles can be obtained. Therefore, the charging strategy can also be considered with regard to battery lifetime, time-in-use prices and other factors. Cao et al. (2012) determined the battery charging time and charging levels by minimizing the energy cost. Jeong et al. (2015) economically allocated the power tracks and determined the battery size with the constraints of battery levels. These literatures can provide a solid foundation for the wireless charging optimization in warehouses to develop a safe, efficient and economic production system.

4.3 Problem Statement

In this section, we introduce the problem of deployment of dynamic wireless charging lanes for electric forklifts in a congested warehouse. The installation of wireless charging infrastructure in warehouses supports the order-picking by electric forklifts via necessary charging. Electric forklifts are routing to pick up the assigned order batches with sufficient battery levels.

The warehouse settings are similar to II (2000), Gong and De Koster (2008) and Hong et al. (2012). A typical warehouse layout is shown in Figure 4.1. In such warehouses,
forklifts pick orders which are stored in bins along narrow aisles. Usually, the time spent in these narrow aisles is far more than the travel time in open space of a warehouse due to necessary loading/unloading and potential congestions in aisles. Hence, it is assumed that the travel time in open space of the warehouse is ignored. To prevent forklifts from being blocked in an aisle by pickers approaching from the opposite direction and reduce the chance of collisions of forklifts, a common approach is labeling aisles with single directions. Although large warehouses can have some bidirectional aisles, a bidirectional aisle can be considered as two separate aisles with opposite directions. These parallel aisles in warehouses can provide a simple network structure. Instead of using the node-arc representation for a network, we can simply use aisles to demonstrate the network of a warehouse. Namely, a route in a warehouse is represented by the sequence of aisles that forklifts can traverse. Due to the limited number of aisles with directions, all routes
in a warehouse can be enumerated. The properties of warehouse networks motivate us modeling the routing of electric forklifts with a route-based approach.

Different from the congestion of urban transportation, warehouse congestion involves a small number of vehicles. Congestion often happens because of the conflicts of forklift movements. For example, forklift 1 needs to pick up an order in an aisle while forklift 2 is loading an item and blocking the way for forklift 1. Forklift 1 should decelerate, stop and wait until forklift 2 completes the pick-up. Such events can be referred as interruptions along aisles. The more interruptions for forklifts on an aisle, the more likely to have long travel time. Interruption in warehouse is a common phenomenon which motivates the modeling of congestion dependent travel time in this chapter.

There can be thousands of orders that need to be processed in a warehouse every day. A warehouse can operate ranging from 8 hours to 24 hours in which multiple forklifts finish multiple trips to pick up all orders. Although existing literatures (Hong et al., 2012; Clarke and Wright, 1964; De Koster et al., 1999) considered batching for hundreds of orders in parallel-aisle warehouses, an order-batching problem can be directly formulated as MILPs. In addition to order-batching for forklifts, this work models the warehouse congestion and involves the battery level constraints which lead to great challenges in computations. Meanwhile, the modeling of warehouse congestions and battery level tracking introduces a large number of constraints with big-$M$ parameter showed in Section 4.4. Therefore, the deployment of dynamic wireless charging problem for electric forklifts does not consider a large number of orders. This chapter considers a small number of orders that a single trip can pick up with multiple forklifts. It can be seen as a short-term operation problem of warehouse. A deterministic model for short-term deployment of dynamic wireless charging lanes for electric forklifts in a congested warehouse is developed. To consider the uncertainty of orders for short-term operation, different scenarios of order demand and location are sampled to formulate a two-stage stochastic program-
ming problem. To prepare for the model formulation, Section 4.3.1 and 4.3.2 are presented first.

4.3.1 Congestion Dependent Travel Time

It is assumed that congestions only happen in narrow aisles. Forklifts slow down when there are congestions thus increasing the travel time. There are various types of models for analyzing the congestions. Here, we use the interruption model of vehicles to link congestions and travel time. Zhang et al. (2009) proposed an optimization model of flow routing to alleviate the congestions by incorporating interruption events as Poisson process. The analytical approach in this work provides a framework for further study in warehouse management. We model the number of interruptions as space Poisson process in aisle \( a \in A \) and calculate the travel time with the following formula

\[
t_a = \sum_{n=0}^{\infty} P_n(r_a) T_{na} \tag{4.1}
\]

where \( P_n(r_a) \) is the probability that \( n \) interruptions occur with interruption rate \( r_a \) and \( T_{na} \) is the travel time with \( n \) interruptions. \( P_n(r_a) \) is expressed as

\[
P_n(r_a) = \frac{(r_a d_a)^n e^{-r_a d_a}}{n!} \tag{4.2}
\]

where \( d_a \) is the length for aisle \( a \in A \). To calculate the travel time with \( n \) interruptions \( T_{na} \), we assume that the interruptions are uniformly distributed along aisle \( a \). Given the locations of interruptions, the detailed steps of computing \( T_{na} \) can be referred (Zhang et al., 2008). The model for effect of traffic flow on congestion used in this chapter is as follows (Zhang et al., 2009).

\[
r_a = 0.61d_a^{-0.8722}e^{0.000918f_a} \tag{4.3}
\]
Figure 4.2: Piecewise step linearization for interruption rate of aisle $a \in A$ with $|L| = 3$

$f_a$ is the number of vehicles traveling through the aisle accordingly.

Let $\mathcal{L}$ be the set of congestion level and $|\mathcal{L}|$ be the number of pieces of the step function for linearization of interruption rate. An example of linearization for a interruption model is shown in Figure 4.2. Given the value of traffic flow $u_{al}$ at congestion level $l \in \mathcal{L}$ for aisle $a \in A$, Equation (4.1) and (4.2) can be used to estimate the travel time $t_{al}$. In the following sections, the congestion effect for optimal deployment of dynamic wireless charging lanes for forklifts is modeled with congestion level, the traffic flow at each congestion level and the travel time accordingly. Note that the concrete model formulation of interruption rate does not matter in further model development with discrete congestion levels.

### 4.3.2 Routes of Order Pick-Up in Parallel-Aisle Warehouses

As the increase of aisles, the number of routes increases exponentially. Given a warehouse with single directional aisles, the number of routes are 1, 4, 12, 33, 88 and 231 when the number of aisles are 2, 4, 6, 8, 10 and 12. Due to the difficulty of capture routing for order pick-up in a large warehouse, the optimal deployment of dynamic wireless charging lanes can be even harder. With multiple orders, order-batching and routing for forklifts are considered simultaneously. If we have 10 orders stored in the same aisle and the capacity of each forklift is 5 orders, we can aggregate these 10 small orders into 2 orders with larger demand size. The aggregated order set can help to reduce the problem size of order-batching and routing for forklifts thus providing benefits for further computa-
tions. In addition, some aisles are less preferred for order-picking. For example, if there is only one order stored in aisle 10 shown by Figure 4.1. A forklift tends to travel along the shortest route to pick up this order rather than pass the route that contains all aisles. Therefore, we can focus on the preferred routes and construct route set. There are two steps to generate the route set: (1) generating an elementary route set to cover each order (2) expanding the elementary route set to a combined route set with order-batching. Clarke and Wright (1964); De Koster et al. (1999) proposed the Clark and Wright II algorithm to generate reasonable route set with order-batching. A modified Clark and Wright II algorithm (Hong et al., 2012) is used to generate the combined route set.

The procedures to construct route set is summarized in Algorithm 7. The composite level is the maximum number of elementary routes covered by a combined route. With large value of composite level, the combine route set is likely to become large. A large route set can result in accurate analysis for order-batching and routing while a small route set can benefit the computation. Therefore, there is a trade-off in setting the composite level. It is recommended to set a high composite level if the warehouse is large with a large number of aisles.

4.4 The Deterministic Model

In this section, a deterministic model for optimal deployment of dynamic wireless charging lanes for electric forklifts in a congested warehouse is introduced. Later, we extend this deterministic model to a two-stage stochastic programming model.

The notation for the deterministic model is shown in Table 4.1. Here, we consider the investment cost for dynamic wireless charging lanes and the operation costs for order-picking in the objective function. Since the installation for dynamic wireless charging lanes targets at a long-term planning, its cost is prorated on a hour-basis using the net
Algorithm 7 Route Set Construction for Order Pick-Up in Parallel-Aisle Warehouses

1: Initialize order set $\hat{O} = \mathcal{O}$, elementary route set $\mathcal{R}_e = \emptyset$ and combined route set $\mathcal{R}_c = \emptyset$.
2: Aggregate order set $\mathcal{O}$.
   For order $o \in \mathcal{O}$, do
   Check if there exists order $o' \in \hat{O} \cap \{1, 2, \cdots, o - 1\}$ such that it is stored in the same aisles as order $o$.
   If yes, let $o' = \max\{i : i \in \hat{O}, i \in \{1, 2, \cdots, o - 1\}, \theta_{ia} = \theta_{oa}, \forall a \in \mathcal{A}\}$.
   If aggregated demand $q_{o'} + q_o \leq C$, let $q_{o'} = q_{o'} + q_o$ and $\hat{O} = \hat{O}\backslash\{o\}$.
3: Construct elementary route set $\mathcal{R}_e$.
   For order $o \in \mathcal{O}$, do
   If $\mathcal{R}_e$ does not contain a route that passes order $o$, generate the shortest distance route $r$, then let $\mathcal{R}_e = \mathcal{R}_e \cup r$.
4: Construct elementary route set $\mathcal{R}_c$.
   Set the composite level for combined route construction.
   For $r_i, r_j \in \mathcal{R}_e \cup \mathcal{R}_c$,
   Calculate the difference $s_{ij}$ between the distance of combined route for $r_i, r_j$ and distance of $r_i, r_j$.
   Sort the difference of distance $s_{ij}$ where $r_i, r_j \in \mathcal{R}_e \cup \mathcal{R}_c$ in decreasing order.
   Select the route pair such that the combined route of $r_i, r_j$ is less than the composite level with the maximum distance difference. Update $\mathcal{R}_c$ by adding the combined route of $r_i, r_j$.
   Repeat above until $r \in \mathcal{R}_e$ are included in $\mathcal{R}_c$. 
Table 4.1: The notation for the deterministic model of deployment of dynamic wireless charging lanes problem

<table>
<thead>
<tr>
<th>Set</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{O}$</td>
<td>the set of orders.</td>
</tr>
<tr>
<td>$\mathcal{A}$</td>
<td>the set of aisles in warehouse network.</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>the set of vehicles.</td>
</tr>
<tr>
<td>$\mathcal{R}$</td>
<td>the set of routes.</td>
</tr>
<tr>
<td>$\mathcal{\Omega}^r$</td>
<td>the set of consecutive aisle pair for route $r \in \mathcal{R}$.</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>the set of congestion level.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_a$</td>
<td>wireless charging lane cost for aisle $a \in \mathcal{A}$.</td>
</tr>
<tr>
<td>$d_a$</td>
<td>distance for aisle $a \in \mathcal{A}$.</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>wireless charging device lifetime in years.</td>
</tr>
<tr>
<td>$\delta$</td>
<td>annual interest rate.</td>
</tr>
<tr>
<td>$\rho$</td>
<td>coefficient to convert travel time to cost per minute.</td>
</tr>
<tr>
<td>$u_{al}$</td>
<td>flow amount threshold on aisle $a$ for $l$-th level congestion.</td>
</tr>
<tr>
<td>$E_{\text{max}}$</td>
<td>maximum battery size.</td>
</tr>
<tr>
<td>$E_{\text{min}}$</td>
<td>minimum battery size.</td>
</tr>
<tr>
<td>$q_o$</td>
<td>demand for order $o$.</td>
</tr>
<tr>
<td>$C$</td>
<td>capacity for a forklift.</td>
</tr>
<tr>
<td>$\xi_{ra}$</td>
<td>if $\omega_{ra} = 1$, route $r$ passes aisle $a$; 0 otherwise.</td>
</tr>
<tr>
<td>$\theta_{oa}$</td>
<td>if $\theta_{oa} = 1$, order $o$ is in aisle $a$; 0 otherwise.</td>
</tr>
<tr>
<td>$\phi$</td>
<td>number of hours in an annual year.</td>
</tr>
<tr>
<td>$p_{\text{dis}}$</td>
<td>the discharging rate of a forklift per minute.</td>
</tr>
<tr>
<td>$p_{\text{ch}}$</td>
<td>the charging rate of a forklift per minute.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_a$</td>
<td>if $z_a = 1$, a power track is installed on aisle $a$; 0 otherwise.</td>
</tr>
<tr>
<td>$x_{kr}$</td>
<td>if $x_{kr} = 1$, aisle $r$ is traveled by forklift $k$; 0 otherwise.</td>
</tr>
<tr>
<td>$y_{ok}$</td>
<td>if $y_{ok} = 1$, order $o$ is picked by forklift $k$; 0 otherwise.</td>
</tr>
<tr>
<td>$\eta_k$</td>
<td>if $\eta_k = 1$, forklift $k$ is used; 0 otherwise.</td>
</tr>
<tr>
<td>$v_{al}$</td>
<td>if $v_{al} = 1$, flow on aisle $a$ at congestion level $l$; 0 otherwise.</td>
</tr>
<tr>
<td>$e_{ka}$</td>
<td>battery level for forklift $k$ at aisle $a$.</td>
</tr>
</tbody>
</table>
present value. The prorated coefficients are defined as follows:

\[
W = \delta \cdot (1 + \delta)\gamma \cdot \frac{1}{\phi}.
\]  

(4.4)

The operation cost for order-picking is calculated by the travel time of picking all orders that arrive for a single trip and the labor cost \( \rho \). If forklifts cannot pick up all orders arriving in one hour with a single trip, orders are pre-batched according to arriving sequence to ensure that the order set \( \mathcal{O} \) in the model does not exceed the maximum workloads for a single trip. For example if all available forklifts can only finish picking orders arrived within 20 minutes with a single trip, \( \rho \) needs to be prorated to three times of labor cost per hour. Note that the prorate horizon for the cost of dynamic wireless charging lanes is consistent with the arriving time of maximum orders that forklifts can pick with a single trip. The model is formulated as follows.

\[
\min_{z} \ W \sum_{a \in \mathcal{A}} c_aoz_a + \rho Q(z) \tag{4.5}
\]

\[
s.t. \ z_a \in \{0, 1\}, \forall a \in \mathcal{A} \tag{4.6}
\]

The objective (4.5) of wireless charging location problem is to minimize the investment cost of wireless charging lanes and operation cost. Equations (4.6) are binaries to determine whether to install wireless charging lanes. Given the installation of wireless charging lanes, \( Q(z) \) is the travel time given demand \( q_o \) and location data \( \theta_oa \) for order \( o \in \mathcal{O} \). The order batching and vehicle routing constraints in a warehouse can be referred (Hong et al., 2012).

The order batching and vehicle routing model minimizes the travel costs considering battery level and congestion constraints. \( Q(z) \) is defined as follows.

\[
Q(z) = \min_{x, y, \eta, \psi} \sum_{k \in \mathcal{K}} \sum_{r \in \mathcal{R}} \sum_{a \in \mathcal{A}} \tilde{c}_ra \tilde{t}_ax_{kr} \tag{4.7}
\]
s.t. \[ \sum_{k \in K} y_{ok} = 1, \quad \forall o \in O \]  
(4.8)

\[ y_{ok} \leq \eta_k, \quad \forall k \in K, o \in O \]  
(4.9)

\[ \sum_{r \in R} x_{kr} = \eta_k, \quad \forall k \in K \]  
(4.10)

\[ \sum_{o \in O} q_o y_{ok} \leq C, \quad \forall k \in K \]  
(4.11)

\[ \theta_{oa} y_{ok} \leq \sum_{r \in R} \zeta_{ra} x_{kr}, \quad \forall o \in O, k \in K, a \in A \]  
(4.12)

\[ e_{ra'} \leq e_{ra} - p^{\text{dist}} t_a + p^{\text{ch}} t_a \]
\[ + M(1 - z_a) + M(1 - x_{kr}), \quad \forall k \in K, r \in R, (a, a') \in \Omega' \]  
(4.13)

\[ e_{ra'} \leq e_{ra} - p^{\text{dist}} t_a + Mz_a + M(1 - x_{kr}), \quad \forall k \in K, r \in R, (a, a') \in \Omega' \]  
(4.14)

\[ E^{\text{min}} \leq e_{ra} \leq E^{\text{max}}, \quad \forall r \in R, \forall a \in A \]  
(4.15)

\[ \sum_{k \in K} \sum_{r \in R} x_{kr} \tau_{ra} = \sum_{l \in L} f_{al}, \quad \forall a \in A \]  
(4.16)

\[ f_{al} \leq u_{al} v_{al}, \quad \forall a \in A, l \in L \]  
(4.17)

\[ \sum_{l \in L} v_{al} = 1, \quad \forall a \in A \]  
(4.18)

\[ t_a = \sum_{l \in L} t_{al} v_{al}, \quad \forall a \in A \]  
(4.19)

\[ \eta_k, x_{kr}, y_{ok}, v_{al} \in \{0, 1\}, \quad \forall k \in K, r \in R, o \in O, a \in A, l \in L \]  
(4.20)

\[ t_a, f_{al}, e_{ka} \geq 0, \quad \forall k \in K, a \in A, l \in L \]  
(4.21)

Equation (4.7) minimizes the total travel time to pick up all orders. Since the model considers variable travel time due to congestions, the objective function involves nonlinearity. Let \( \tau_{kra} = t_a x_{kr} \). Linearization can be performed with objective function (4.22)

\[
\min_{x, y, \eta, \nu, \tau} \sum_{k \in K} \sum_{r \in R} \sum_{a \in A} \zeta_{ra} \tau_{kra}
\]  
(4.22)
where $\tau$ are constrained by Equation (4.23).

\begin{align}
\tau_{kra} & \leq t_a, \forall k \in K, r \in R, a \in A \tag{4.23a} \\
\tau_{kra} & \leq Mx_{kr}, \forall k \in K, r \in R, a \in A \tag{4.23b} \\
\tau_{kra} & \geq -M(1 - x_{kr}) + t_a, \forall k \in K, r \in R, a \in A \tag{4.23c}
\end{align}

Equations (4.8) enforce the pick-up of any orders by forklifts. Equations (4.11) constrain that the forklifts do not exceed the capacity while picking up orders. With Equations (4.9), it is ensured that a forklift is used if any order is picked by this forklift. When a forklift is used, a route must be selected with Equations (4.10). Equations (4.12) state that if order $o \in O$ is assigned to forklift $k \in K$, forklift $k$ must travel a route containing the aisle of order $o$. Equations (4.13) and (4.14) are battery tracking constraints for forklifts $k \in K$ with and without wireless charging lane in aisles. Equations (4.15) are battery level limit constraints. Equations (4.17) – (4.19) are congestion constraints which are further explained in Section 4.3.1. Equations (4.20) are binaries while Equations (4.21) are nonnegativities for variables.

### 4.4.1 Symmetry Breaking Constraints

Since all forklifts are assumed to be the same, all parameters in the optimization model related to forklifts are the same. Therefore, there can exist multiple optimal solutions for order assignments to vehicles by switching order batching for any pair of vehicles in an optimal solution. This symmetry for mixed integer programming (MIP) problems are common in production planing problems (Jans, 2009), operation room scheduling (Denton et al., 2010) and routing problems (Sherali et al., 2013; Coelho and Laporte, 2013) where the resources such as machines and vehicles are identical. It is discussed that the symmetry in MIPs can slow down branch-and-bound method by exploring symmetric solutions (Sherali and Smith, 2001; Margot, 2003; Ostrowski et al., 2011). Given an op-
timal order batching solution, there can be $|\mathcal{K}|!$ optimal forklift assignment solutions to these batches where $|\mathcal{K}|$ is the number of forklifts. Despite finding an optimal solution, branch-and-bound method can keep a large number of nodes which generate the symmetry solutions until solving them and proving them no better than the optimal.

To improve the efficiency of computation, we can introduce symmetry breaking constraints (SBC). The model first determines whether to use a forklift to pick up a batch of orders. To eliminate the symmetry of using forklifts, Equation (4.24) is introduced (Sherali and Smith, 2001) to enforce small-index forklifts are preferred first.

\[ \eta_1 \geq \eta_2 \geq \cdots \geq \eta_{|\mathcal{K}|} \] (4.24)

It is assumed that the number of orders $|\mathcal{O}|$ is larger than the number of forklifts $|\mathcal{K}|$. We also introduce Equations (4.25) and (4.26) to break the symmetry of assigning orders to forklifts (Denton et al., 2010).

\[ y_{1'1} = 1 \]
\[ y_{2'1} + y_{2'2} = 1 \]
\[ \vdots \]
\[ \sum_{k=1}^{\mathcal{K}} y_{|\mathcal{K}|'k} = 1 \] (4.25)

For order $o = 1, \cdots, |\mathcal{K}|$, Equations (4.25) guarantee that forklifts with small indices are preferred by a single order. For example, order $2'$ can only be picked by forklift 1 or forklift 2. It eliminates the situation that forklift 3 is used while forklift 2 is idle. In more general cases, a forklift can pick multiple orders. If order 1 to order 4 are assigned to forklift 1 and 2, then Equations (4.26) enforces forklift 3 is used to pick order 5.

\[ y_{ok} \leq \sum_{s=k-1}^{o-1} y_{s,k-1} \] (4.26)
Table 4.2: Numerical experiments with and without SBC

<table>
<thead>
<tr>
<th>Num. of fork.</th>
<th>Demand scen.</th>
<th>Num. of aisles</th>
<th>Num. of routes</th>
<th>Time in sec.</th>
<th>(Opt. gap)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>33</td>
<td>25.03</td>
<td>34.87</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8</td>
<td>33</td>
<td>24.10</td>
<td>112.05</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>8</td>
<td>33</td>
<td>18.04</td>
<td>11.72</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>10</td>
<td>88</td>
<td>180.54</td>
<td>403.62</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>10</td>
<td>88</td>
<td>607.99</td>
<td>3600 (31.57%)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>10</td>
<td>88</td>
<td>551.95</td>
<td>1710.06</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>8</td>
<td>33</td>
<td>3600 (22.46%)</td>
<td>3600 (34.93%)</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>8</td>
<td>33</td>
<td>3600 (21.78%)</td>
<td>3600 (35.75%)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8</td>
<td>33</td>
<td>3600 (34.69%)</td>
<td>3600 (52.28%)</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>8</td>
<td>88</td>
<td>3600 (50.28%)</td>
<td>3600 (84.93%)</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>8</td>
<td>88</td>
<td>3600 (45.37%)</td>
<td>3600 (90.57%)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8</td>
<td>88</td>
<td>3600 (51.33%)</td>
<td>3600 (92.04%)</td>
</tr>
</tbody>
</table>

Symmetry constraints (4.24) – (4.26) can be added together to the deterministic model. Note that the computation time can increase if we only add Equations (4.24) or other single symmetry breaking constraints. Without SBC, there are multiple optimal solutions making it easy to find the optimal solution via branch and bound method. Although SBC cuts off some feasible regions that do not influence the optimality, it can slow down finding the optimal solution while it is not strong enough to cut off most of the symmetric optimal solutions. It is recommended to add different types of SBC together to ensure that the computation saved from proving symmetric optimal solutions is larger than finding an optimal with SBC.

Table 4.2 shows the numerical experiments with and without SBC using CPLEX solver. SBC significantly reduces the computation time when the number of forklifts is 5. For large cases with 10 forklifts, the model with SBC can have smaller optimality gap than that without SBC in 1 hour.
4.5 The Two-Stage Stochastic Model

To consider the uncertainty of orders, a two-stage stochastic programming model is developed as follows.

\[
\min_z \ W \sum_{a \in A} c_azi_a + \rho \mathbb{E} [Q(z; q(\omega), \theta(\omega))]
\]  
(4.27)

subject to

\[ z_a \in \{0, 1\}, \forall a \in A \]  
(4.28)

The objective (4.27) of wireless charging location problem is to minimize the investment cost of wireless charging lanes and the expected operation cost. \( \mathbb{E} [Q(z; q(\omega), \theta(\omega))] \) is the expected travel time among all order demand scenarios of \( q(\omega) \) and order location scenarios of \( \theta(\omega) \). \( Q(z; q(\omega), \theta(\omega)) \) is the recourse function of the first-stage variable \( z \) for a given scenario \( \omega \).

4.5.1 Monte Carlo Simulation for Scenario Generation

In the two-stage stochastic model, the objective function considers the expected operation cost for the uncertain amount of demand and demand location in warehouses. Assuming that orders arrive independently, we have 3 scenarios of demand amount which is 1, 2 and 3 for each order. A unit of order demand amount corresponds to an item stored in a single aisle. For example, a forklift needs to travel 2 random aisles to pick up an order if the demand of this order is 2. It is assumed that we have 20 orders in a 10-aisle warehouse and each order needs pick-up among random aisles. The number of demand location scenarios can reach \( \binom{10}{1} + \binom{10}{2} + \binom{10}{3} \)\(^{20} \). Although we can enumerate all demand scenarios if the sources of uncertainty in a two-stage stochastic programming model are discrete, the model can be difficult to solve with these many scenarios. In addition, scenarios cannot be listed if the order demand is from a continuous distribution representing the physical volume of items.
Instead of considering all scenarios in this model, we use Monte Carlo simulation to sample a limited number of demand scenarios to feed the stochastic model which is known as sample average approximation (SAA) (Shapiro et al., 2009). Intuitively, the more scenarios we sample, the more likely that we obtain accurate solutions. With a sufficiently large number of scenarios, the objective value of SAA problem uniformly converges to the true objective value in (4.27) on the feasible set (Shapiro and Homem-de Mello, 1998).

4.5.2 Scenario Decomposition

Consider the two-stage stochastic programming problem as a MIP, the number of constraints increases significantly when the number of forklifts, the number of aisles and the number of orders increase. For the instance with 5 forklifts, 8 aisles and 10 scenarios of orders, the optimality gap of using CPLEX solver in 1 hour is 50%. In order to solve the problem efficiently, a scenario decomposition algorithm for 0-1 stochastic programs (Ahmed, 2013) is introduced.

With a finite number of scenarios generated in Section 4.5.1, we can rewrite Equation (4.27) and (4.28) as

\[
\min_{z} \left\{ W \sum_{a \in A} c_a z_a + \rho \sum_{s=1}^{S} Q(z; q(\omega_s), \theta(\omega_s)) : z_a \in \{0, 1\}, \forall a \in A \right\}.
\]

(4.29)

In order to implement scenario decomposition method, we need to make copies of the first-stage variables and reformulate Equation (4.29) as follows.

\[
\left\{ \frac{1}{S} \min_{z} \sum_{s=1}^{S} \left[ W \sum_{a \in A} c_a z_a^s + \rho Q(z^s; q(\omega_s), \theta(\omega_s)) \right] : z_a^s \in \{0, 1\}, z_a^s = z_a^{s-1}, \forall a \in A, s \in S \right\}.
\]

(4.30)

Let \(\mu^s\) represent the variables for \(s \in S\). The constraints at the second stages and binaries for the copies of the first stage variables are represented by \(U^s\) for all \(s \in S\). We use
\sum_{s=1}^{S} A_s \mu^s = 0 \text{ to represent the enforcement of } z_a^1 = z_a^2 = \cdots z_a^S \text{ for all } a \in A. \text{ Equation (4.30) is equivalent to abstract formulation (4.31).} 

\begin{equation}
Z = \left\{ \min \sum_{s=1}^{S} h^\top \mu^s : \mu^s \in U^s \ \forall s \in S, \sum_{s=1}^{S} A_s \mu^s = 0 \right\} \tag{4.31}
\end{equation}

For the convenience of explaining the algorithm, we use Equation (4.31) in the following context.

The algorithm for solving the two-stage stochastic model can be summarized in Algorithm 8. The details for estimating lower bounds and upper bounds are discussed in Sections 4.5.2.1 and 4.5.2.2.

Algorithm 8 A Scenario Decomposition Method for Solving the Stochastic Wireless Charging Lane Deployment Problem

1: Let $UB = +\infty$, $LB = -\infty$, and $Z = \emptyset$. Initialize the Lagrangian multiplier $\lambda$, an extremely small positive step size $\varphi$ and a termination tolerance $\epsilon$.
2: If $UB - LB \geq \epsilon$, go to Step 3; otherwise, terminate.
3: Solve 
   \begin{equation}
   D_s(\lambda) = \left\{ \min (h^\top + \lambda^\top A_s) \mu^s : \mu^s \in U^s \right\}
   \end{equation}
   for $s \in S$.
   Obtain the optimal solution $\hat{\mu}^s$ for $s \in S$ and compute $L(\lambda) = \sum_{s=1}^{S} D_s(\lambda)$ as $LB$. Go to Step 4.
4: Update $\lambda \rightarrow \lambda + \varphi \Delta(\hat{\lambda})$ where 
   \begin{equation}
   \Delta(\hat{\lambda}) = \sum_{s=1}^{S} A_s \hat{\mu}^s.
   \end{equation}
   Go to Step 5.
5: Extract new wireless charging lane solutions from $\hat{\mu}^s$ for $s \in S$ to $Z$ and add cuts (4.34) in $U^s$. Go to Step 6.
6: Solve (4.30) by fixing the wireless charging lane solution $z \in Z$ and update $UB$ with the minimum objective value. Go to Step 2.
4.5.2.1 Lower Bounding

By dualizing the nonanticipativity constraints \( \sum_{s=1}^{S} A_s \mu^s = 0 \), we can obtain a lower bound for Equation (4.31). The Lagrangian dual is written as follows.

\[
Z_{\text{LD}} = \max_{\lambda} L(\lambda)
\]  

(4.32)

where \( L(\lambda) = \sum_{s=1}^{S} D_s(\lambda) \) and \( D_s(\lambda) \) is defined as

\[
D_s(\lambda) = \left\{ \min \left( h^T + \lambda^T A_s \right) \mu^s : \mu^s \in U_s \right\}
\]  

(4.33)

Suppose \( \tilde{\mu} \) is an optimal solution for Problem (4.31), then \( \tilde{\mu}^s \) is a feasible solution for \( D_s(\lambda), \forall s \in S \) and \( Z_{\text{LD}} \leq Z \). \( L(\lambda) \) is a piecewise linear concave function. Let \( \hat{\mu} \) is an optimal solution for \( L(\hat{\lambda}) \) given \( \hat{\lambda} \). Then, \( \Delta(\hat{\lambda}) \) is the subgradient of \( L(\lambda) \) at \( \hat{\lambda} \) where \( \Delta(\hat{\lambda}) = \sum_{s=1}^{S} A_s \hat{\mu}^s \). Since the Lagrangian dual problem is concave and it is easy to find its subgradient, subgradient searches can be applied to solving the Lagrangian dual problem (4.32).

4.5.2.2 Upper Bounding

The lower bounding algorithm for (4.32) explores wireless charging lane solutions from subproblems \( D_s(\lambda) \) given \( \lambda \). The wireless charging lane solution \( z^s \) are extracted from subproblems as candidate primal feasible solutions to the original problem (4.29) when solving the Lagrangian dual for lower bounds. To improve the upper bounds, the explored solutions are then cut-off at later iterations of estimating Lagrangian dual (4.32). Since the constraints for the first-stage variables in this problem are only binaries, we can
add the integer cuts (4.34) to eliminate the explores first stage solutions

\[
\sum_{a: z_a^s = 1} (1 - z_a^s) + \sum_{a: z_a^s = 0} z_a^s \geq 1, \hat{z}, \in \mathcal{Z}, s \in S
\] (4.34)

where \( \mathcal{Z} \) is the set that contains all primal feasible solutions. Note that the cuts are applied to all scenario-based subproblems. The upper bounding in solving the two-stage stochastic model is summarized at Step 5 in Algorithm 8.

### 4.6 Case Studies

In this section, case studies for the proposed model are shown. Computational results and model analyses are discussed to obtain some useful guidance for installation of dynamic wireless charging infrastructure in parallel-aisle warehouses. Since the proposed model considers the short-term operation cost with a number of demand scenarios in a warehouse, the order set is not as large as the total number of items processed in a day. It is assumed that the number of orders assigned to a single trip is five times of the number of forklifts. If the demand data is available for warehouses, we can estimate the order set more precisely. Each order randomly includes one or two items with a discrete uniform distribution. We also use the discrete uniform distribution to sample the scenarios of demand locations. For example, if an order has one item, this order randomly passes an aisle in the warehouse. Given the historical order-aisle data, statistical analyses can be performed thus providing the distribution to sample demand locations. In this chapter, we consider the pick-then-sort picking strategy. Therefore, the demand \( q_o \) for order \( o \in \mathcal{O} \) is the number of items in this order. All case studies in this section are based on single directional warehouses. To implement Algorithm 8 and solve the stochastic programming model, CPLEX solver of version 12.6 is used. The computational scheme is coded in the Julia Language with the JuMP.jl package (Dunning et al., 2017).
Table 4.3: Comparisons of computation time for 5-forklift 8-aisle instance with different number of scenarios

<table>
<thead>
<tr>
<th></th>
<th>CPLEX</th>
<th>Algorithm 8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time (sec.)</td>
<td>Time (sec.)</td>
</tr>
<tr>
<td>2</td>
<td>59</td>
<td>205</td>
</tr>
<tr>
<td>3</td>
<td>447</td>
<td>467</td>
</tr>
<tr>
<td>4</td>
<td>2707</td>
<td>799</td>
</tr>
<tr>
<td>5</td>
<td>3600</td>
<td>922</td>
</tr>
<tr>
<td>6</td>
<td>3600</td>
<td>1201</td>
</tr>
<tr>
<td>7</td>
<td>3600</td>
<td>1435</td>
</tr>
<tr>
<td>8</td>
<td>3600</td>
<td>1964</td>
</tr>
<tr>
<td>9</td>
<td>3600</td>
<td>2242</td>
</tr>
<tr>
<td>10</td>
<td>3600</td>
<td>2341</td>
</tr>
</tbody>
</table>

4.6.1 Computation Performances

To show the computation performance of Algorithm 8, computation time with different number of scenarios for a warehouse with 5 forklifts and 8 aisles is shown in Table 4.3 and Figure 4.3. Meanwhile, we directly use CPLEX to solve the stochastic programming model as comparisons. We use 1 hour as time limit for both CPLEX and Algorithm 8. CPLEX solver cannot solve the instances with more than 4 scenarios within 1 hour while Algorithm 8 shows an increasing computation time as the number of scenario increases. Table 4.3 shows the computation time of CPLEX and Algorithm 8 with the initial Lagrangian multiplier to be 0. Seen from Figure 4.3, the computation time of Algorithm 8 tends to increase linearly as the number of scenarios grows. Instead of solving the stochastic programming model with constraints for all scenarios, Algorithm 8 solves scenario-based subproblems. When the number of scenarios increases, the number of subproblems in Algorithm 8 increases but the problem size for each subproblem does not change. Therefore, Algorithm 8 can perform well in the proposed model even with a large number of scenarios.

In addition, the number of iterations for Algorithm 8 is sensitive to the value of Lagrangian multiplier λ. Figure 4.4 shows the lower bounds and upper bounds with ran-
Figure 4.3: Computation time for 5-forklift 8-aisle instance with different number of scenarios with Cplex and Algorithm 8

dom generation of Lagrangian multiplier from \((-1, 1)\) Uniform distribution. More than 25 iterations are needed with a random Lagrangian multiplier while Table 4.3 shows 2 iterations with zero value of Lagrangian multiplier. Therefore, it is recommended to set the initial Lagrangian multiplier as zero.

For a fixed number of forklifts and scenarios, Table 4.4 shows the computation time with CPLEX and Algorithm 8 for different scale of warehouses. Without using Algorithm 7 to constructed a reduced route set, we solve the instances with all feasible routes. Both CPLEX and Algorithm 8 cannot solve the instance with \(|A| = 10\) with 1 hour time limit while Algorithm 8 with a reduced route set generated by Algorithm 7 can solve the instance within 3 minutes. If the size of warehouses increases, the number of routes grows dramatically. The deterministic model for a single scenario becomes challenging with a large number of routes. Algorithm 8 cannot be performed when scenario-based subproblems are hard. Hence, it is necessary to construct a reduced route set with Algorithm 7 for warehouses with more than 10 aisles.
Figure 4.4: The value of upper bound and lower bound for 5-forklift 8-aisle and 5-scenario instance with Algorithm 8 with random \( \lambda \)

Table 4.4: Comparisons of computation time for 5-forklift 3-scenario instance with different number of aisles

| \(|A|\) | Computation time (sec.) |
|-------|-------------------------|
|       | Cplex | Algorithm 8 | Algorithm 7&8 |
| 2     | 3     | 7            | 7              |
| 4     | 8     | 47           | 49             |
| 6     | 129   | 201          | 41             |
| 8     | 447   | 467          | 81             |
| 10    | 3600  | 3600         | 156            |
4.6.2 The Value of Stochastic Solution

Given the size of a warehouse, the number of forklifts and the demand of orders for sampled scenarios, we can solve the stochastic programming model and obtain the optimal wireless charging lane solutions (ST) facing up to all demand scenarios.

The deterministic (DE) solution of wireless charging lane locations is estimated based on the average demand. For continuous random parameters, it is straightforward to estimate the average scenario by weight averaging those parameters among all scenarios. The discrete random parameters, however, need some assumptions. Here, steps to analyze the average scenario data of demand are presented. First, we calculate the average demand \( \bar{q}_o \) for each order \( o \in O \) among all scenario \( s \in S \). Since we sample the demand from \((0,1)\) discrete uniform distribution, the demand for order \( \hat{q}_o \) is 1 if \( \bar{q}_o \) is less than 1.5 and \( \hat{q}_o = 2 \) otherwise. Then, we rank the number of times of passing aisle \( a \in A \) for order \( o \in O \) among all scenarios, we choose aisles for the order with top \( \hat{q}_o \) visits. Feeding all scenarios with the DE solution, the operation cost of DE is computed.

We can also analyze the wait and see (WS) solution for wireless charging lanes. This can be obtained by the first lower bound of Algorithm 8 if we set \( 0 \) as initial Lagrangian multiplier.

We define the expected value of perfect information (EVPI) with Equation (4.35) and the value of stochastic solution with Equation (4.36).

\[
EVPI = \frac{\text{Operation cost with ST} - \text{Average operation cost with WS}}{\text{Average operation cost with WS}} \quad (4.35)
\]

\[
VSS = \frac{\text{Operation cost with DE} - \text{Operation cost with ST}}{\text{Operation cost with ST}} \quad (4.36)
\]

With different costs of wireless charging lanes, the value of stochastic solution for a warehouse with 5 forklifts and 8 aisles is shown in Table 4.5. It is observed that the VSS decreases and EVPI increases as the costs of wireless charging lanes increases. In addition,
Table 4.5: The value of stochastic solution with different wireless charging lane cost for a 5-forklift 8-aisles and 5-scenario instance

<table>
<thead>
<tr>
<th>wireless cost($/m.)</th>
<th>Operation cost</th>
<th>EVPI (%)</th>
<th>VSS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DE</td>
<td>WS</td>
<td>ST</td>
</tr>
<tr>
<td>100</td>
<td>23.76</td>
<td>17.42</td>
<td>17.85</td>
</tr>
<tr>
<td>120</td>
<td>23.80</td>
<td>17.51</td>
<td>17.96</td>
</tr>
<tr>
<td>140</td>
<td>23.84</td>
<td>17.60</td>
<td>18.07</td>
</tr>
<tr>
<td>160</td>
<td>23.87</td>
<td>17.69</td>
<td>18.18</td>
</tr>
<tr>
<td>180</td>
<td>23.91</td>
<td>17.78</td>
<td>18.29</td>
</tr>
<tr>
<td>200</td>
<td>23.95</td>
<td>17.87</td>
<td>18.40</td>
</tr>
<tr>
<td>220</td>
<td>23.98</td>
<td>17.96</td>
<td>18.51</td>
</tr>
<tr>
<td>240</td>
<td>24.02</td>
<td>18.04</td>
<td>18.62</td>
</tr>
<tr>
<td>260</td>
<td>24.06</td>
<td>18.13</td>
<td>18.73</td>
</tr>
<tr>
<td>280</td>
<td>24.10</td>
<td>18.22</td>
<td>18.85</td>
</tr>
<tr>
<td>300</td>
<td>24.13</td>
<td>18.31</td>
<td>18.96</td>
</tr>
</tbody>
</table>

the ST and WS solution can be very close even though ST provides a unique solution for all scenarios and WS has wireless charging lanes in different aisles for different scenarios.

4.7 Concluding Remarks

To increase the operation efficiency of warehouse logistics, we propose a two-stage stochastic programming model for optimal deployment of dynamic wireless charging for electric forklifts. We consider the routing of forklifts to pick up orders arriving within a short-term in congested warehouses. In this problem, the uncertainties of order demand and order locations are addressed. A route set construction algorithm is introduced and a scenario decomposition algorithm is proposed to solve the two-stage stochastic programming model. The comparisons of computation time with CPLEX and the proposed algorithm are presented to show the performance of the proposed algorithm. We also demonstrate the value of stochastic solutions by comparing with deterministic solutions. In numerical experiments, the value of stochastic solutions is significant ranging from 27% to 33% for a warehouse with 5 forklifts and 8 aisles.
Although the proposed model captures essential components in warehouse logistics such as forklift routing, congestions and deployment of dynamic wireless charging, there exist limitations. First, the warehouse network and forklift routing in the proposed model is simplified with aisles. If a network is complicated, the forklift routing is challenging with the consideration of congestions. Second, we consider orders arriving within a short-term that can be picked up with a single trip. To pick up a large number of orders in a warehouse, forklifts need multiple trips. Despite that the computation can be very challenging, the deployment of dynamic wireless charging can be estimated more preciously via modeling forklifts routing with multiple trips.
5 Conclusion

In this dissertation, three optimization models are proposed for hazmat routing, hazmat transportation network design and dynamic wireless charging lane deployment in a congested warehouse.

We propose a few avenues for future research for hazmat routing. First, we can consider the uncertainty of data associated with risk in hazmat routing. Since there exist few accident statistics for hazmat transportation, we can incorporate data uncertainty into spectral risk measures to obtain safe paths. Second, a network design problem addressing spectral risks can be developed. In this design problem, decision makers can introduce a road banning policy or a road pricing policy to minimize the system-wide spectral risk measure value by considering routing behavior of hazmat carriers via bilevel optimization as in Stackelberg games. Third, we can apply SRM to other transportation problems. Since CVaR or related concepts, such as mean-excess measures, have been applied in other areas of transportation (Chen and Zhou, 2010; Chen et al., 2006; Soleimani and Govindan, 2014), it will be worth studying the shortcomings of CVaR in other applications and how SRM can be utilized.

For the hazmat network design model, the first limitation is that we did not consider any uncertainty from data sources and hazmat travel demand. Considering these additional sources of uncertainty will make the network design problem more challenging. Second, the RUM used in this paper is not the most advanced random route-choice model. More advanced RUM approaches are available, which may be incorporated within the network design problem suggested in this paper, at the cost of computational time increases. Third, we did not consider equity in the network design. Risk equity among
zones and cost equity among hazmat carriers should be considered for fair management of the road infrastructure. Addressing these limitations are promising future research directions. Another interesting extension of the proposed method will be the consideration of multiples modes of hazmat transportation as in multimodal or intermodal transportation. The discrete-choice model in RUM should be extended to consider mode choices in multi-modal transportation. This will create a nested logit model, for example, which adds significant computational and analytical complexity in the model.

In the dynamic wireless charging model, we consider a small number of orders that need to be batched for forklifts. In fact, there can be thousands of orders arriving in one hour. Therefore, developing an efficient algorithm for a large scale of orders is significant in the future. In addition, an interesting research direction to incorporate congestion is to construct a time-expanded network. Instead of capturing the congestion by the average workflows, a time-expanded network can cope with congestion more precisely. Also, developing an efficient algorithm for a time-expanded network aiming at large scale warehouses with a large number of orders can be a potential future research topic.
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