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The rodent navigation system has been the focus of study for over a century. Discoveries made lately have provided insight on the inner workings of this system. Since then, computational approaches have been used to test hypothesis, as well as to improve robotics navigation and learning by taking inspiration on the rodent navigation system.

This dissertation focuses on the study of the multi-scale representation of the rat’s current location found in the rat hippocampus. It first introduces a model that uses these different scales in the Morris maze task to show their advantages. The generalization power of larger scales of representation are shown to allow for the learning of more coherent and complete policies faster.

Based on this model, a robotics navigation learning system is presented and compared to an existing algorithm on the taxi driver problem. The algorithm outperforms a canonical Q-Learning algorithm, learning the task faster. It is also shown to work in a continuous environment, making it suitable for a real robotics application.

A novel task is also introduced and modeled, with the aim of providing further insight to an ongoing discussion over the involvement of the temporal portion of the hippocampus in navigation. The model is able to reproduce the results obtained with real rats and generates a set of empirically verifiable predictions.

Finally, a novel multi-query path planning system is introduced, inspired in the way rodents represent location, their way of storing a topological model of the environment and how they use it to plan future routes. The algorithm is able to improve the routes in the second run, without disrupting the robustness of the underlying navigation system.
CHAPTER 1

INTRODUCTION

Over the last century, a strong focus has been devoted to the study of the rodent navigation system [55, 118, 140, 117, 129, 146]. This is mainly due to the interesting properties this system presents. To name a few, rodents can modulate their behavior depending on their needs [149], are able to solve complex mazes [147], perfect routes and motion sequences over time [118, 55], show teleological (purposeful) behaviors [37, 164], maintain a working memory of already visited places [119], find and remember hidden locations [101], make use of shortcuts [163], carry out structured processes of hypothesis testing [164] and navigate back to a home place in complete darkness [96]. Many of these abilities suggested that rodents have an internal topological and metrical representation of space, which was termed the cognitive map [164].

The robustness and flexibility of these animals make them a good source of inspiration for long-term navigation in robotics. At the same time, our knowledge of robotic navigation algorithms allow for further understanding of how rodents carry out tasks and their decision making processes. The fields of computational neuroscience and neurorobotics focus on the study of living animals for two purposes:

1. to improve our understanding of how animals make decisions, with the help of computational tools and knowledge from robotics, i.e. modeling.

2. to draw inspiration from our growing understanding of the inner workings of neuroscience to improve robotics algorithms for navigation and learning, i.e. bio-inspired algorithm design.

This dissertation focuses on modeling the rat navigation system. Rats have a multi-scale representation of their current location, as it is explained in the chapter 3. A model-free reinforcement learning framework based on multiple scales of representation of the animal location is implemented as the core for the models and algorithms presented.
The goal of this dissertation is to study the multi-scale representation in spatial cognition to:

1. model the use of multiple scales of representation in rodent behavior, to shed light on an ongoing neuroscience discussion of whether larger scales influence navigation decisions.

2. analyze how such multi-scale models could improve current robotics algorithms, to create new bio-inspired algorithms for robot navigation and learning.

Throughout this dissertation, models of rodent navigation for increasingly complex tasks are introduced, building up to the model described in chapter 7. The first task consists of navigating to a single goal in an open environment, with a local visually guided component. The next task introduces static obstacles. The final task introduces many new features: multiple goals, semi-dynamic environments, different types of visual stimuli and hippocampus deactivation. Interleaved with the presentation of the models, bio-inspired algorithms for robotic navigation and learning are introduced.

The rest of this dissertation is organized as follows:

- Chapter 2 introduces a brief analysis of the state of the art of path planning and learning, with an emphasis on model-free systems (no map).

- Chapter 3 introduces an analysis of the rodent navigation system as a black box and the analysis of the state of the art of rodent navigation models in this black box framework.

- Chapter 4 describes how the multi-scale navigation system was modeled throughout the dissertation. It lays out the ground concepts to understand the contributed models and algorithms.

- Chapter 5 presents a model of multi-scale navigation that shows the advantages of the larger scales of representation in a Morris maze task. It shows that including larger scales of representation speeds up learning and generates a more coherent policy in an obstacle free environment.

- Chapter 6 presents a new robotics navigation learning algorithm based on a multi-scale representation, which outperforms canonical Q-Learning in a navigation task. This bio-inspired algorithm shows to learn faster than canonical QL in a discrete environment with obstacles. A continuous state-space version is also presented.
• Chapter 7 presents the main contributions of this dissertation. A new real-rat task co-developed with a collaborating lab, and model for this novel task that is able to reproduce the results observed with real rats. A set of predictions that could be empirically tested on real rats are drawn from the model.

• Chapter 8 describes a new robotics navigation algorithm that builds on top of robust reactive path planners like the Bug algorithms. This algorithm is inspired on the way rats store sparse maps of the environment and how they used them to plan future paths.

• Chapter 9 summarizes the contributions and draws conclusions from all the obtained results.
CHAPTER 2

STATE OF THE ART OF ROBOT PATH PLANNING AND REINFORCEMENT LEARNING

This chapter introduces the state of the art for robot path planning and reinforcement learning for this dissertation.

Section 2.1 includes an overview of the state of the art in path planning, with a focus on model free, i.e. no map, path planners. This summarizes the different ways to decide how to get to the desired goal, in order to understand the decisions made in the modeling part, as well as to understand the contributions of chapter 8.

Section 2.2 introduces reinforcement learning, the framework that is going to be used to model the learning processes in rats, in order to understand how rat learning is modeled and to understand the contribution of chapter 6.

2.1 Path Planning in Robotics

Path planning consists of finding a sequence of motions to get a mobile robot in a desired configuration or goal. Figure 2.1 shows an example environment used in this section to exemplify the different path planning solutions. This problem has been widely studied and many algorithms have been proposed to solve the problem, under different working hypothesis. For a good review, see Latombe’s book [83] and Howie and collaborator’s [24].

Path planning algorithms can be classified according to different criteria, in reference to their working hypothesis. Figure 2.2 shows a broad classification of the main path planning algorithms according to four different criteria:

- completeness: this refers to whether the algorithm will always be able to find a path, given one exists. Some algorithms might be complete depending of how much resources are allotted to them. Time complete and probabilistically complete algorithms find a solution given enough time is devoted to the algorithm.
• obstacle complexity: the more complex the obstacle representation, the harder it is to compute a path. This criteria focuses on the complexity of the obstacles as represented in the configuration space (c-obstacle)\(^1\).

• dimensionality of the configuration space: this represents the degrees of freedom for a mobile robot. A robot that can only move in a plane, but not rotate, will move in a configuration space of dimension 2. If it can rotate, it will be 3. The configuration space of a flying drone is 6-dimensional.

• what is being optimized: path planning is a multi-objective optimization problem. The path length can be optimized, but also the risk of collision can be minimized. As with these two metrics, there is usually a trade off between the different optimization goals.

Another important criteria to classify path planners is the kind of information they require as input. Some require a structure that describes the free and occupied space, e.g. a map, as shown in Figure 2.1. Other relax this criteria to request for an oracle function: given a point in the configuration space, the function will specify whether it is free or occupied (i.e. a probing function). A third kind requires no map or only local maps to make their decisions.

In the next subsections the four main categories of path planners are reviewed.

2.1.1 Cell Decomposition Path Planners

These methods consist of finding a decomposition of the environment into disjoint cells with the connectivity between them. Once the division is completed, a graph of connected free space is obtained. The path is then found with graph search methods, such as Dijkstra or A*.

\(^1\)In the configuration space, the mobile robot is considered a point that represents its position in space. Thus, obstacles must be transformed (usually enlarged), to account for the fact that the robot is usually not a point.
Figure 2.2: Path planning algorithms. Their classification for completeness (green), c-obstacle complexity (orange), c-space dimensionality (red) and optimization criteria (blue) are shown.

Figure 2.3: Cell decomposition of an environment. The cell decomposition is shown in continuous lines. Black squares represent the nodes. The generated graph is shown in dashed lines. A sample path from the blue square to the green square is shown in red.

These methods need a full map of the environment. Figure 2.3 shows a cell decomposition of the environment, where the middle point of each cell boundary becomes a node in the graph.

Decomposing the configuration space into cells might be a hard problem. Some algorithms are exact: they find a decomposition such that the union of the cells marked as free covers the whole free space. Others find approximate decomposition, in which free cells form a subset of the free space. Approximate decomposition algorithms are easier to compute. However, if all available paths go through some uncovered free space, the algorithm will fail. Exact methods, on the other hand, are complete.
Figure 2.4: Roadmap in an example environment. The generated graph is shown in continuous black lines. Black squares represent the nodes. A sample path from the blue square to the green square is shown in red.

Usually approximate algorithms have recursive ways of decomposing the map, such that if enough time is given to the algorithm, they will find a decomposition good enough to be used to find a path. Thus, they are said to be time complete.

It is important to notice that usually exact methods work under more constrained hypothesis, making them less generic than approximate decomposition.

2.1.2 Roadmap Path Planners

Roadmap planners consist of finding a low dimensional structure that can be used to navigate the map. For example, in a 2d map, a graph containing a few nodes can lay general routes to navigate the space successfully. Once this structure is computed, a path can be found by connecting the initial position and goal position to the graph. These methods need a full map of the environment. Figure 2.4 shows a roadmap computed in an environment.

Roadmap planners belong to a category of importance to this dissertation, that of multi-query path planners. This means that the efforts invested in planning a path can be reused when planning a second path in the same environment.

Roadmaps planners have the disadvantage of always navigating the roadmap. This generic pathway is usually not optimal for every case. In the case of visibility maps, the roadmap involves always going as close as possible to obstacles, risking impact. Deformation retracts can be optimal for risk minimization at the expense of path length.

Although they are complete, the more generic versions of roadmap planners are hard to implement and computationally expensive.
2.1.3 Sampling-Based Path Planners

Sampling-based planners use oracle functions to query the map. Thus, they do not need a full map of the environment.

Like roadmap planners, they create a navigable structure by sampling a point from free space and connecting it to the existing structure. Once this structure connects the initial and goal position, a path can be found within it. Figure 2.5 shows the built tree in an environment.

Sampling-based planners converge with probability one if infinite time is allotted. They are relatively easy to implement and can handle complex environments. However, they can be inefficient in simple maps, if the possible path goes through narrow spaces.

2.1.4 Sensor-Based Path Planners

Sensor-based path planners are the most important to this dissertation. Most of them work under the hypothesis of a known robot and goal position, but an incomplete or no map at all. They use local sensor information and the goal position to decide where to go next. As it is explained in chapter 3, this is the information available to rodents as well.

The big disadvantage of these methods is their incompleteness or inefficiency. Some variants are complete and efficient, but they only apply to simple environments and require a full map.

One category of sensor based path planners, artificial potential fields (APF) [74], combine attractive fields, which lead the robot to a certain location, with repulsive fields that keep the robot away from obstacles. Its main drawback is the generation of local minima, where the robot is unable to make progress. Other methods use stateful strategies to circumvent the obstacles and reach the desired goal, which include the early sensor based bug algorithms Bug1 and Bug2 [89].
Some variants of these methods are shown to converge, despite the fact that they are only based
on the available sensor information and the robot localization. On the other hand, they tend to
traverse paths significantly longer than the minimum length one.

Efforts have been made to overcome these shortcomings. Improvements fall into three different
categories:

- improving the efficiency of slow but complete algorithms (e.g. bug algorithms),
- dealing with the completeness problem of otherwise more efficient algorithms (e.g. APF
  algorithms), and
- dealing with multi-query planning by integrating knowledge of the environment as it becomes
  available.

2.1.4.1 Improving the Efficiency of Complete Algorithms

Many contributions have focused on improving the original bug algorithms [112]. One notable
approach worth mentioning is the Tangent Bug [71]. This algorithm assumes mid-to-long range
distance sensors with a relatively fine resolution, e.g. a LIDAR sensor. Then, it uses this information
to avoid the need to go straight to obstacles, trying to circumvent them before it reaches them.
Tangent bug generates more optimal paths in many environments, but it does not improve them
over sessions.

Much work has been devoted to improving the switching logic of the bug algorithms. The
Prediction Based Bean Curvature Method (PBCM) [141] uses a previous BCM methods to find
openings using the distance sensor profile. The Distance Histogram Bug (DH-Bug) [180] takes the
relative orientation of the goal and obstacle to exit the obstacle following mode more prematurely.
Zhu et al. [178] keep a graph of the traveled path and check the robot-goal line before exiting
the obstacle following mode, to avoid infinite loops. Wai et al. [170] designed a more elaborated
switching strategy that takes many variables into account, such as “obstacle in front”, “obstacle
around”, distance to the left vs to the right. It shows promising results, but its convergence
properties are not proven.

Other methods change the switching logic for a fuzzy sensor-based controller. Motlagh et al.
[106] use the relative angle to the closest obstacle and the goal to compute the next action to
perform, and add obstacle distance and wheel slippage later [105]. Jarada et al. [65] implement APF as a fuzzy controller.

2.1.4.2 Improving the Completeness of Efficient Algorithms

Huang et al. [64] proposed a visual-based APF that is able to achieve navigation results similar to those of the Tangent Bug.

Zhang et al. [177] used simulated annealing to escape from APF local minima. They also address the issue of the target being to close to the obstacle.

2.1.4.3 Integrating New Knowledge of the Environment

Some methods build on top of underlying sensor-based algorithms, while using the available knowledge of the environment to improve the quality of the final path. Zhu et al. [179] use the DH-Bug algorithm as the sensor based component, while an A* search over a grid is used to find subgoals that lead the DH-Bug through shorter paths.

Others use partial or global knowledge of the environment to construct a navigation function with only one local minima. Daily et al. [29] use a partial map to build a navigation function that solves the Dirichlet problem, where the navigation function has known value at the obstacles and goal, while satisfying the Laplace equation. Conner et al. [26] also solve the Dirichlet problem by decomposing the map into a fixed size grid.

Coleman et al. [25] proposed a path planner based on RRT that stores plans on a graph that can be queried in the future to reuse the experience.

2.2 Reinforcement

Reinforcement learning belongs to the field of machine learning. It lies between supervised and un-supervised learning. In supervised learning, the response to a set of examples is to be learned. The output for these examples is known in advance. In un-supervised learning, structure is to be recognized from a set of examples, without knowledge of the correct response or category for those examples. In reinforcement learning, an agent traverses a set of states performing actions. The correct actions to be performed in each state are not known, but need to be learned. Feedback, however, is only given to the agent on a reduced set of state or state-action pairs. The agent, then, has to figure out which state-action pairs led to positive feedback from experience. For a good review of reinforcement learning, see [155].
Reinforcement learning is applicable when the problem involves executing a sequence of actions to reach a desired state or configuration, where the set of correct state-action pairs is not known in advance. In other words, problems where one knows what is needed, but not how to get it.

2.2.1 Mathematical Framework

In reinforcement learning, we are going to consider an agent that is always in some state $s \in S$, where $S$ is the set of all possible states. For the sake of simplicity, let’s consider a grid navigation problem, where the agent is in a $3 \times 3$ grid, and has to achieve a certain goal position. Here, $s$ is the currently occupied grid.

A set of possible actions $A$ can be executed by the agent. Each action takes the agent from one state to another, according to a model function, as shown in Eq. 2.1. In the grid example, actions could be: go north, go south, go east, go west.

$$m : S \times A \rightarrow S :: m(s, a) = s'$$ (2.1)

The model can also be non-deterministic, assigning a probability $p$ to the transition of state $s$ to $s'$, by action $a$, as shown in Eq. 2.2. In the grid example, this could mean that the agent might end up traveling east when actually trying to execute the “go north” action, with a certain probability.

$$m : S \times A \times S \rightarrow [0, 1] :: m(s, a, s') = p$$ (2.2)

A reward value is assigned to the state action pairs. The reward policy function $r$ specifies these values, as shown in Eq. 2.3. In the grid example, all state-action pairs that land on the goal could be rewarding.

$$r : S \times A \rightarrow \mathbb{R} :: r(s, a) = r$$ (2.3)

Then, the problem becomes finding a policy for the agent. A policy $\pi$ is a function that will determine the action to execute when in each state, as shown in Eq. 2.4.

$$\pi : S \rightarrow A :: \pi(s) = a$$ (2.4)
2.2.2 Solutions to the Reinforcement Learning Problem

Three main approaches are available to find the optimum policy:

- dynamic programming
- Montecarlo methods
- temporal difference learning

Dynamic programming problems assume the learner has access to both the model \( m \) function and the reward policy \( r \) function. They also assume a finite number of states and actions. Under these hypothesis, the policy can be computed using dynamic programming techniques. This approach is not applicable to many situations, as the assumptions usually don’t hold, and when they do, the computational cost can be prohibitive.

Montecarlo methods sample a sequence of state-actions pairs \((s,a)_1..(s,a)_N\) by exploration. Then, they update a structure reflecting the earned outcome of each pair. This method does not need access to the model or the reward policy, as it samples them directly from exploration. Its main disadvantage is that it fails to use the information learned so far to guide exploration, which can make it an unfeasible solution when the state-action space is too big.

Temporal difference learning (TD learning) algorithms maintain a table \( Q(s,a) \) that reflects the suitability of a certain action in a certain state. This table is used to learn from every action taken, rather than waiting until the end of the batch, as done in Montecarlo methods. This makes this method more applicable to high-dimensional state-action space problems. Thus we are going to focus on this approach.

In order to select an action when in state \( s \), a greedy approach would pick the action to perform according to (2.5).

\[
a = \arg \max_a Q(s,a)
\]  

(2.5)

The way this table is updated varies, depending on the specific TD algorithm. We review two variations relevant to the dissertation below.
2.2.3 Temporal Difference Learning Variations

Two variations of TD learning are of interest for this dissertation: Q-Learning (QL) and actor-critic (AC). They differ in the way the update the $Q(s,a)$ table, and thus, in the way they learn.

After every action $a$ is taken from state $s$, arriving to state $s'$, QL updates the table according to Eqs. (2.6) and (2.7), where $\alpha$ and $\gamma$ modulate the learning speed and $r$ is the obtained reward signal.

$$\delta = r + \gamma \max_{a'} Q(s',a') - Q(s,a)$$ (2.6)

$$Q(s,a) = Q(s,a) + \alpha \delta$$ (2.7)

The actor-critic algorithm, on the other hand, maintains a separate value table $V(s)$. This table represents the reward expected to be obtained, when departing from state $s$. After performing an action $a$ that takes the agent from state $s$ to state $s'$, the tables are updated as specified in Eqs. 2.8, 2.9 and 2.10. Here $\lambda$ and $\alpha$ represent the same as in Eqs. 2.6 and 2.7.

$$\delta = r + \lambda V(s') - V(s)$$ (2.8)

$$V(s) = V(s) + \alpha \delta$$ (2.9)

$$Q(s,a) = Q(s,a) + \alpha \delta$$ (2.10)

The maximization step performed in QL updates speed up learning. This is due to the fact that the value of expected reward is estimated as the maximum over possible actions, which promotes the learning of "shortcuts" by concatenating pieces of discovered solutions based on an optimistic prediction.

However, this same maximization makes learning about negative outcomes very slow, as it ignores the expected values of other actions. This can be catastrophic for non-greedy (exploring) agents. The actor-critic algorithm, on the other hand, maintains a separate value table that sum-
marizes the expected reward of all actions. This makes it better to learn both positive (pursuit) and negative (avoid) outcomes.

In addition, the actor-critic has been widely adopted by the modeling community because instantiating it in the rodent brain is more straight-forward than for QL [155].

2.2.4 Continuous Space Reinforcement Learning

When applying RL to robotics navigation or when modeling rodent decision making as RL, the problem of continuous states arises. TD algorithms keep tables with entries for each state or state-action pair. This means that the states must be discrete for them to work. The next action to perform, however, usually depends on the location of the agent, which is a continuous multi-variate value. We present modifications to the TD framework that account for continuous state spaces.

The most intuitive approach to apply tabular RL to a continuous state problem is to make an arbitrary discretization of the continuous variables, in order to get a discrete set of possible states. This is the case with Nemec et al. [111] where a robot learns to play “ball in a cup”. The robot state consists of a coarse hand-made discretization of the cup position, velocity, ball angle and angular velocity. Benbrahim et al. [13] robot learns to balance a ball on a beam by rotating it perpendicular to the axis in which the ball moves. They discretize the ball position and velocity, as well as the beam angle and angular velocity to get just 180 discrete states, which are used in an Actor-Critic RL algorithm. Work by Kimura et al. [75] consists of learning to move forward on a 4 legged robot without prior knowledge of the dynamics of the robot. They discretize the angular position of each of the robot’s 8 motors into 8 discrete values, obtaining 256 possible states. Tokic et al. [162] make use of value iteration to teach a robot to crawl using passive wheels and a two joint arm. The angular position of both actuators in the arm is discretized into 5 possible values. Discretizing the state space arbitrarily consists of a valid approach, but involves expert knowledge to decide a good trade-off between learning speed, due to fewer states, and the final policy’s precision and smoothness, allowed by a higher number of states.

Another approach is to learn the discretization strategy from data itself. This can be described in general as applying unsupervised clustering techniques to some input information to obtain a resulting discretized state space. Asada et al. [6] use a clustering algorithm to discretize sensor data and apply it to a navigation problem of getting a robot to shoot a ball. Takahashi et al. [156] also make use of clustering, using a nearest neighborhood approach. They work in the domain
of robot soccer, as well. It is interesting to note how their work uses the reinforcement signal to
discretize the state space near the goal state, something that could be related to some findings on
the interaction between reward signals and hippocampus learning [61]. This is also done by Piater
et al. [124], in which a visual state space is adaptively segmented using the TD error from a RL
algorithm. Toshikuyi et al. [176] use Bayesian discrimination to adaptively segment the state space
into clusters and apply it to multi-robot environments.

Other approaches make use of relational logic to generate abstract policies that may apply
to similar, unseen domains. Cocora et al. [99] use relational logic to learn high-level navigation
policies on building floors segmented into rooms. Katz et al. [72] use relational logic to describe
the nature of the objects that a robot is learning to interact with. Morales [99] use relational logic
to express abstract features of the state of a navigational task, allowing an agent to learn general
movement policies. These techniques represent a good approach to lower the dimensionality of the
problem while introducing domain knowledge that can increase learning speed. However, they rely
somewhat on the availability of an expert to design the high level features or relations.

Finally, another category of approaches consists of using function estimators to learn the value
function over the continuous variables directly. This could be understood as using supervised
machine learning to acquire a map from the continuous state to the expected return, where the
reinforcement signal is used as the error signal. There are plenty of approaches in this direction
and we will mention only some of them to convey its main ideas. Gasket et al. [51] use a neural
network to learn both the value function and selected action from a given state, coded from visual
and kinesthetic information. It learns to wander a hallway, moving smoothly and avoiding obstacles.
Duan et al. [41] combine fuzzy neural networks with Q-Learning to learn the problem of navigating
towards a goal avoiding obstacles. The Bellman error is used as a trainer to correct weights
and membership function parameters using back-propagation. Riedmiller et al. [133] accomplish
autonomous learning of several basic robot soccer skills such as dribbling, defending and speed
control. It uses a multi-layer perceptron with feedback from the Q function of the successor state.
These works have obtained good results and the work in this dissertation is complementary to
them, since they usually do not impose any restriction on the codification of their inputs. However,
the convergence warranties provided by RL do not apply to this kind of function approximators
[76].
Singh et al. [138] theoretical work introduces soft-state aggregation or clusters as an intermediate layer between the continuous states and the RL algorithm. Each state cluster $s_i$ defines a conditional probability distribution $p(s_i|c)$ of original (continuous) state $c$ belonging to the cluster $s_i$. Then, the Q-Learning algorithm is applied to the cluster states. Singh et al. work’s approach is similar to the one used in this dissertation, in the sense that it allows for several states to be active concurrently. However, the concept of having multiple scales of clusters was not considered in Singh et al. work. We adopted from this work the concept of *soft-state*, which we will explain more in detail in chapter 4. This concept matches very well with place cells as the input to the navigation system, as discussed in chapter 3.
CHAPTER 3
STATE OF THE ART IN RAT NAVIGATION AND MODELING

This chapter contains an in-depth overview of rat navigation and existing models. It is divided in three sections:

- Section 3.1, reviews the navigational capabilities of rodents and the experimental designs used to test them. This section serves two purposes, it analyzes the rodent navigation abilities and properties, and it establishes a framework by which computational models can be analyzed.

- Section 3.2 reviews the physiological properties of the rodent navigation system, namely, the neural basis for the system.

- Section 3.3 analyzes computational models of the rodent navigation system by using the framework established in Section 3.1. It draws a correspondence between the topics presented in Section 3.1, and how the reviewed work models them.

3.1 Rat Navigation

Many computational models of navigation have been proposed based on the nature of hippocampal cells and their involvement in navigation (see [168, 91, 139] for reviews). Many different approaches are used to explain a diversity of properties of the rodent navigation system, which makes their comparison difficult.

When modeling the rodent navigation system, it is important to understand its abilities and limitations. We include below a summary of some important properties of this system, considering it as a black box. This will also serve to establish a criterion to analyze the reviewed computational models later on.

3.1.1 The Need for Motivation

The need for a motivation factor to facilitate learning is of general consensus nowadays. This was already recognized in early experiments involving instrumental conditioning, in which the
animals had to learn to perform a certain action to achieve a reward [149]. Neither hungry nor scared animals failed to explore the universe of possible actions, preventing them from discovering the ones that led to rewards. Moreover, if they did discover the rewarding actions, the lack of motivation would slow down the learning process.

3.1.2 Complex Decision Chain Learning

Besides being able to learn simple stimulus-action associations, as shown in Skinner’s [145] experiments, rats are able to learn a chain of actions that will lead them to rewards. This can be used in navigation by learning the correct series of right and left turns that lead to a certain goal.

Small [147] designed the maze shown in Figure 3.1a. Rats were first familiarized with the environment overnight in a non-rewarded fashion. Later on, the rats were placed in the start position $s$ while food was located in the center of the maze $c$. Small observed that rats could eventually learn the task, lowering the amount of errors made as trials went on. This discovery settled a baseline of what a rat can do navigation wise.

Small also noticed how learning required that the animal solved the problem first by pure trial and error, or by pure luck. The animal’s learning abilities would then allow it to learn from that first successful experience. This is consistent with the learning approach of the later developed theory of reinforcement learning [155].

3.1.3 Behavior Stereotyping

Early studies had a strong focus on a rat’s ability to stereotypy behaviors. Namely, rather than emphasizing the animal’s ability to learn flexible behaviors, the attention was drawn to its ability to master a given task [118]. Small [147] observed in his experiments how rats would not only
solve a given complex maze, but progressively perfect their navigation until they reached a state of “...a practically perfect knowledge of the maze, so that they can make the journey quickly and accurately...”

Later qualitative work presented by Gingerelli [55] showed how it was possible to over train rats in a chain of arbitrary turns, to the point when each rat “bumped his nose into the end of the blind alley with considerable violence” when the maze was modified.

Stolz and Lott [151] showed that rats over trained to follow a corridor to obtain one pellet of food tend to pass through a pile of pellets without paying attention to them. Furthermore, rats keep going to the end of the corridor even if the single pellet is removed.

3.1.4 Working Memory

Besides learning instrumental actions, and chains of navigation decisions, rats are capable of maintaining a record of recent events, i.e. working memory.

Olton and Samuelson [119] designed an experiment to test the rat’s ability to remember choices made in the near past. A rat was placed to navigate in a maze consisting of a central circular base of approximately 30 cm diameter connected to 8 arms that extended radially, as shown in Figure 3.1b. All arms were baited only once in the distant end at the beginning of the trial. The rat had to avoid visiting any given arm more than once, as it would result in a non-rewarded choice.

Rats were indeed able to avoid repeated visits to the same arm. The average of correct decisions made within the first 8 visits was 7.6 after 5 days of training. Control experiments were carried out to discard odor, intra-maze cues and sequential strategies; thus attributing spatial working memory as the factor mediating the rat’s success.

3.1.5 Reference Memory

Besides being able to remember a chain of choices and the most recent made ones, rats are able to remember (and navigate to) a certain place in the environment, which is called reference memory.

Olton and Samuelson’s [119] maze was also used to test for reference memory in corridor-based environments [126]. Only a fixed subset of arms were baited at the beginning of each trial, and the rat’s ability to learn and remember which ones were baited was assessed. This differs from learning a chain of actions, like in [147] experiments, because the animal has to learn how to get to the baited places from a single location (the center), rather than how to get to a single baited
place through many choices. Rats were indeed capable of learning the baited arms, decreasing the amounts of errors made as trials went by.

Experiments carried out by Morris [101] showed that rats are able to learn a certain location, but this time in an open environment. That is, they were able to learn a reference frame, or map, anchored to distal cues, that allowed them to reach a certain patch in an open environment.

His maze consisted on a circular pool of 1 m diameter. The pool was filled with water and milk, to make it opaque. A platform was placed in the pool, with its top being a few centimeters below water. Thus, the platform was not visible to the animal. Figure 3.1c shows the layout of the maze. The rat was placed in different locations of the pool, from where they had to swim to the hidden platform. The water was set below room temperature, motivating the rat to escape from it.

Morris showed that the animals could learn the location of the hidden platform, decreasing the time to reach it from trial to trial. The average escape latency was reduced to 50% after 8 trials and to 20% after 32, when comparing the average latency of the first 8 trials.

3.1.6 Directional Navigation

Pearce [121] showed that rats are able to find a hidden platform that is at a fixed angle (in a global reference frame) of a landmark. Moreover, hippocampal-lesioned rats are also able to do so, implying that this mechanism differs to that of reference memory, which is usually considered to be linked to the hippocampus.

3.1.7 Shortcuts and Novel Routes

During the mid-twentieth century, a great discussion revolved around whether rats were able to navigate through novel routes upon changes in the environment.

Tolman et al. [163] tested pre-trained rats in a modified maze in which the original path to reward was blocked, whereas a lot of new alleys were laid out in different directions. Figure 3.2 shows this maze. They found that 36% of the rats took the alley that led in the direction of the reward during a single test trial. However, they also account for the possibility that the observed behavior was due to the rats being conditioned to follow the light bulb used, which was cuing the food location.

More recently, rats have been shown to take shortcuts consistently (97% of the sessions) when a new shortcut is opened in an M maze [1]. Furthermore, once the shortcut is discovered, it is taken most of the time by the animals (90% of the times). It can be argued that this implies the
existence of structures that allow the rat to compute the advantage of taking the new, shorter path. However, the urge of the animals to take the new route could be accounted to curiosity.

3.1.8 Sensory Modalities

Rodents have a wide variety of information sources available for navigation. They can be divided in two categories, proprioceptive and exteroceptive. Proprioceptive senses provide the animal with information about itself, such as the position of each joint, the movement currently being performed (kinesthetics) and motivational aspects (e.g. hunger). Exteroceptive senses provide the animal with information about the outside world, such as vision, hearing or tactile information. Experimenters usually divided exteroceptive into two categories: intra-maze proximal cues (e.g. walls, cue cards, floor texture) and extra-maze distal cues (e.g. posters on the lab walls, computers, light sources).

In early studies, proprioceptive information was assigned the most important role [118]. This might have been due to the fact that most tests were carried out after habitual learning (over training) had taken place. However, Small [147] recognizes, in a discussion about two blind subjects, that vision might have mediated the learning process.

An influential review by [131], based on a review by [109], settled some important conclusions on the topic:

- proprioceptive cues are enough for a rat to learn how to solve simple mazes, but are not sufficient for learning how to solve more complex ones,

- once a maze has been learned, proprioceptive cues alone allow the rat to solve it, and

- intra or extra maze cues (exteroceptive) can be scrambled one at a time, retarding but not preventing learning of a maze.
3.1.9 **Teleological vs Habitual Actions**

After observing the phenomena of behavior stereotyping and automation, researchers were faced with one controversial question: are the actions of animals ruled by a goal oriented decision processes (teleological) or do they belong to an innate/acquired habitual stimulus-response schema? In other words, is a rat thinking of the desired food at the end of a corridor when it runs through it? More explicitly, is it reasoning about the consequences of traversing the corridor, i.e. getting to the desired food? Or is it just that it has learned, throughout the learning trials, that running forward when in that corridor leads to a reward?

Dickinson [37] argued that rats are indeed capable of both types of behavior, and that distinguishing between them could be absolutely non-trivial. He used tools from instrumental conditioning to show that if a goal is devalued after learning, rats tend to decrease goal-seeking behaviors (extinction), suggesting they understand the consequences of their actions. Dickinson also argued that special control groups need to be tested to distinguish between both types of behavior, something that was not done in many of the latent learning experiments, described below.

3.1.10 **Latent Learning**

The concept of latent learning arouse as a consequence of the habitual vs teleological discussion. In order to disprove the stimulus-response theory of navigation, defenders of the teleological hypothesis (also named field-theorists) argued that if non-rewarding trials given prior learning could affect the learning speed, then it would be shown that rats are able to learn something besides stimulus-response associations that lead to reward [164].

The importance of maze habituation was already recognized by Small [147]. In his experiments, the rats were allowed to explore the environment overnight, providing knowledge of the maze prior to the rewarded trials.

An experiment by Blodgett [14] showed how the time to reach a goal in a 4T maze (Figure 3.3a) decreased more rapidly the more familiar rats were with the environment, prior to the rewarding trials. The experiments consisted in dividing the animals in different groups. A control group had food delivered at the end of the maze right from the first session. For other two groups, the experimental groups, food was available only after a number or habituation sessions. Rats in the experimental groups showed faster drop rates in the time to reach the food than control rats.
This implies that these groups where learning something about the maze during in the unrewarded sessions. Tolman [164] argued they were building an internal representation of the environment, the cognitive map.

Another experiment showed how rats are able to use prior knowledge of the environment to direct their behavior so as to satisfy their current needs [148]. Neither hungry nor thirsty rats were trained to become familiar with a Y maze (Figure 3.3b) that contained food in one arm and water in the other. Later on, half the rats were food deprived, while the other half where water deprived. Results show that thirsty rats went to the water arm and hungry rats to the food arm in the first run. This implies that the rats had been learning the location of the different resources while not hungry nor thirsty and were able to use this knowledge to satisfy their needs.

### 3.1.11 Place vs Response

The latent learning discussion had an underlying assumption that later became a strong topic of debate. For latent learning to express, the rat must be making navigation decisions based on those learned models of the environment, though this was not a consensus [163]. Some argued that animal’s actions come in fact from space reasoning (place), while others argued that they come from stimulus conditioned actions (response). It is important to notice that here stimulus includes both exteroceptive ones (vision, olfactory, etc) and proprioceptive ones (kinesthetic, mental states).

This dilemma can be summarized in one experiment. Rats are put a T maze (Figure 3.4) and trained to always find food in the right arm. After training, a testing trial is performed in which the maze is rotated with respect to the room, which is supposed to be the frame of reference for the map in the rat’s mind. If the rat makes a right turn, it means it has learned a response behavior.
(always turn right), whereas if it turns left, it means it has learned to always go to an absolute place in the frame of reference of the room.

Although this issue is tightly coupled with the previously presented topic of latent learning, they are not exactly the same. The discussed experiment by Blodgett [14] showed how rats learn the environment without any reinforcement, allowing them to learn a good policy faster in the reinforced trials. This shows latent learning, but the learned actions that take the rat to the reward could be the product of a conditioned stimulus-response that is just facilitated by the previously built model of the environment. Spence’s [148] experiment, on the other hand, shows both latent learning and place decision-making. When the thirsty (hungry) rats are first put into the maze, they use their previously learned model of the environment (latent learning) to make a navigation plan that would take them to the water (food). The decision involves using the map to plan the consequences of actions (i.e. place decision-making).

In a good review work [131], Restle poses the problem as response vs. place domination. Namely, he shows with previous data that under different training conditions, response dominates place actions, while the reverse is true for different training conditions. In summary, visual cue rich environments tend to favor place behaviors, whereas monotonous environments tend to favor response ones. Placing trials together in time seems to favor place behaviors too.

Devan [33] performed alternation between visible and hidden platform trials in the same location. On the last day, they performed a competition trial in which the visible platform was placed opposite to where it was found during training. They showed that by lesioning different parts of the brain they could bias rats to either perform response or place behaviors.
In conclusion, the current consensus is that rats are able to learn both place and response behaviors, while the dominant one depends on the learning conditions.

3.1.12 Hypothesis Testing and Structured Exploration

Another interesting question relates to how rats make navigation decisions when they have no prior information of the environment, namely when they are exploring.

An experiment by Tolman [164] showed that when rats try to solve a 4 randomized binary decision runaway task (i.e. the solution changes from trial to trial), they display concrete “hypothesis testing” behaviors. Namely, they show strategies like always choosing right or left, or always selecting the doors that look alike. This experiment shed light on the fact that exploratory actions in the rat are not entirely ruled by chance, but by predefined strategies that are tested one by one [78].

In addition, rats tend to adopt different strategies when searching for the escape platform in a Morris arena. These strategies include swimming near the border, making turns into the center of the pool and swimming in circles [173]. This also shows there is a considerable difference between rat exploring behaviors and a random walk process.

3.1.13 One-Trial Learning

Steele and Morris [150] showed an interesting phenomenon called one-trial learning. The experiment consisted on a modified version of the Morris water pool, in which the hidden platform is located in a new position every session (4 trials). Thus, the rat was forced to remember the new position of the platform after the first trial and apply it to the following trials in the same session. They showed that after some pre-training, rats reached the platform in significantly less time in the second trial than in the first one. This effectively shows that the rat is able to encode the position of the platform in a single trial, challenging reinforcement learning approaches (model-free), as they are considered not able to reproduce this kind of results.

3.1.14 Path Integration and Homing

Another interesting phenomena linked to both sensory modalities and the cognitive map is the ability of animals to return to a home location upon navigating in the dark. Mittelstaedt [96] showed that mice could return to their home from a suckling search task using “a rather straight course”. They also showed that if the maze is rotated, the error made by the animals is equal to the rotation amount. This was not the case for when the animal was rotated, in which they return
home successfully. Maaswinkel and Whishaw [90] designed an experiment in which olfactory cues are made irrelevant by rotating the outer part of a circular maze while the blindfolded rat is in the middle. They showed that upon rotation, the error of homing increases, suggesting that olfactory cues play a role, at least in the final portion of the path (see [90] Fig. 5). It is also worth noticing that their protocol has pre-training trials, in which the rat might learn a suitable strategy to solve the problem.

3.1.15 Putting It All Together

Rodents are able to solve complex navigational tasks, including decision chain mazes, remembering recent explored options or navigating to a hidden place. To do so, they use proprioceptive (e.g. self-motion) and exteroceptive (e.g. visual) cues. Usually depriving the rodent from a subset of these cues slows down, but does not prevent learning. Meaning, as a specific case, that they can solve many of these tasks in complete darkness.

The observed rodent behavior might be due to teleological planning that takes into account what has been learned about the environment, or it might be a consequence of habitual behavior, acquired through repetition (teleological vs. habitual). Orthogonally, behavior might be due to responding to immediately available stimuli or trying to reach a desired place (place vs. response). The differences between these are subtle. A rat might be performing goal-seeking behaviors but learned a strategy based on simple responses to stimuli. The rat could stop responding once the sought goal is no longer desired (e.g. not thirsty anymore), thus confirming it as a goal seeking behavior. Moreover, one could even contemplate the existence of habitual like behaviors based on internal stimuli related to the rat location, supported by biological structures discussed in the next section.

The “teleological vs. habitual” and “place vs. response” discussions have one point in common, the transfer of control from one to the other as training continues. Meaning that rats move from teleological or place decision making to habitual or response behaviors with the pass of trials. The evolution of behavior throughout the learning process was recognized early by Small [146, 147]. He pointed out how rats make naive choices during the first trials. In later ones, they recognize key decision points by hesitating and sometimes making small runs in each direction (place and teleological). Finally, during the latest trials they make automatic, habitual like decisions (habitual and response). This relates to the findings of [134] and [62], where they discover that a place
behavior (they call it place disposition) is developed during early trials, while a response behavior starts to dominate with successive training.

An interesting example involves the experiments designed by Tolman [165], where he showed the results of a variation of the discriminating box maze, originally designed to prove place behaviors. Rats were trained to choose a certain door that led to a corridor with a box with food at the end, whereas the other door lead to an electrical shock room. After the animals were over trained, they were put in the food box and given electric shocks. To Tolman’s surprise, rats did not show aversion to following the corridor in the subsequent run, as he was trying to show. However, when shocked in the food box after going through the corridor, the animals showed subsequent aversion of following the said path. As Tolman claims, this evidence favors the response theory, as the rats were not able to use the learned map to compute the consequences of following the corridor. They were rather following a usual learned stimulus response sequence. It is true that over training might have played a role in the final results, though, as rats might have become too "fixated" (habituated) in their task without taking the time to plan their actions.

The issue of 'place vs response' can also be related to the distinction of reference and working memory. In the context of a radial arm maze, reference memory means remembering the right arms (to avoid going to unbaited arms), while working memory means remembering the recently visited ones (to avoid repetition). In this context, reference memory can be posed as hippocampal independent [35, 34, 175], if enough training is provided. If the observations seen in the transfer of control from place to response in the T-maze hold, it would be expected for reference memory in this context to be hippocampal dependent at first, but not anymore after retraining. At the same time, the Morris maze, used here as an example of reference memory, can be posed as working memory for protocols that switch the platform position one or few trials before testing [150, 34].

Some other captivating properties of the rodent navigation system includes the use of structured “hypothesis learning” when in an unknown environment and the capability to consolidate spatial memory after a single trial (one trial learning).

This black box analysis of the rodent navigation system poses many questions: what are the structures implementing this system? How is the map encoded? How is the rat itself encoded? How is the target represented? How is the 'cognitive map' used to plan new routes? What are the advantages of ignoring it towards habitual or response behaviors? How are decisions transmitted
to the action selection center to be performed? How is the map or the route to the goal learned through experience? The following sections will try to answer them by reviewing current knowledge about rodent physiology and computational models of navigation.

3.2 Rat Brain Physiology

Extensive research has been devoted to study the biological basis of navigation. Some structures in the rat brain that have been linked to navigation are reviewed below.

3.2.1 Hippocampus and Place Cells

The hippocampus (HPC) is a structure at the base of the temporal lobes. Experiments carried out by Morris [100] showed that lesions in the hippocampus impair the rodent’s ability to learn the Morris maze.

Later, O’Keefe [115] showed that there are cells in this brain structure that fire in correlation with the rodent’s position. These cells, called place cells, fire whenever the rat is inside a certain region of the environment, named place field in analogy to sensory fields. Figure 3.5 shows a schema of the recording process and its results.

Interestingly, place fields are fixed to a global frame of reference, e.g. the room. This means that the rodent brain is able to integrate information from a local frame of reference (observation and self-movement cues) to derive its localization in a global frame of reference, much like robotic SLAM systems do [161].

The existence of these cells provides a new angle to the locale vs. response behavior, as discussed in the previous section. The fact that the rodent has information of its location in a global frame of reference at all times creates the possibility that some place behaviors are actually learned.
associations between the activity of these cells and a certain action, namely response behaviors rather than "place reasoning" ones.

Lastly, it is important to say that much research has been devoted to place cells and they are more complex than the simple summary described here. To name some important features (important to this dissertation):

- place cells have different scales of representation, namely some of them fire in very specific locations of the environment, whereas others can fire in region as large as half the environment [53, 87, 70, 154, 47, 32, 104]

- sometimes place cells are modulated by the heading direction of the rat, although this has been argued to happen only in corridor like environments [107, 137, 18, 93]

- place cells have been reported to fire only in a sub-phase of the task when it has well delimited sub-phases, which suggests that the hippocampus might maintain several maps (multiple map hypothesis, [129])

- place cells have been reported to be anchored to frames of reference other than the room, e.g. the goal location, the home location or the maze [140]

- place cells fire in coordination with theta cycles\(^1\) and their peak firing rate advances in the theta cycle as the rat moves through the place field [144], generating a wave of place field firing from the place fields behind the rat to the ones in front of it

- under certain conditions, the firing of place cells is no longer correlated with the current position, but rather to where it has been (re-play), or where it is going to be (pre-play and spiking sweeps). This happens both in awake and sleep states [136, 169, 36, 68, 123].

### 3.2.2 Papez Circuit and Head-Direction Cells

An interesting type of cells are found in several parts of the rat brain, called head direction cells (HD cells). These cells fire when the rat’s head is oriented in a certain angle, with respect to a global frame of reference [157]. Figure 3.6c shows an idealized response curve of the firing rate of a cell with respect to the rodent’s head orientation.

\(^1\)A pattern of activity observed in the hippocampus during locomotion and other active behaviors. It is characterized as an oscillation of approximately 8Hz.
HD cells are found in several areas of what is called the Papez circuit. They are found in subiculum (Sub), thalamic nucleus (TN), mammillary nucleus (MN), retrosplenial cortex (RC) and entorhinal cortex (EC) [158].

The existence of head-direction cells further proves that rodents have localization information readily available for behavioral control. It is important to note how this global localization information is derived from local information only, the same way place cells firing is derived.

Head-direction cells show some interesting properties:

- they present different scales of representation or angular specificity [158]
- they tend to shift preferred orientations when salient landmarks are rotated in the environment [159]
- they keep firing even under visual stimulus deprivation (e.g. lights off), although the preferred location can drift [57, 157]
- they can be controlled by other sources of external stimulus, such as odor [57] and optic flow [3]

### 3.2.3 Entorhinal Cortex and Grid Cells

The entorhinal cortex receives input from both Sub and HPC, while projecting back to the hippocampal formation. This gives this region a suitable context for its participation in navigational information processing.

A type of cells called grid cells have been discovered in this region. These cells fire when the rat is located in any vertex of a regular grid fixed to a global frame of reference [60]. Figure 3.6a shows the spiking behavior of a grid cell, recorded in the same way as explained in Figure 3.5. Auto correlation figures (autocorrelograms), as the one shown in Figure 3.6b, are built in a two-step process. First, a rate map is built by dividing the environment in a 2D grid and counting the amount of spikes produced by the cell while the head position was in each cell. Then, the rate map is shifted by an \((x, y)\) vector and a correlation coefficient between both images is computed. The \((x, y)\) pixel of the autocorrelogram represents this computed coefficient. Then, if the cell present spatial symmetric bumps of activity, the autocorrelogram should show periodic peaks in the auto correlation coefficient.
Figure 3.6: Grid cells. (a) Recording of a grid cell. The black line shows the rat’s path and each red dot correspond to a spike. (b) Auto correlation plot for a grid cell. (c) An idealized head-direction cell response curve. \( \phi \) is the head-direction and \( r \) the firing rate. Images (a) and (b) reproduced from [60], Creative Commons.

Grid cells have been attributed as the metric path integrator in the rat, as they allow the rat to detect relative displacement as it navigates through those vertices.

These cells show interesting properties, similar to those of place cells and HD cells:

- they show different scales of representation or specificity [60, 17]
- the regular grid is often anchored to external landmarks [102]
- they keep firing upon removal of salient landmarks [60]

3.2.4 Basal Ganglia and Actions

The basal ganglia (BG) is a convergence center, gathering input from many parts of the brain. In turn, they influence the upper motor neurons in the cortex that ultimately control movement. Thus, the BG is suitable for action selection and learning. Any kind of information like visual, olfactory or place information can be associated with a proper action to perform in the basal ganglia [128]. The BG works by receiving sensory input in a proper structure named striatum. The striatum then projects to another structure called the globus pallidus (GP). The GP spontaneously inhibits the motor cortex, preventing movements from being made. When striatal cells (spiny neurons) spike, they inhibit cells in the GP, thus "liberating" a certain movement or higher level behavior.

The reinforcement learning theory attributes the BG as the neural implementation of the temporal difference algorithm [155, 15, 132]. The striatum receives input from dopaminergic centers, the ventral tegmental area (VTA) and the substantia nigra (SN). The dopaminergic neurons phasic
firing has been attributed to be an error signal between the expected and the encountered reward [155]. The theory states that this error signal is able to modulate the synapse strength between stimulus neurons and the appropriate motor response, promoting rewarding behaviors in the long run.

This structure has been also involved in the teleological vs. habitual behavior dilemma, as the striatum has been linked to both types of behaviors. When the dorso-lateral portion of the striatum is lesioned, habitual behaviors are inhibited. However, when the dorso-medial portion is lesioned, teleological ones are inhibited [120]. Despite this, it is important to keep in mind that it is often tricky to distinguish teleological from habitual behaviors. Specially when trying to discern model-free teleological behaviors, which are still sensitive to reward depreciation but with slow relearn rate, from habitual ones, not affected by reward-depreciation.

It is interesting that this decision-making structure receives input from the hippocampus through the subiculum [58]. This allows for the implementation of place behaviors, or response to place stimuli, where the animal’s response is a function of the current place, grid and head-direction cell activity. Devan [33] showed that lesions to the medial part of the striatum had similar effects to lesions to the fimbria-fornix (an input structure to the hippocampus), in that rats were impaired in place behavior learning and showed a bias towards response behaviors.

3.2.5 Ventral Tegmental Area and Reward

The ventral tegmental area (VTA) is one of the two dopaminergic centers of the brain, the other one being the substantia nigra. It is directly connected with the striatum, which receives input from the hippocampus [48, 85]. This connectivity pattern creates a suitable mechanism for error signal computation. Houk and collaborators [63] proposed a model of the interaction between cortical structures, the striatum in the basal ganglia and the dopaminergic neurons in the VTA and SN. Cortical inputs excite the striatum, providing context dependent activity. The VTA receives input from the lateral hypothalamus, providing it with information on primary reinforcements (wired satisfactory feelings, such as eating). A reciprocal connection between VTA and striatum, including an indirect path through the sub-thalamic nucleus (ST), allows the system to learn to inhibit the response to the primary reinforcement and to propagate the dopaminergic signal back in time. Thus, the system learns to respond to stimuli that lead to reward, rather than the reward
Figure 3.7: Actor critic model of the basal ganglia. Black arrows denote inhibition, while white ones denote excitation, keeping the original style [63].

itself. This facilitates learning what actions lead to rewards in the long term. Figure 3.7 summarizes the model.

3.2.6 Pre-frontal Cortex, Ventral Striatum and Vicarious Trial and Error

When rats are solving mazes, they are known to perform hesitation-like movements, called vicarious trial and error (VTE; [164]). The pre-frontal cortex (PC), as well as the ventral striatum, have been linked to value estimation functions during these events [153]. Recording from both structures show cells that change their firing upon stimuli that predicts reward. However, there are differences in their timing, suggesting that ventral striatum value estimation plays a role in decision making while the prefrontal cortex plays a role in decision evaluation [152].

3.2.7 Putting It All Together

Figure 3.8 shows the structures discussed so far. The EC-HPC-Sub loop would provide the system with spatial location information, providing metrical, place and orientation information, respectively. The subiculum acts as a relay for these centers. State information is communicated directly to the striatum, where it is used both for action selection (through the GP and MC) and for value estimation. The value estimation circuit includes the hypothalamus for primary reinforcement signals, the dopaminergic centers VTA and SN, the striatum and ST for value estimation learning. The PC-striatum connection plays a role in value estimation also, and both structures are involved in value estimation during VTE events.

3.3 Models of Rodent Navigational Abilities

Many models of the rat navigation system have been proposed; we review here a selection of them. We restrict to models using the sources of information known to be present in the brain, such as place cells, grid cells, HD cells.
Figure 3.8: The structures and their connectivity of the rodent navigation system. Arrows represent directed connections and no distinction is made between excitatory and inhibitory connections. The lateral hypothalamus (lat. hypothalamus) connects to dopaminergic centers, the ventral tegmental area (VTA) and substantia nigra (SN). A bidirectional connection exists between these centers and the Striatum, including an indirect loop involving the SubThalamic Nucleus (ST). The Entorhinal Cortex (EC), the Hippocampus (HPC) and Subiculum (Sub) form a closed loop (HPC-EC arrow not shown). The subiculum forms part of the Papez circuit, which is related to head-direction cells. The subiculum also acts as an output relay for this closed loop, communicating information to the striatum and prefrontal cortex (PC). The PC, as well as other cortical areas, connects in turn to the striatum. The striatum outputs to the globus pallidus (GP), which in turns connects to the motor cortex (MC) to generate motion.

Each model addresses different aspects of the rodent navigation system and its capabilities. For example, some address the problem of how to learn to reach a platform as in Morris experiments, others focus on the integration of different memory systems. In this review, we group models with respect to the problems they address, keeping a correspondence to those outlined in section 3.1.

3.3.1 Motivation

Few models contemplate the role of motivation. Some models implement motivation modules that mediate both the level of reward obtained upon satisfaction (the more hungry, the more rewarding food becomes, [10, 59, 12, 11]) and the action selection process (if hungry, go towards food and not water, [59]). Gaussier [52] recognized the need for a motivation drive when modeling rodent behavior. When a goal is reached, a link between a cell tuned to the current need (e.g. thirsty cell) and the currently active place cells is formed by hebbian learning. Then, when the need arises again, this link can be used to define the goal in the stored map. Some other models considers the current goal the animat is focused on to learn and select actions, modulating the recall process [4].
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3.3.2 Complex Decision Chain Learning

Few models cast the problem of navigation as a set of discrete decisions. Models that determine their state based on affordances [12, 10, 11, 59] might be seen as casting the problem as a series of decisions to be made only when affordances change. It seems that it is not clear where or how rodents would store the recent made decisions and how that would affect the following ones.

3.3.3 Behavior Stereotyping

Related to the previous subsection, none of the reviewed models includes the full transfer of control to automatic like behaviors, or the stereotyping of them. This might be due to the fact that kinesthetic cues are not used in the decision process directly by any model, although they are used to derive secondary forms of information, such as path integration.

Dollé [39] models the transfer between place to response behaviors, where the response ones also learn over time. This could facilitate the perfection and stabilization of behavior over time, but it would always depend on visual cues. Other models that learn mappings from place cells to actions [4, 16, 20, 19, 86] tend to stabilize paths into stereotyped routes even though they do not include proprioceptive cues into account in their action selection process. However, it could be argued that behavior stereotyping needs for the rodent to become "fully disconnected" from exteroceptive cues for the automation to work, providing a tighter (faster) loop of control.

3.3.4 Working Memory

None of the reviewed models approach the problem of working memory, as this seems to be a field yet to be developed. A few work with more than one goal and keep track of the last visited ones [4], although they do so without modeling how would this process be implemented in the rat.

3.3.5 Reference Memory

This is one of the most studied problems. Most models make use of place cell (and sometimes grid cells or HD cells) to decide which action to perform to reach the desired place. We review here the main mechanisms used to map places to actions.

3.3.5.1 Place Cells Driving Motor Units

Brown and Sharp’s model [16] uses place cell output to inhibit different subpopulations of motor units in the nucleus accumbens. Each place cell totally inhibits all but two cells in the nucleus accumbens, one for turning right and one for turning left. This tie is then broken by the
head-direction cells. The reference memory is then built by adjusting the synaptic efficacy of these connections upon getting a reward.

### 3.3.5.2 Place Cells as Radial Basis Functions

Many models use place cell firing as radial-basis functions (RBF, [20, 19, 4, 86]). It consists of considering the firing of a cell $i$ as $\Phi(x - c_i)$, where $x$ is the animat position and $c_i$ the preferred center of cell $i$. Then, the radial basis functions can be used to approximate any function as explained in Eq. 3.1, where the weights $\lambda_i$ can be learned. The function $f(x)$ could, for example, approximate the proper action to take to get to a certain goal.

$$f(x) = \sum_i \lambda_i \Phi(x - c_i) \quad (3.1)$$

These types of models lack an explicit representation of a cognitive map and their actions are a response behavior, where the stimulus is the firing of the place cell population. Their behavior is not teleological in the sense they do not usually account for the consequences of their actions (model-free), although they would show sensitivity to goal devaluation as they are always learning.

### 3.3.5.3 Place Cells as Localization System

Some models use place cell activation to infer the localization of the animal. Then, they assume high-level mechanisms of navigation to reach a desired goal, based on that localization. Touretzky’s [167] model explains existing experimental data as a function of the simulated behavior of their place, head-direction and map integration modules.

These models trade-off the modeling detail of the underlying structures (e.g. place cells) for a less accurate behavior model. The model place cell phenomena that is not found in other models, but do not focus on how they explain behavior and how other components, such as taxic behaviors, could explain the data. They also assume a highly informed teleological animal.

### 3.3.5.4 Place Cells as the Cognitive Map

Some models instantiate hippocampal pyramidal cells as places in the cognitive map. They usually cast the hippocampus as the system implementing the process of planning over that map.

Gaussier’s [52] model considers CA3 as a transition-learning layer. Actions are selected by propagating activity from the goal backwards through transitions, until the current node is reached. Then, the action that was associated with the last transition is executed.
3.3.5.5 Places Cells to World Graph

A structure called the World Graph is often used as the implementation of the cognitive map. It consists of a graph which nodes represent locations, or local views, and edges represent the navigability between them. This graph can be used in two different ways. It can be used to learn the proper action to execute when in each node, in a model-free fashion. It can also be used as a model of the environment for planning purposes, e.g. find the shortest path to the goal. Some models make use of a world graph to implement their locale behaviors in a model-free fashion \[10, 59\]. Dollé’s \[39\], on the other hand, makes use of a world graph to perform pure teleological path planning.

Milford and coworkers’ \[95, 94\] model uses a concept similar to the world graph called the experience map, which they later on use for planning.

3.3.5.6 Place Cells as Simulators

Chersi and Pezzulo’s model \[23\] relies on the "simulation" capabilities of the hippocampus to plan ahead, selecting the action that maximized expected reward during simulation. Erdem and Hasselmo \[46, 45\] use the "spiking sweeps" detected at choice points \[68\] to probe the path to follow. Place cells associated with goal locations allow for the detection of a successful probe. In addition, place cells serve as a value map for the environment. Johnson and Redish’s model \[67\] simulates experiences during sleep to increase the amount of training of a model-free reinforcement learning algorithm. Koene’s model \[77\] associate the value of a place by linking place cells to amygdala cells. Then, simulations of potential paths in the hippocampus allow the animal to recognize routes to desirable places.

3.3.6 Directional Navigation

Many models assume that rodents have the ability to navigate to a certain direction expressed in an extra maze reference frame. Dollé’s model \[39\] implements a taxon expert that is configurable to navigate using allocentric or egocentric angles. Other models learn allothetic directions of navigation and assume the animal is able to execute those commands \[4, 10\].

Few others, however, make use of egocentric actions to solve navigation \[16, 86, 52\]. This poses a harder problem, as there is now a new dimension in the state space. Moreover, Brown and Sharp \[16\] showed that the problem of which direction to turn when in a given place becomes linearly
inseparable if disjoint place and direction variables are used as input. This means that a task like
that of the Morris hidden platform cannot be solved by a one-layer feed-forward neural network
with place and head-direction cells as the input. Brown and Sharp [16] add that the inclusion of a
hidden layer would solve this problem in detriment of the generalization capabilities of the learning
system, and that generalization of both place and direction is not possible. Llofriu et al. [86] model
combines the information in this way (in a "hidden layer"), but makes use of multiple scales of
representation in both place and head-direction cells to achieve generalization capabilities in the
model. Gaussier’s [52] model detects transitions between place cells and learns what egocentric
action to perform in each transition.

3.3.7 Shortcuts and Novel Routes

One simple mechanism that generalizes actions by construction is the use of larger scales of
representation [4, 86, 16], as the actions are learned over place cells that cover a big portion of the
environment. This allows the model to know what action to perform when in a novel place.

Other models use the hippocampus as an online "simulator" for the outcome of potential actions
[23, 45, 46]. This allows the model to find shortcuts when conditions in the environment change.
However, it is not clear how information about changes in the environment (e.g. placing an obstacle)
would change the dynamics of the simulations.

Erdem and Hasselmo’s model [45] is applied to a set of known rat experiments with interesting
results. The Tolman maze described in subsection “Shortcuts and Novel Routes” is solved by
the model, as well as a shortcut experimental platform called “Hairpin maze” [1]. The use of
the underlying metrical structure, grid cells, for the linear look-ups facilitate the discovery of new
shortcuts when obstacles are removed. It is not clear however how the perception of the open or
closed spaces would modify the dynamics of the "spiking sweeps" used by the model in real rats.

3.3.8 Sensory Modalities in Learning

Different modalities are used by different models. Some models use distance and bearing to a
landmark to influence place cell firing [20, 167, 59, 39, 10, 16]. Others use the distance to a certain
wall [19, 167, 59], accounting for the fact that changing the shape of the environment changes
their firing. The visual distance, or angle, between two landmarks as a way to distinguish a local
view is used as well [167]. Arleo’s model [4] uses a Gabor filter to perform feature detection over
quasi-panoramic images.
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When implementing a working model, one is faced with the problem of how to chose a set of potential actions to perform. It would be irrational for a model to consider the possible outcome of executing an impossible action, like going forward through a wall. Guazelli [59] formalized this concept as affordances. They implement perceptual schemas [2] that process the visual and tactile information to compute a set of possible actions to perform, e.g. go forward, turn, eat. Affordances could be considered an abstraction of sensory information, or a meta-sensor, in this way. In Barrera et al. model [10, 12, 11], affordances play a role in the animat localization, as they influence creation and recognition of nodes in the world graph.

### 3.3.9 Teleological vs. Habitual Actions

Based on Dickinson’s [37] hypothesis, rodents are capable of both types of responses, teleological and habitual. None of the reviewed work models the generation of habitual behaviors, namely ones that do not respond to reward depreciation. Some, however, implement model-free reinforcement learning [155], which would show slower extinction times. Other more teleological approaches use model-based reinforcement learning. Finally, the most teleological ones use models of the world to perform deliberative planning on how to get to the goal, which we call planning models.

#### 3.3.9.1 Reinforcement-modulated Hebbian Learning

Brown and Sharp’s model [16] casts the problem of learning to the instrumental learning paradigm. Under this paradigm, subjects learn to solve a problem by increasing the likelihood of repeating actions or behaviors that led to reward. They implemented this by increasing the synaptic efficacy between hippocampal and nucleus accumbens cells upon receiving a reward. Anticipating the reinforcement learning models that arose in the following years, they also incorporated a notion of cumulative synaptic activity, which was equivalent to the use of eligibility traces.

#### 3.3.9.2 Model Free Reinforcement Learning

Regardless of the underlying structure, many models make use of a model-free reinforcement learning schema [155] to model the adapting part of the system. This lies on the edge between teleological and habitual actions, as the system would eventually be able to relearn upon reward depreciation. However, it would not do it immediately due to the lack of planning. The learning times of these systems tend to be slow, which resembles more habit generation than flexible place behavior learning.
Burgess et al. [20, 19] use a reinforcement signal to activate synapses between subicular cells and “goal cells” that allow the animal to compute the heading to the goal later on. Guazzelli and collaborators’ model [59] uses two actor critic modules to learn the proper action to execute, one using visual stimuli and the other based on a cognitive map. Other models perform reinforcement learning directly over the place cell output, changing the weight between them and actor units as a function of reward [4, 20, 19, 86]. Barrera et al. model [10] uses an actor critic architecture attributed to the HPC-VTA-Striatum interaction.

These models focus on the idea that the hippocampus provides nothing more than localization information, rather than a complete map where planning can take place. As stated by Guazelli [59]: “Nevertheless, there is still no evidence that the hippocampus proper (dentate gyrus and Ammon’s horn) can simultaneously encode the rat’s current location and the goal of current navigation. In other words, the hippocampus may provide the “you are here” function of a map but not “this is where you are going” and “this is how to get there” functions, which thus must depend on a larger system of which the hippocampus proper is but one part.”

Adding to this, eligibility traces significantly speed up learning [155]. Many models make use of eligibility traces when updating synapses in a reinforcement learning fashion [59, 10, 86, 12, 11, 4].

3.3.9.3 Model-Based Reinforcement Learning

Chersi and Pezzullo [23] proposed a navigation system that uses the hippocampal forward sweeps to simulate each possible path in a T-maze. Each sweep stimulates cells in the nucleus accumbens that provide a notion of learned value of the given place. Then, a total value for each possible path can be estimated, and the path with the greater value can be chosen. Johnson and Redish’s [67] work updates inter-hippocampal synapse strength as a result of simultaneous firing. The resulting connectivity is then used to simulate replay events and apply reinforcement learning, in a model-based approach.

Model-based RL paradigms explain how a subject could react to a distant goal depreciation in one trial. The depreciation would be "detected" while planning using the built model, or various sweeps of learning could facilitate faster consolidation.

3.3.9.4 Planning

Guassier’s model [52] performs purely teleological actions, where a plan to a goal is found by searching in a learned topological cognitive map. Similarly, Milford’s [94] model constructs a
map of “experiences”, which link places with their odometric displacement, and uses it to perform teleological planning. Their model will persistently try to follow a planned path until an occluded link is unlearned (highly deliberative).

Koene [77] proposed a model in which the hippocampus is capable of recognizing distant places. Then, the amygdala responds to these places by retrieving their value, within a place conditioning framework. Finally, the retrieved value is used to select the best alternative in a pure teleological way.

Erdem and Hasselmo’s [45] model performs linear look-ups in different directions to assess each one’s potential to lead to the goal. In addition, a reward diffusion mechanism helps the rat in situations in which the goal is not within the reach of the linear look-ups, much like value functions work in reinforcement learning. Erdem and Hasselmo’s model [46] builds on this previous one by including different scales of representation. Larger scales significantly increase the reach of the look-up process.

3.3.9.5 Combination of Paradigms

Dollé et al. model [39] combines reinforcement learning taxon behaviors with teleological cognitive-map like behaviors. They show how they cooperate and compete, depending on the situation.

3.3.10 Latent Learning

Few models contemplate latent learning. Some authors interpret latent learning as the stabilization of the place and head-direction cell system [20, 19, 4]. By settling these signals, the animat gains a representation of the hidden state, making learning a goal-oriented task easier. However, latent learning experiments are carried out during intervals much longer than place cell stabilization delays. Thus, this would only explain a portion of the latent learning phenomena.

Other models generate topological maps of the environment during exploration, which are used for planing later on [39, 52].

Similarly, some models learn transition probabilities between places, which they later use to simulate the route to take [23], or new routes to apply learning to [67].

3.3.11 Place vs. Response

Many models ignore the response aspects of behavior and focus on modeling place behaviors [23, 52, 4, 12, 10, 11, 45, 46, 16].
Other models place their focus on the interaction between place and response behaviors. Guazelli [59] proposed a model that reproduced T-maze reversal results, where the transition between the learned turn and the new turn occurs gradually for animals with hippocampal input deactivated [113]. They combined a response (taxon) and a locale module (world graph layer) in a cooperative way, and showed how their model reproduces existing results [113]. Dollé’s model [39] also implements two different modules, the taxon and place “experts”, which are switched by a reinforcement-learning driven gateway. They apply the model to Pearce’s experiments [121], showing how inhibiting the place expert improved performance at the beginning of each session but prevented intra-session improvements. The model is also applied to Devan’s experiments [33], obtaining similar results in the competition trials.

Some models account for the taxic component in the tasks they simulate, but in less detail [86, 77]. They implement cooperative response and place behaviors, but only the place component is able to learn during trials.

It is interesting how Brown and Sharp [16] cast the problem of the Morris arena as a Stimulus-Response (S-R) problem, or instrumental learning. Thus, they implement a response system, but where the stimulus consists of place cell output. They show that place-like behaviors, such as showing preference for the training quadrant in Morris probe trials, can be explained by simple learned responses to place cell activities. From now on these types of models will be referred as reactive place models, in contraposition with deliberative (more teleological) place behaviors.

### 3.3.12 Hypothesis Testing and Structured Exploration

The implementation of a working learning model requires a process of exploration. Some models implemented a curiosity level associated with each node of a world graph [59, 10]. This assigned an innate drive to visit nodes not yet visited. However, this solution does not scale to scenarios where possible actions are many or infinite, or when the animal does not have a model of the consequences of executing each action (model free). Many other models use regular reinforcement learning exploration schemas, where actions are randomly picked [4, 86, 16, 45, 46].

In Arleo’s model [4], however, they implement an initial exploratory phase where the animal is aware of its path integration error, returning to the home location to correct it. Arleo’s model [4] achieves an animal-like exploratory behavior that performs small routes around the home location at first, to engage on larger exploratory journeys later. None of the other reviewed work models
the presence of innate structured exploratory behaviors and the advantage they pose to the rodent navigation system.

Milford and collaborators [94] use the map to guide exploration, so as to maximize the coverage of the exploration process.

In models that combine taxon behaviors with their place ones [39, 77, 59], exploration is partially visually guided.

Burgess et al. [20, 19] uses random exploration, but biases forward motions by constraining the next angle to an interval centered in the current one.

### 3.3.13 One-Trial Learning

One-Trial learning is one of the least explained phenomena in the reviewed models. Burgess et al. [20, 19] has a “one-shot learning” property that allows it to reach a goal after finding it once. However, the way they update their synapses would not allow for the learning of a new location.

Dollé’s model [39] applied to Pearce’s [121] experiments showed how their place expert was able to significantly improve performance within the span of one session (4 trials), although the task consisted on a cued version of the Morris maze. More interestingly, they showed how an allocentric angle taxon expert is responsible for inter-session improvement, as the rat learns how to approach the platform near the landmark (taxon expert) and when to do so (switching gateway). When translated to the non-cued Morris task, this could suggest the existence of a component in the rat navigation system that is able to progressively learn how to reach a certain recently remembered location. This would explain why rats improve their time to escape with sessions, even though the information from previous sessions is useless in the new ones.

One-Trial learning could also be explained by models that learn transitions in space [23], as learning the reward location for the first time would allow the animal to recognize the value of that place in later simulations. Jhonson’s model [67] could also explain one-trial learning if the hippocampal connectivity is changed enough so new simulations during rest resemble only the new scenario.

The forward linear look-up models [46, 45] could also explain the one-trial learning phenomena, as they associate places with goals the first time they encounter them.
3.3.14 Path Integration and Homing

Arleo’s model [4] was one of the first of the reviewed models to include path integration into the navigation decision process. It did it in two different ways, on one hand place cells were partially driven by path integration cell populations, which in turn drove navigation decisions. In addition, when in new environments, the animat used the path integrator to find its way back home on a regular basis to ensure a consistent map was built. Likewise, Milford’s model [94] uses odometry to move the activity bump of a continuous attractor implemented by the hippocampus, which could drive place cell activity in complete darkness. They also use this map to build an “experience map” [95], which could implement homing behaviors, although this was not tested. Barrera’s model [10] implements a “dynamic remapping module”, attributed to the posterior parietal cortex, that keeps track of the rat displacement from the point of entry. This information was in turn used to maintain a path integration module, which contributed to place cell firing.

Although they do not explicitly test this, Erdem and Hasselmo [46, 45] model would explain homing behaviors in the dark, as both grid and place cell firing patterns would remain stable and look-ups would allow the rat to find its way home.

3.3.15 Putting It All Together

All of the reviewed models focus on the reference memory aspect of navigation. Three main approaches are used: model-free reinforcement learning, model-based reinforcement learning and planning. Model-based and planning approaches can explain more sophisticated abilities of rodents, like one-trial learning, faster sensitivity to goal devaluation and teleological behaviors. However, model-free approaches usually explain the decision making process in greater detail and rely on fewer assumptions. None of the reviewed work combines these two, possibly parallel, systems of navigation. The combination of the two could shed light in the 'teleological vs habitual' dichotomy.

Most models make use of exteroceptive cues and path integration. None of the reviewed models uses kinesthetic cues directly in the decision making process, so they are not able to fully explain phenomena like behavior stereotyping or complex maze solution in the darkness. No model focuses on the working memory aspect of navigation either.

Exploration is another aspect that can be improved. Many models rely on random walk processes to explore, which is not what normal rodents do. Few models focus on the interaction
of parallel place and response (taxic) behaviors, which is something that could improve initial exploratory behaviors.

Tables 3.1 and 3.2 summarize the reviewed models’ main features.
Table 3.1: Main characteristics of the reviewed models. Abbreviations: Not Applicable (N/A), Action Selection (AS), Reward Modulation (RM), Multiple Maps (MM), Landmark (LM), Distance (D), Bearing (B), Affordances (Aff), Path Integration (PI), Wall Distance (WD).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Burgess et al. [20, 19]</td>
<td>N/A</td>
<td>N/A</td>
<td>PC as RBF</td>
<td>Allocentric</td>
<td>N/A</td>
<td>LM D&amp;B, WD</td>
</tr>
<tr>
<td>Brown and Sharp [16]</td>
<td>N/A</td>
<td>N/A</td>
<td>PC to Motor</td>
<td>Egocentric</td>
<td>N/A</td>
<td>LM D&amp;B</td>
</tr>
<tr>
<td>Touretzky and Redish [167]</td>
<td>N/A</td>
<td>N/A</td>
<td>PC as Localization</td>
<td>Allocentric</td>
<td>N/A</td>
<td>LM D&amp;B, WD</td>
</tr>
<tr>
<td>Guazelli et al. [59]</td>
<td>AS &amp; RM</td>
<td>N/A</td>
<td>PC to World Graph</td>
<td>Allocentric</td>
<td>N/A</td>
<td>LM D&amp;B, Aff.</td>
</tr>
<tr>
<td>Gaussier et al. [52]</td>
<td>AS</td>
<td>N/A</td>
<td>PC as Cogn. Map</td>
<td>Egocentric</td>
<td>N/A</td>
<td>LM B</td>
</tr>
<tr>
<td>Arleo et al. [4]</td>
<td>N/A</td>
<td>MM</td>
<td>PC as RBF</td>
<td>Allocentric</td>
<td>Larger Scales</td>
<td>Gabor Filter</td>
</tr>
<tr>
<td>Johnson and Redish [67]</td>
<td>N/A</td>
<td>N/A</td>
<td>PC as Simulator</td>
<td>Allocentric</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Milford et al. [95, 94]</td>
<td>N/A</td>
<td>N/A</td>
<td>PC to World Graph</td>
<td>Allocentric</td>
<td>N/A</td>
<td>Histograms</td>
</tr>
<tr>
<td>Barrera et al. [12, 10, 11]</td>
<td>RM</td>
<td>N/A</td>
<td>PC to World Graph</td>
<td>Allocentric</td>
<td>N/A</td>
<td>LM D&amp;B, Aff.</td>
</tr>
<tr>
<td>Koene and Prescott [77]</td>
<td>N/A</td>
<td>N/A</td>
<td>PC as Simulator</td>
<td>Allocentric</td>
<td>N/A</td>
<td>LM Angles, Touch</td>
</tr>
<tr>
<td>Dollé et al. [39]</td>
<td>N/A</td>
<td>N/A</td>
<td>PC to World Graph</td>
<td>Both</td>
<td>N/A</td>
<td>LM D&amp;B</td>
</tr>
<tr>
<td>Chersi and Pezzulo [23]</td>
<td>N/A</td>
<td>N/A</td>
<td>PC as Simulator</td>
<td>Egocentric</td>
<td>Look-ups</td>
<td>N/A</td>
</tr>
<tr>
<td>Erdem et al. [45, 46]</td>
<td>N/A</td>
<td>N/A</td>
<td>PC as Simulator</td>
<td>Allocentric</td>
<td>Look-ups</td>
<td>Only PI</td>
</tr>
<tr>
<td>Llofriu et al. [86]</td>
<td>N/A</td>
<td>MM</td>
<td>PC as RBF</td>
<td>Egocentric</td>
<td>Larger Scales</td>
<td>LM D&amp;B</td>
</tr>
</tbody>
</table>
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Table 3.2: Main characteristics of the reviewed models (cont). Abbreviations: Model-free (MF), Model-based (MB), Reinforcement learning (RL), Planning (Pl), Place Only (PO), Response (Rsp), Biased Random (BR), Random Exploration (RE), Curiosity Based Exploration (CBE), Taxon Guided (TG), Path Integration Guided (PIG), Place Guided (PG), Place Cell Firing (PCF), Exploration (Expl), Homing (Hm), Grid Cell Firing (GCF).

<table>
<thead>
<tr>
<th>Model</th>
<th>Teleo./Habitual</th>
<th>Place/Resp.</th>
<th>Exploration</th>
<th>One-trial Learn.</th>
<th>PI and Homing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Burgess et al. [20, 19]</td>
<td>MF RL</td>
<td>PO</td>
<td>BR</td>
<td>One shot learning</td>
<td>None</td>
</tr>
<tr>
<td>Brown and Sharp [16]</td>
<td>MF RL</td>
<td>PO</td>
<td>RE</td>
<td>No</td>
<td>None</td>
</tr>
<tr>
<td>Touretzky and Redish [167]</td>
<td>N/A</td>
<td>PO</td>
<td>N/A</td>
<td>N/A</td>
<td>None</td>
</tr>
<tr>
<td>Guazelli et al. [59]</td>
<td>MF RL</td>
<td>Place + Rsp</td>
<td>CBE</td>
<td>No</td>
<td>None</td>
</tr>
<tr>
<td>Gaussier et al. [52]</td>
<td>Planning</td>
<td>PO</td>
<td>RE</td>
<td>By Planning</td>
<td>None</td>
</tr>
<tr>
<td>Arleo et al. [4]</td>
<td>MF RL</td>
<td>PO</td>
<td>PIG</td>
<td>No</td>
<td>PCF &amp; Expl</td>
</tr>
<tr>
<td>Johnson and Redish [67]</td>
<td>MB RL</td>
<td>PO</td>
<td>RE</td>
<td>By Simulation</td>
<td>PCF</td>
</tr>
<tr>
<td>Milford et al. [95, 94]</td>
<td>Planning</td>
<td>PO</td>
<td>PG</td>
<td>By Planning</td>
<td>PCF</td>
</tr>
<tr>
<td>Barrera et al. [12, 10, 11]</td>
<td>MF RL</td>
<td>PO</td>
<td>CBE</td>
<td>No</td>
<td>PCF</td>
</tr>
<tr>
<td>Koene and Prescott [77]</td>
<td>Planning</td>
<td>Place + Static Rsp</td>
<td>TG</td>
<td>By Planning</td>
<td>PCF &amp; Hm</td>
</tr>
<tr>
<td>Dollé et al. [39]</td>
<td>MF RL + Pl</td>
<td>Place + Rsp</td>
<td>RE</td>
<td>In visible platform</td>
<td>PCF</td>
</tr>
<tr>
<td>Chersi and Pezzulo [23]</td>
<td>MB RL</td>
<td>PO</td>
<td>RE</td>
<td>By simulation</td>
<td>PCF</td>
</tr>
<tr>
<td>Erdem et al. [45, 46]</td>
<td>Pl</td>
<td>PO</td>
<td>RE</td>
<td>Using look-ups</td>
<td>PCF</td>
</tr>
<tr>
<td>Llofrui et al. [86]</td>
<td>MF RL</td>
<td>Place + Static Rsp</td>
<td>RE</td>
<td>No</td>
<td>PCF</td>
</tr>
</tbody>
</table>
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CHAPTER 4
MULTI-SCALE FRAMEWORK

4.1 Introduction

This chapter introduces the main concepts involved in this dissertation. The ideas presented here are shared by the models and algorithms introduced in the next four chapters.

Based on chapters 3 and 2, this chapter presents how the problem of navigation is posed, which branch of planning this dissertation focuses on and how learning is modeled. Further chapters will build on this general framework, introducing particular details of the models or algorithms being described.

4.2 Path Planning and Learning

There are many ways an agent can learn to improve its path planning efficiency (see chapter 2). This dissertation focuses on agents that have limited information about the environment, but good localization. Thus, it will deal with sensor driven path planners, e.g. Artificial Potential Fields and Bug-like algorithms.

Sensor driven path planners usually model navigation as a function that maps the locations of the agent and goal, and the sensors information, to the next action to perform \( a \in A \), as shown in Eq. 4.1. Where \( A \) is the set of possible actions, \( m \) is the dimension of the state space, \( n \) is the dimension of the sensor information, \( l_{agent} \) is the location of the agent and \( l_{goal} \) is the location of the goal.

\[
a : \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^n \rightarrow A :: a(l_{agent}, l_{goal}, s) = a
\]  

Many learning algorithms can learn such function, under different assumption. This dissertation mainly focuses on the use of reinforcement learning, its main advantage being it allows learning

\(^1\)Portions of this chapter have been previously published in Neural Networks, 2015, 72: 62-74, and have been reproduced with permission from Elsevier
with spurious feedback. The last chapter, though, uses roadmap concepts to improve the route by building a graph of the environment.

When applying reinforcement learning to a navigation problem, part of the state space becomes the possible locations of the agent. This makes the state space continuous, introducing a gap between the problem and tabular RL solutions. The next sections describe the approach used to bridge this gap, taking inspiration from (and modeling) place cells.

4.3 Place Cell Driven Learning

Place cells are a good source of information for localization [174]. We adapted the classical RL algorithm in order to use a multi-scale space representation as we describe in greater detail next.

4.3.1 Place Cells as the RL State

When a rat is in a specific location within a known environment, a set of place cells fire signaling that the animal is within their place fields. Since place fields overlap [116], several cells might be firing at any given moment.

Thus, in the animal’s brain, the location is encoded as the activity of an ensemble of cells. This contrasts with the intuitive representation of the state as vector holding position and orientation information. Thus, our RL algorithm input is comprised of a set of place cell activities that encode the current location [4, 22, 52, 11].

When dealing with a continuous state space, some RL solutions resort to discretization of the environment, due to its simplicity of implementation [76]. Figure 4.1 illustrates the difference between an environment discretization and the use of place cell like states. Instead of discretizing the environment into a fixed grid, each place cell is laid out over the environment, with their place fields overlapping. Then, the place cells ensemble activity will encode the location of the robot at any point in time. This activity can then be used as the current state in RL algorithms [4].

More formally, we are considering the problem of dealing with continuous state RL, where the continuum corresponds to the position and orientation of the robot. Let the continuous state be as defined in Eq. 4.2.

\[
c = (c_1, ..., c_n) \in \mathbb{R}^n
\] (4.2)
Note that variables $c_i$ have a continuous domain. For example, in our case, $c$ is composed of the position and orientation of a robot in a 2D plane, i.e. $c = (x, y, \theta)$.

Singh et al. [143] describe work on RL over soft states and allows for the use of the place cell ensemble activity directly as the state. The main idea behind Singh et al. soft-clusters, or soft-states, approach is to consider a new discrete set of states $S = \{s_1 \ldots s_m\}$, where the states $s_i$ are soft-clusters on the space of $c, \mathbb{R}^n$. Soft-clusters are defined with a conditional probability, where every possible value $c$ will belong to a cluster $s_j$ with a certain probability $p(s_j|c)$. We call the probabilities $p(s_i|c)$ the activation value of state $s_i$ to emphasize the place cell metaphor and denote it as $A(s_i, c)$. Figure 4.1 shows an environment where 5 soft states are laid out. Given the robot position $x$, two of them show an activity $A(s_i, x)$ greater than zero, while the other three are inactive.

Notice that when the robot is in a specific continuous state $c$, more than one cluster may be active simultaneously, the same way as more than one place cell might be firing simultaneously.

Summarizing the notation:

• variable $c$ represents the state in its original continuous nature, e.g. the position of a mobile robot in our navigation problem,

• variable $s_i$ represents a state in the multi-scale framework, it corresponds to the place cell that fires in a subregion of the environment or the soft states from the work by Singh et al. [142]

• $A(s_i, c)$ is the activation of the soft-cluster $s_i$ when the continuous state is $c$.

With the soft state framework in mind, Figure 4.1 can be reinterpreted as a set of soft states, $s_j$, laid out over the environment and their level of blue represents their activation, or $p(s_j|\text{location})$.

The clusters will always have a decreasing activation as $c$ gets away from a preferred value, or center, of cluster $s_i$. That is, the activation will be decreasing with the distance of $c$ to the cluster center. The activation will range from 0, when $c$ is far away from this preferred value; to 1, when $c$ and $s_i$ preferred value are the same. This correlates also with the way place cells fire.

In summary, we have applied the concept of place cells as a way to represent the RL state, which is made possible by Singh et al. [142] algorithm for QL using soft states. This allows us to perform QL over the activity of an ensemble of place cells or soft-states.
Figure 4.1: Environment discretization vs place cell states. (top) vs place cell states (bottom). The trapezoid represents the environment and the robot is shown in magenta. Each state activation is shown in blue, the darker the color, the more active the state is. In a usual discretization, only one state is fully active given the position of the robot (top), whereas activation is shared among many place cell states in the other case (bottom), two for this figure.

4.3.2 Reinforcement Learning Equations on Place Cells

The canonical Q-Learning algorithm maintains a table of the expected reward $Q(s, a)$ of performing an action $a$ when being in a state $s$. In order to select an action when in state $s$, a greedy approach would pick the action to perform according to Eq. 4.3.

$$a = \text{argmax}_a Q(s, a) \quad \text{(4.3)}$$

In the soft state framework, the action selection becomes as described in Eq. 4.4. Note that canonical QL could be understood as having only one active soft state at a time, thus $A(s_i, x)$ would be 1 for only one $s_i$. Then the canonical QL action selection equation becomes a special case of Eq. 4.4. This resembles the use of place cells as radial basis functions proposed by Burgess et al. [20].

$$a = \text{argmax}_a \sum_s Q(s_i, a) * A(s_i, c) \quad \text{(4.4)}$$

Figure 4.2 contrasts the action selection process when using a fixed discretization and when using soft states.

After every action $a$ is taken from state $s$ and arriving to state $s'$, tabular QL algorithms update this table according to Eq. 4.5, where $\alpha$ and $\gamma$ correspond to learning parameters [155] and $r$ is the obtained reward signal.

$$Q(s, a) = Q(s, a) + \alpha * (r + \gamma \text{max}_{a'} Q(s', a') - Q(s, a)) \quad \text{(4.5)}$$
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Figure 4.2: The difference in the action selection process for an environment discretization and soft states. Each state has a preferred action in both cases. In the discretization, the only active state’s preferred action is picked. With soft states, each active state contributes with its preferred action in proportion to their activation value.

In the soft state framework, all soft states $s_i$ must be updated according to their activation value, see Eqs. 4.6 and 4.7. The maximal expected return from the successor state is replaced with a sum over all soft state’s Q value for each possible action, where $c'$ is the successor state in the continuous space. The value is normalized over the total activation to keep $\delta$ (Eq. 4.7) bounded.

$$Q(s_i, a) = A(s_i, c) \cdot (Q(s_i, a) + \delta) + (1 - A(s_i, c)) \cdot Q(s_i, a)$$ (4.6)

$$\delta = \alpha \cdot \left( r + \gamma \max_{a'} \sum_{s'} Q(s_i, a') \cdot A(s_i, c') - Q(s_i, a) \right)$$ (4.7)

The canonical QL update equation is a special case of this one. Since, for the canonical QL, $A(s_i, c)$ would be different from 0 for only one $s_i$, only the first term would apply to the active state and the second to all other states, leaving the value unmodified. The maximization over the successor state also degenerates to the canonical formula when only one state is active.

For the actor-critic algorithm used in chapter 7, the equations for the multi-state update are shown in Eqs. 4.8 - 4.10. Here the agent moves from location $c$ to $c'$, performing action $a$.

$$V(c) = \sum_{s_i} \frac{A(s_i, c) \cdot V(s_i)}{\sum_{s_i} A(s_i)}$$ (4.8)

$$\delta = r + V(c') - V(c)$$ (4.9)

$$Q(s_i, a) = Q(s_i, a) + \alpha A(s_i, c) \delta$$ (4.10)
4.4 Multiple Scales of Place Cells

Place fields from different parts of the hippocampus have different sizes [70, 87, 73]. Septal (dorsal) place fields are smaller with higher spatial specificity, providing a fine grained spatial representation. In contrast, temporal (ventral) place fields are larger and have consequently lower spatial specificity, providing a coarse grained source of spatial information.

Because these cells fire simultaneously, they provide a redundant multi-scaled encoding of the animal location.

Figure 4.3 illustrates the multi-scale soft states representation and the action selection process.

The key of the multi-scale concept is to have soft-clusters with different degrees of selectivity, as there are different scales of place cells. Some soft states would be active in a confined range of the continuous state space while others would be active in larger regions of the continuous state space. For example, in a navigational task, some soft states would be active only within a radius of 0.1m of the cluster center, whereas others would be active anywhere within 1m of the cluster center.

At any given moment, many soft states could be active at the same time. Some of them would be more selective states, covering a small neighborhood near the current continuous state \( c \), whereas other active states would be less selective. After an action is performed, the learning rule is applied to all soft states. Thus, the outcome of that action would be learned for states that are going to modify the behavior only locally in the future and for states that influence the behavior in larger region of the continuous state space. Thus, the agent will learn fine grained policies and coarse grained policies at the same time, combining them into a single policy when performing the action selection.
4.4.1 Asymmetric Contributions

In one of the presented models, an asymmetric contribution of different scales to learning is proposed. In the framework of the actor-critic algorithm, there are two quantities to be determined as a function of the location \(l\): the value \(V(l)\) and the action values \(q(l, a)\). Based on empirical biological evidence, we propose that different scales of representation contribute with different weights to the computation of each of these quantities. Larger (coarser) scales of representation are proposed to contribute more heavily to value estimation, whereas smaller (finer) scales of representation contribute more heavily to action selection.

4.4.1.1 Algorithmic Fundamentals

From the algorithmic point of view, we propose that this distribution makes more sense than the opposite alternative and the uniform one. As discussed in further chapters, larger scales of representation contribute to generalization. We argue that the value function \(V(l)\) for an optimal policy changes less across space than the action values \(q(l, a)\) or, equivalently, the navigation function introduced in Eq. 4.1. Thus, it makes more sense to assign it to states that generalize more across space. An optimal action selection policy, on the other hand, might change abruptly in smaller spaces, due to the presence of obstacles that must be circumvented. Thus, it makes more sense to assign them to smaller scales of representation.

4.4.1.2 Biological Fundamentals

From a modeling point of view, it can be argued that anatomical evidence in the hippocampus suggests that dorsal and ventral levels project onto each other and exchange information internally [154]. These space representations are then projected to multiple structures including the ventral striatum and the ventral tegmental area, structures involved in reward and decision making. There is a well-known functional loop structure between the hippocampus and the ventral tegmental area (dopamine center), which could support the type of reinforcement learning used in our model [85]. Our algorithm takes advantage of the ability for large place fields to provide a global view of the environment. This scenario matches the common conception regarding the ventral striatal functionality of driving behavior on the basis of the motivational value of the environment [82]. It is also consistent with the fact that ventral hippocampus projects more strongly to ventral striatum [5, 50].
When looking at this HPC-BG loop, connections from CA3-CA1-Sub remain organized in somewhat isolated circuits [54]. The subiculum projects to both ventral and dorsal striatum [58]. A distinction between dorsal and ventral striatum has been suggested in the framework of reinforcement learning and the actor critic implementation, where dorsal is associated with stimulus-response learning (actor) and ventral to value learning (critic) [7]. Moreover, the projections from the hippocampus to the dorsal striatum are to its medial portion, which has been associated with place strategies, as opposed to cue based ones in the lateral portions [33]. Figure 4.4 shows a schematic of this connectivity.

4.5 Flow of Events

Figure 4.5 shows the flow of events of a single cycle of the models and learning algorithms introduced in this dissertation. A cycle starts with the agent reasoning about its next motion and ends after it has moved and learned about the outcome of that last move. The steps are as follows:

1. The agent location is acquired. In the case of simulation, this information is provided by the simulator itself. In the case of experiments with the physical robot, this data is provided by an implemented Fast-SLAM [98, 97] system, a modified version of ORB-SLAM [110] or by a ceiling camera connected to the RoboCup SSL vision system [181].

2. The location information, in the form of \((x, y, \theta)\), is used to compute the firings of place cells and head direction cells.

3. The PC and HDC information is combined and fed to the Q-Learning/actor-critic action selection.
4. In parallel with 3, all other possible behaviors (e.g., sensor based behaviors, exploration behaviors) are executed. The relevant information is fed to them and they assign a value for each possible action.

5. All action values are added and the most valued action is selected.

6. The agent is moved using the selected action.

7. The arrived state is observed and QL/V tables are updated, according to Eq. 4.6 or 4.8 - 4.10. Notice that the computation of the arrived state involves observing the location, computing PC and HDC firings and combining the information again. This has been left out of the diagram for the sake of simplicity.

Figure 4.5: Flow of events for the navigation model.
CHAPTER 5
MULTI-SCALE OPEN MAZE MODEL

5.1 Introduction

This chapter\textsuperscript{1} introduces a first approach to modeling the effect that multiple scales of representation have on learning.

The model consists of three scales of place cells that serve as input to a reinforcement learning algorithm. It is tested in a Morris like experiment, with an additional cued component.

The following sections describe the model, the performed experiments and the obtained results. Then, results are discussed and conclusions are drawn.

5.2 The Model

This spatial cognition model is comprised of six main modules, described below and shown in Figure 5.1.

It has been proposed that navigation involves the interaction of four components: place cells, head direction cells, local view and path integration [130, 166]. We consider our path integration and local view components as solved. Namely, place cell firing values are derived from sources of location information directly, rather than computing them from path integration and visual information, as will be explained in the Experiments section. Thus, we focus in this work on the place cell and head direction cells components and their contribution to learning using multiple scales. Our model uses this multi-scale representation as the information source for a reward driven learning system [79].

5.2.1 Modules

5.2.1.1 Place Cell Module

This module calculates the firing of a population artificial place cells. They take the current position $x$ of the robot as input and calculate the firing rate as Eq. 5.1, where $f_i$ is the firing rate

\textsuperscript{1}Portions of this chapter have been previously published in Neural Networks, 2015, 72: 62-74, and have been reproduced with permission from Elsevier
of cell $i$, $c_i$ its preferred location and $\Sigma_i$ its covariance matrix. Namely, each cell fires according to a 2D Gaussian function with a center on each place cell preferred position, as modeled by O’Keefe and Burgess [114].

$$f_i = \exp \left( - \frac{(x - c_i)^T \Sigma_i^{-1} (x - c_i)}{2} \right)$$  \hspace{1cm} (5.1)

The key of this work involves the use of different scales of place cells, which we map to choosing different $\Sigma$. The covariances matrix are always of the form $\sigma^2I$, where $\sigma^2$ models the specificity and $I$ is the identity matrix.

### 5.2.1.2 Head Direction Module

This module computes the firing of a population of artificial head direction cells. This module takes the current heading $\theta$ of the robot and computes the firing rate of each cell as Eq. 5.2, where $f_i$ is the firing rate of the $i^{th}$ head direction cell, $\sigma^2$ its variance and $\theta_i$ its preferred orientation. Thus, this cells are also computed as a Gaussian function with the peak in the cell’s preferred value.
The variance of head direction cells is also varied to obtain multiple scales of representation of the current heading.

\[ f_i = \exp \left( \frac{-(\theta - \theta_i)^2}{2\sigma^2} \right) \]  \hspace{1cm} (5.2)

5.2.1.3 Multi-Scale QL Module

This module performs Q-Learning on the information provided by the place cells and head direction cells, as explained in chapter 4. Place and orientation information is obtained by selecting all possible pairs from both sets and computing the resulting activity as the product of both the place cell and head direction cell. This combined source of information is passed onto the QL module with a symmetric connectivity to value estimation and action selection, since QL does not separate the two.

5.2.1.4 Taxic Behavior Module

This behavior moves towards a visible goal. It works cooperatively with the QL learning module by assigning a fixed value to the action that will take the robot to the goal. In the framework proposed by Guazzelli et al. [59], this module corresponds to the execution of the affordance of going to a visible goal.

5.2.1.5 Exploration Behavior

This module promotes exploration in early phases of an experiment. The exploration value is calculated as shown in Eq. 5.3, where episode is the episode number, maxReward is the maximum reward possible given to the robot, and \( \beta \) is a given parameter that models how fast the exploration value decays. Higher values of \( \beta \) mean slower decay, and thus, a higher exploration gain.

\[ \text{expval} = \text{maxReward} * 0.5 * \exp(-\text{episode}/\beta) \]  \hspace{1cm} (5.3)

5.2.1.6 Wall Avoidance Behavior

This module also works cooperatively with the QL learning module. It prevents the robot from bumping into walls by assigning negative values to the actions that would lead to them.
5.2.1.7 Action Selection

In order to select an action, a linear combination of each action value provided by the different modules (QL, Taxic, Exploration, Wall Avoidance) is performed. The action with the greatest value is chosen as the next action to execute in a winner-take-all fashion, as explained in chapter 4.

5.2.2 Model Implementation Details

The model was implemented using the Mobile Internet Robotics (MIRO) [172] simulator and the Neural Simulation Language (NSL) [171]. The same model implementation, with the exact same parameters, was used for both the continuous simulated environment and the real robot one. The only difference was whether the model moved a simulated robot or the real one after each decision.

The robot possible actions consisted on: go forward 0.05 meters, rotate $\frac{\pi}{8}$ to the left and rotate $\frac{\pi}{8}$ to the right. Note that the actions are relative to the robot.

The state for this algorithm was comprised of location and orientation information. Orientation information was needed due to the fact that rotations were coded in the robot’s frame, so it needed to be aware of its orientation to make the right choice.

Location was encoded using Gaussian place cells fields, as explained earlier. Three layers were used of 100 uniformly distributed place cells each. Place field diameter was varied from 0.10 to 0.6 meters throughout these layers, corresponding to data reported on dorsal and medial hippocampus [92]. The activation function was nullified if it was lower than 0.2 for computational reasons.

Orientation was also encoded using Gaussian head direction cells. Four layers of orientation functions were used and the selectivity varied from $\pi$ to $\pi/16$. The number of functions per layer varied depending on the selectivity in this case.

Soft-states were computed by combining all possible location and orientation cells activity levels. The resulting activity was computed by multiplying the activity of the individual cells as shown in Eq. (5.4), where $x$ represents a 2D location, $\theta$ is the robot orientation, $x_s$ is $s$ preferred location, $\theta_s$ is $s$ preferred orientation, $\sigma$ variables are the specificities of $s$ for location and orientation and $g$ represents a non-normalized Gaussian function.

$$A(s, x, \theta) = g(x, x_s, \sigma_{s,x}).g(\theta, \theta_s, \sigma_{s,\theta})$$ (5.4)
Table 5.1: Model parameters and their default value.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate $\alpha$</td>
<td>$0.1$</td>
</tr>
<tr>
<td>Exploration decay rate $\beta$</td>
<td>$1$</td>
</tr>
<tr>
<td>Number of place cell layers</td>
<td>$3$</td>
</tr>
<tr>
<td>Place cell diameter</td>
<td>$(0.1, 0.3, 0.6)$</td>
</tr>
<tr>
<td>Place cells per layer</td>
<td>$100$</td>
</tr>
<tr>
<td>Number of head direction cell layers</td>
<td>$4$</td>
</tr>
<tr>
<td>Maximum head direction cell width</td>
<td>$\pi$</td>
</tr>
<tr>
<td>Minimum head direction cell width</td>
<td>$\frac{\pi}{16}$</td>
</tr>
<tr>
<td>Step size</td>
<td>$0.05m$</td>
</tr>
<tr>
<td>Step angle</td>
<td>$\frac{\pi}{8}$</td>
</tr>
</tbody>
</table>

Table 5.1 summarizes the default parameter values for the model.

5.3 Experiments

5.3.1 The Goal-Oriented Navigational Task

We chose a dry version of the Morris [101] water maze as our test bed for the navigation model. In this task, the robot navigates an $2m \times 2m$ square environment to go from the initial position to a fixed location goal. Once the robot reaches that interest point, an episode is considered finished. Many episodes are needed for the robot to learn a suitable navigation policy that will take it to the goal faster.

The robot is able to make three types of movements: turn right, go forward or turn left. After a turn, a forward motion is followed. In the presence of obstacles, subsequent turns are made until a forward motion can be carried out.

For our experiments, the individual was always put in the middle of the field, facing in the opposite direction to the goal.

The goal position is visible to the animal within a $0.4m$ radius.

Figure 5.2 illustrates the experiment setup.

5.3.2 The Experiments

We first tested the algorithm on a continuous and stochastic simulated environment to evaluate the multi-scale algorithm’s performance in comparison to a single layer model. Then, we applied
Figure 5.2: Experiment 1 and 2 setup. Experiment 1 (a): Morris square dry maze. The grey circle at the bottom represents the goal, the blue semicircle the region where the goal is visible, within a 0.4m radius, and the green dot and arrow the initial position and orientation. Experiment 2 environment (b): the robot is in the initial position and orientation with a patch on top for the SSL vision system to recognize. The black and white squares are the ARToolkit markers used by the SLAM system. The white line stripes at a fixed height used for wall detection is also shown.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Domain</th>
<th>Action</th>
<th>Outcome</th>
<th>Simulated/Physical</th>
<th>Location Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Continuous</td>
<td>Stochastic</td>
<td>Simulated</td>
<td></td>
<td>Global Vision</td>
</tr>
<tr>
<td>2</td>
<td>Continuous</td>
<td>Stochastic</td>
<td>Physical</td>
<td></td>
<td>Local Vision</td>
</tr>
</tbody>
</table>

the policies learned during the simulation to a physical robot navigation task, to validate the system performance under real environment conditions.

A more detailed description of each experiment is included next, while table 5.2 summarizes the main characteristics for all experiments. A description of the implemented robot programs for the experiments is included at the end of this section.

5.3.2.1 Experiment 1 - Simulated Robot Task

In this experiment we compared the performance of the proposed learning algorithm using three scales at once and using each of those scales of representation separately. The single scale systems were implemented using the soft state QL with only one scale for all place cells.

Table 5.3 summarizes the groups used in this experiments with their place field diameters.

Noise was added to the outcome of each movement performed by the robot. The added noise was sampled from a uniform distribution in the interval \([0, 2 \times m]\) where \(m\) is the magnitude of
Table 5.3: Experiment 1 (left) and 2 (right) groups.

<table>
<thead>
<tr>
<th>Group</th>
<th>Place Field Diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-Scale</td>
<td>(0.1, 0.3, 0.6)</td>
</tr>
<tr>
<td>Small Scale</td>
<td>0.1</td>
</tr>
<tr>
<td>Medium Scale</td>
<td>0.3</td>
</tr>
<tr>
<td>Large Scale</td>
<td>0.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lernen</td>
<td>Policy learned through simulation and executed in the physical robot.</td>
</tr>
<tr>
<td>Naive</td>
<td>The physical robot with no policy learned.</td>
</tr>
</tbody>
</table>

the movement, i.e. meters traveled or radians turned. Namely, a 0 – 20% noise was added to each movement. This was done in order to simulate physical robot conditions more accurately.

No noise was added to the position information provided to the robot.

Figure 5.2 shows the experiment setup. The robot started always from the same position and the goal position was fixed. An experiment consisted on a number of episodes that ended when the robot was able to reach the goal. One hundred different individuals were simulated, with 25 episodes each.

5.3.2.2 Experiment 2 - Physical Robot Tests

This experiment consisted of performing the same goal reaching task using a physical robot.

Figure 5.2 shows the testing environment. It consisted of a 2 × 2 m side square with small walls. In each side, an artificial marker was placed for the robot to use as landmark in a small Fast-SLAM system. In the physical robot experiment, position information was derived from local sensory information, as opposed to using global information like it was done in the simulation tests.

Each wall also included a white line stripe at a known height to allow the robot to derive the distance to them using monocular vision.

A differential robot powered by AX-12 motors was used. It used a BeagleBone Black single-board computer and a web camera as its only sensor. All sensory information was processed on-board, including landmark and wall detection. Piloting algorithms and self-motion computations were run on-board as well. Finally, the implemented visual Fast-SLAM system was also run on-board. The robot program with the MSQL algorithm, however, was run off-board on a personal computer, connected to the robot using a Bluetooth network (PAN).
A global camera recorded the robot position at each iteration using the Small Size League vision software [181]. This information, however, was not made available to the robot program during the decision making process.

A policy was learned during 25 simulated iterations. Then, the policy was loaded into the robot and one episode was carried out.

As a comparison, a robot without knowledge was put to perform the same task.

Table 5.3 shows the groups used in this experiment.

Each individual started at the center of the maze, as shown in Figure 5.2. Before the beginning of the experiment, an initial routine of twelve 90 degree rotations was performed. This allowed the SLAM system to build a stable map in a similar coordinate system as the global camera, because the coordinate frame is not determined by the initial position of the robot, but by the map of the surviving particles in the Fast-SLAM algorithm. The episode ended when the robot was within a radius of 0.4m of the goal.

The SLAM system position was fed to the place cell layer to compute the firing values at each iteration. Namely, the location information used to determine the firing values of the artificial place cells was derived from local sensory information only.

Six different individuals were used for each group.

5.4 Results

5.4.1 Experiment 1

Figure 5.3 shows the average number of steps needed to reach the intended goal as a function of the episode number. The default model parameters were used for this experiment, namely $\beta = 1$ (exploration decay, Eq. 5.3) and $\alpha = .9$ (learning rate, Eq. 4.5). Standard deviation per repetition is also shown.

An ANOVA test was done for each group to compare the completion times for episodes 1 and 100. A statistical difference was found in all cases ($p < 0.05$).

In order to assess the impact of the exploration decay parameter on the robot performance we tested different configurations. Figure 5.4 shows the time to reach the goal for all groups over 100 individuals, for a fixed $\alpha$ of 0.9 and different $\beta$ values.
The groups Multi-Scale and Large Scale behaved similarly, so we include a Table 5.4 with results of an ANOVA test and Tukey HSD post-hoc for each $\beta$ value. The tests were carried out using the completion times for the second half of the episode, i.e. the last 50 trials.

Adding to this, we include sample paths from different values of $\beta$, for different groups, at different episodes, shown in Figure 5.5.

Figure 5.6 shows policies acquired after the 20th repetition for the Multi-Scale group for exploration values of $\beta = 0$ and $\beta = 1$. In order to plot the policy, a grid of sampling points was laid out over the environment. Then, the simulated robot was placed in every point and the orientation was varied. For each orientation, the value of the most valued action was taken. The orientation that gave the maximum expected value was plotted in each sampling point.

We also executed the experiment for different values of the learning rate parameter $\alpha$. Figure 5.7 includes the finishing times for each episode, averaged over 100 individuals, for all groups.

Figure 5.8 shows two sample paths corresponding to episode 50 for one individual of the Multi-Scale group, for $\alpha$ values of 0.4 and 0.9.
5.4.2 Experiment 2

Figure 5.9 shows the number of steps needed to reach the goal for the simulated learned policy tested on the robot. The Naive group had no learned policy, whereas the Learned group used the policy learned through 25 simulated repetitions.

A t-test was run on this data to check for significant difference of means. The groups means were found to be significant ($p < 0.05$).

Figure 5.10 shows two sample paths, one from each group.

5.5 Discussion

5.5.1 Experiment 1

An initial experiment using the model default parameters showed faster learning and a better asymptotic solution for the Large Scale and Multi-Scale groups than for other groups.
Table 5.4: ANOVA test and Tukey HSD post-hoc results for the Multi-Scale and Large Scale groups, for all experiments varying $\beta$.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>Mean Difference (Large - Multi)</th>
<th>$p$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.31</td>
<td>0.05</td>
</tr>
<tr>
<td>0.03125</td>
<td>3.82</td>
<td>0.078</td>
</tr>
<tr>
<td>0.0625</td>
<td>6.51</td>
<td>0.0033</td>
</tr>
<tr>
<td>0.125</td>
<td>5.75</td>
<td>0.017</td>
</tr>
<tr>
<td>0.25</td>
<td>2.34</td>
<td>0.608</td>
</tr>
<tr>
<td>0.5</td>
<td>8.56</td>
<td>0.00057</td>
</tr>
<tr>
<td>1</td>
<td>-0.65</td>
<td>0.997</td>
</tr>
</tbody>
</table>

Tests were carried out to assess the impact of the exploration parameter $\beta$ on the completion time and several interesting phenomena were observed. A sudden drop in completion times can be observed in almost all cases, see Figure 5.4. This drop is more noticeable for the Small and Medium Scale groups. This drop seems to occur earlier as the exploration decay velocity is increased. We attribute this to the fact that exploration is done by assigning a decaying value to a random action. Then, when learned action values meet this decaying value, the learned policy takes control and no more time is wasted in exploration.

In the case of the Small Scale and Medium Scale groups, there was a second drop in completion times late in the experiment. Our model assigns an infinitesimal value to forward motions to favor
them over rotations in case of a complete tie. When the exploration value decays below this value, forward motions are favored over rotations. Then, the strategy turns into a route navigation [129] one, in which the simulated robot went forward until it reached a wall, turned and repeated the action, as seen in Figure 5.5a. For a given number of place fields, the Small and Middle layers are not able to cover as much of the environment as the other two groups. The Small and Medium groups might therefore not be able to learn across the whole field and perform actions that would take them out of this suboptimal route navigation strategy. This is supported by the fact that the Medium Scale group shows an increasing tendency to default to this behavior, showing a second decay in completion times, as exploration decays faster.

The Large Scale and Multi-Scale groups, on the other hand, showed more optimized learned paths, such as the one shown in Figure 5.5b.

Differences in the learned policies for different values of exploration can be appreciated. Slower exploration decay allowed the simulated robot to explore more of the environment, learning the proper action to perform at every possible point. This resulted in more coherent policies, see Figure 5.6.

Additionally, we observed that the Large Scale and Multi-Scale groups behaved similarly for all exploration parameters, see Figure 5.4. They showed a faster initial learning (first 10 episodes)
However, we observe that the navigation problem has a suboptimal but simple praxic solution, by decreasing exploration, learning speed is increased. Specially in the case of the small scale the Multi-Scale group.

\[
\alpha = 0\]

Individuals per group for different values of the learning rate parameter \(\alpha\). The exploration decay parameter \(\beta\) was fixed at .125.

than the other two groups for all exploration parameter values. However, this relation was inverted once the other groups fell into praxic strategies. Statistical analysis showed some significant, but slight, differences in the average completion time for some exploration parameter values, favoring the Multi-Scale group.

One interesting phenomena with regards to exploration could be observed. It would seem that by decreasing exploration, learning speed is increased. Specially in the case of the small scale system, which reaches a stable suboptimal solution sooner, as the exploration energy is reduced. However, we observe that the navigation problem has a suboptimal but simple praxic solution, as the one shown in figure 5.5. Namely, the problem can be solved by always going forward and turning at the walls always in the same direction. This solution could be learned fast by the model,
as it only needed to learn the advantages of going forward and acquire a turning bias. Then, when exploration energy was low and no better solution had been learned, the individuals tended to use this solution, which despite being suboptimal, it allowed the animat to reach the platform quite fast.

Variations in the learning rate parameter showed the greater learning potential of the Large and Multiple Scale groups. At higher values of $\alpha$, these groups were able to continue learning until they improved completion times with respect to those achieved by the Small and Medium Scale groups.

Summarizing, this experiment has shown that large and multi-scale representations serve as a better source of information for this navigation task. We attribute this to the fact that they provide a better coverage per place field and that they allow for faster generalization of the learned value of a certain region. This goes in line with the fact that the ventral portion of the hippocampus has more projection to value estimation regions, such as the ventral tegmental area [50, 5]. Namely, the presence of large place fields allows for a faster propagation of the reward values to the rest of the environment. The fact that the less accurate cells are a better source of information for
navigational decision making could seem counter intuitive. However, the fact that many fields overlap in a given place and that the value of an action is computed as a linear combination seems to compensate for the lack of precision of each individual field. The finding that the Multi-Scale group is significantly better for most exploration parameter values indicates that the presence of small cells is also beneficial.

5.5.2 Experiment 2

Experiment 2 was challenging to the algorithm for various reasons. This experiment involved the use of local sensory information to derive the robot location. Thus, the algorithm had to cope with noise in the reported position when making action selection decisions. What is more, there could be noise in the learning process when pose correction events occurred in the underlying SLAM system. After performing a single motion, the robot could find itself suddenly far away from its original position, due to re-localization in the SLAM system. Then, the algorithm would erroneously update the value of the performed action in the previous state.

The levels of motion noise of the real robot were also greater than those used in the simulator. Despite this, the physical robot was able to execute a policy learned in simulation and significantly reduce completion times.

The paths reported by the global camera system show how the learned robot was able to reach the target faster (Fig. 5.10).

![Sample paths for the robot showing the position reported by the global camera system, for the Naive group (a) and Learned group (b). The additional gray circles (north, east and west) indicate the position of the landmarks used by the SLAM system.](image)
CHAPTER 6

MULTI-SCALE ROBOT NAVIGATION LEARNING ALGORITHM

6.1 Introduction

This chapter uses what was learned from the previous chapter to propose an algorithm for robot navigation learning. It focuses on applying a Multi-Scale RL algorithm to the robot navigation domain. First, we implemented a proof of concept test scenario inspired in the taxi problem introduced by Dietterich [38]. By doing so, we are able to compare it to standard learning algorithms that work on discrete spaces. Then, we applied the algorithm to a real continuous navigation problem, based on the same taxi scenario.

This chapter incorporates tests against a widely used learning algorithm, a canonical Q-Learning. It also incorporates the presence of inner obstacles in the environment, which the model in the previous chapter does not account for. This demands for modifications in the model, as explained below.

The following sections introduce the task, the algorithm, the experiment results and discussion.

6.2 The Task

The task develops in a discrete, grid-like, world and consists of learning to navigate to a certain position to pick a passenger, and then navigate to another position to drop the passenger. The passenger and drop-off sites are always picked from four fixed interest points (Y, R, G, B) [38].

For the first experiment, we kept the discrete state hypothesis to test the algorithm’s behavior and be able to visualize certain aspects of its dynamics more easily. We enlarged the taxi problem arena to be 20 squares sided and kept the original 4 interest points (Y, R, G, B). Figure 6.1 shows the problem map and the robot in its starting position. This experiment also allowed us to compare the algorithm against a canonical QL implementation to test the hypothesis of faster learning times.

Then, for the second experiment, we implemented a continuous state simulated version of the same taxi problem to test the algorithms real potential over a continuous environment.
Figure 6.1: The discrete taxi problem enlarged to a $20 \times 20$ grid. The robot is in the center cell heading upwards. The letters Y, R, G and B denote the interest locations. Zoomed sections were included on the regions of interest to facilitate visualization.

6.2.1 Discrete Taxi Problem Experiment

The task we wanted our robot to learn consisted of the first half of the taxi problem. Namely, we wanted our robot to go from the initial position to a randomly picked interest point. Once the robot reached that interest point, the episode was considered over. The robot had knowledge of which point it wanted to reach but no prior knowledge of where those points where.

The robot location was fully described by the Cartesian coordinates of the grid cell it was in, as well as the robot orientation. The latter could take values multiple of $\frac{\pi}{2}$.

At every iteration, the robot performed one of four possible actions, going North, South, West or East. After going in any direction, the heading of the robot was updated to match that direction.

We ran 100 episodes for 100 different agents executing the canonical QL agent and 100 agents executing the Multi-Scale QL agent.

6.2.2 Continuous Taxi Problem Experiment

We also implemented a simulated continuous version of the taxi problem using the Mobile Internet Robotics (MIRO) [172] simulator and the Neural Simulation Language (NSL) [171].

In this version the field side was $2m$. Figure 6.2 shows the environment and the robot initial starting position.

The robot possible actions consisted on: go forward 0.05 meters, rotate $\frac{\pi}{8}$ to the left and rotate $\frac{\pi}{8}$ to the right. Note that the actions are relative to the agent now. Additionally, uniformly distributed noise of up to 5% of the motion’s magnitude was added at each step, both to linear
and rotational movements. We consider the addition of noise to be important, as it reflects the kinematics of a real mobile robot more accurately. It also prevents the agent from always being in a discrete finite subset of possible states due to the motion commands being too regular.

We ran 100 episodes for 64 different agents executing the continuous version of the algorithm. To simplify analysis, the goal was kept fixed to the blue goal for this experiment.

6.3 The Algorithm
6.3.1 Discrete Algorithm

Two different agents were put to solve the task. First, a canonical QL was implemented. The state was comprised by three nominal values: two for the Cartesian coordinates and one that coded the intended place to reach.

The Multi-Scale agent was implemented by coding the state with two layers of soft-states. The first layer was equivalent to the usual grid states, as the states were active only when the robot was in the preferred cell. The second layer was implemented using less selective soft-states, which activity was determined by Eq. 6.1, where $x$ is a cell in the grid, $x_s$ is state $s$ preferred cell and $\text{manh}(a, b)$ is the Manhattan distance between cells $a$ and $b$. Figure 6.3 shows the activation of a cell with preferred location at the center of the grid, for the first and second layer.
Figure 6.3: Cell activation pattern for the Multi-Scale agent. The cell’s preferred position is at the center of the grid. The level of red shows the activation value when the agent is at that cell of the grid. The closer to the cell’s preferred position, the greater the activation. The first layer (a) only fires in the preferred location, whereas the second layer (b) fires in the 9-neighborhood of the preferred location.

\[
A(s, x) = \begin{cases} 
1 & x = x_s \\
.8 & \text{manh}(x, x_s) = 1 \\
.7 & \text{manh}(x, x_s) = 2 
\end{cases}
\]  \hspace{1cm} (6.1)

Both algorithms were working cooperatively with a greedy taxon behavior [59], which consisted of approaching the goal when it was visible to the agent. The goal was considered visible if it was in the agent 180 degree visual field, no wall occluded the goal and it was at most 4 squares away from the agent. The taxon behavior assigned a fixed value to the action that moved towards the goal. We believe the incorporation of these sensor oriented behaviors are a good way to fill the gap between theoretical RL and its application to robotics.

Additionally, a cooperative exploring behavior assigned a fixed value to a random action. No \(\epsilon\)-greedy approach was implemented in the RL algorithms. We believe that by keeping the exploration component separated from the RL algorithm, more sophisticated exploration algorithms can be incorporated. This algorithms may rely on data that is not available to the RL component or may be to complex too get in the RL loop.

Finally, the values for every action from all cooperative behaviors were added, and the action with the greatest value was picked in each iteration.
Figure 6.4: Multi-scale cell activation in the presence of a wall. The cell’s preferred position is at the center of the grid. The level of red shows the activation value when the agent is at that cell of the grid. The closer to the cell’s preferred position, the greater the activation. If a wall is between the agent and the cell’s preferred location, the cell will not be active (left of the wall).

Table 6.1 shows the parameters used for each agent. Both algorithms were calibrated by trial and error, trying to keep both configurations as similar as possible. The value for $\gamma$ was initially set to 1 for both algorithms, as there was no real need for a discount factor due to the episodic nature. However, it was observed that this parameter helped the multi-scale version stay out of local minima. The robot was given one of two different values of rewards. If it reached the goal, the Goal Reward was given, whereas the Non-Goal Reward was given otherwise.

Another important aspect to mention is that soft-states with activity at both sides of any wall was deactivated completely. In other words, if a less selective soft-state had its preferred value in one side of a wall, but was active when the agent was in the other side too, the state was disabled. Figure 6.4 illustrates this. This was necessary to avoid the conformation of absorbing local minima that occurred after the update of these less selective states with an action that led the agent towards that wall.

### 6.3.2 Continuous Algorithm

The state for this algorithm was comprised of location and orientation information, as well as the intended place to reach. Orientation information was needed due to the fact that rotations were coded in the robot’s frame, so it needed to be aware of its orientation to take the right choice.

Location was encoded using Gaussian activation functions of the distance to a preferred location. At first, single scale experiments were carried out, testing cell radius of 0.2 to 0.4. Then, multi-layer experiments were carried out. Two layers of 20000 uniformly distributed functions each were used.
Table 6.1: QL algorithms parameter values.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Canonical QL</th>
<th>Multi-scale QL</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1</td>
<td>0.9</td>
</tr>
<tr>
<td>Goal Reward</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Non-Goal Reward</td>
<td>$-5$</td>
<td>$-5$</td>
</tr>
<tr>
<td>Taxon Value</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Exploration Value</td>
<td>25</td>
<td>25</td>
</tr>
</tbody>
</table>

The selectivity, or variance, of the Gaussian function was varied from 0.2 to 0.35 meters throughout these layers. The activation function was nullified if it was lower than 0.2 for computational reasons.

Orientation was also encoded using Gaussian activation functions of the distance to a preferred orientation value. Four layers of orientation functions were used and the selectivity varied from $\pi/2$ to $\pi/16$. The number of functions per layer varied depending on the selectivity in this case.

Soft-states were computed by combining all possible location functions, orientation functions and intended place. The resulting activity was computed by multiplying the activity of the individual functions, where the intended place was coded with an indicator function, as shown in (6.2).

$$A(s, x, \theta, p) = g(x, x_s, \sigma_{s,x}).g(\theta, \theta_s, \sigma_{s,\theta}).1_{p=p_s} \quad (6.2)$$

Variable $x$ represents a 2D location, $\theta$ is the robot orientation, $p$ is the goal place, $x_s$ is $s$ preferred location, $\theta_s$ is $s$ preferred orientation, $p_s$ is $s$ goal place, $\sigma$ variables are the specificities of $s$ for location and orientation and $g$ represents a non-normalized Gaussian function.

As with the discrete algorithm, cells did not activate across walls.

The continuous algorithm was implemented using an actor-critic architecture, instead of a Q-Learning one, in order to allow to test asymmetric contributions to value and action-value estimations, as discussed in 4.4.1.
6.4 Results

6.4.1 Discrete Taxi Problem Experiment

Figure 6.5 shows the average number of steps to reach the goal as a function of the episode number taken over all 100 agents.

In addition, we performed an analysis of variance (ANOVA) test on the number of steps as a function of episode number and algorithm. This was done to determine if there was any range of episodes in which there was statistical significant difference on the number of steps it took to reach the goal between one method and the other. We found that the number of steps was significantly different from episodes 29 to 84. There were other episodes with significant difference, but the mentioned segment was the largest range found with uninterrupted significant difference.

In order to illustrate the workings of the algorithm, we included Figure 6.6, in which the Q value of each cell is plotted for a random individual at the start of the third episode of going to goal B. The value shown in Eq. 6.3 is taken for every cell and plotted as a heat-map, where dark blue corresponds to one time the exploration value and white corresponds to 0. We compared to the exploration value because at this point, the RL algorithm starts driving the agent as it overrides the exploration behavior.

\[
\frac{\max_a Q(s,a)}{\text{explorationValue}} \tag{6.3}
\]
6.4.2 Continuous Taxi Problem Experiment

Figure 6.7 shows the runtime in simulation steps for a single layer going to goal B exclusively, for different cell sizes. Cell sizes of 0.3 and 0.35 are able to learn the task, converging to a lower runtime.

Figure 6.8 shows the runtime for goal B, for the multi-scale system. Two different ways of using the place cell output were tested (see 4.4.1):

- Using both layers to estimate the value function $V(s)$ and action values $Q(s,a)$ indistinctly (Symmetric group)

- Using the larger cell layer to estimate the value function $V(s)$ only, and the smaller cell layer to estimate the action values $Q(s,a)$ only (Asymmetric group)
6.5 Discussion

The experimental outcomes of the first experiment have met our working hypothesis predictions. This experiment, performed in a discrete domain has shown that the algorithm converged faster than a canonical implementation, for the chosen, very similar, sets of parameters. We attribute this phenomena to the less selective states, which change the Q values of larger regions upon an update event.

Figure 6.6 qualitatively shows how the value function surface changes radically between algorithms after just 2 episodes.

Quantitatively, the results thrown by the significance test have shown that the multi-scale algorithm converges faster to lower latencies than the canonical one for these sets of parameters. The canonical QL algorithm does not seem to converge to a steady value, and is certainly far from optimal (observe that the optimal has to be less than twice the scenario length). Thus, we would have to carry out further tests before being able to conclude on the quality of the obtained policies.

The second experiment tested the algorithm in a continuous environment, opposite to enforcing a discrete set of states. The test over cell radius shows that large cells of 0.3 to 0.35 m radius are
needed to properly learn the task in 100 episodes. Agents with lower cell radius failed to learn a policy that reaches the goal. Inspection of their paths show that they timeout in later episodes because they have learned negative values associated to the effort of moving towards the goal, but the value of reaching it could not propagate backwards fast enough. Consequently, they avoid the goal area whatsoever. Individuals with larger cell sizes failed for a different reason, they learned incorrect policies, which kept them doing rotation motions in specific places of the environment. In order for a RL algorithm to converge, all states must be visited with probability \( p > 0 \) in the future [155], which does not hold in this setup due to exploration being bounded for practical reasons.

It is worth noticing that a radius of 0.3 m is large for a place cell in a 2 m × 2 m environment. Given that the activation of the final units is a multiplication of both place and head direction modulation (Eq. 6.2), the effective range of the cell is reduced, which explains the need of larger cells than those found in nature.

Taking values around the effective cell sizes, symmetric and asymmetric contribution to value and action-value estimation were tested. All tested values seem to have learned a policy that lowers the runtime. Comparing them, however, is difficult because it depends on the criteria being used (e.g. lower median or lower spread). Despite this, some general conclusions might be drawn:

- When small cell radius is small, the asymmetrical system is more stable. The asymmetric group uses these to estimate action-values only, where as the symmetric group uses half of them to estimate value and half to estimate action-values. This implies that small cells are not appropriate to estimate value. This is consistent with subsection 4.4.1.

- When small cell radius is large (0.25 m and 0.3 m), the symmetrical system seems to outperform the asymmetrical one, with lower and more stable runtimes in later episodes. This implies the learning algorithm benefits from using large cells for action-value estimation. This behavior was not predicted by our working hypothesis stated in subsection 4.4.1. However, it seems reasonable that provided there is enough size for value propagation to occur, larger cells can benefit action selection, even in the presence of obstacles.


CHAPTER 7

MULTI-SCALE MODEL FOR A NOVEL TASK

7.1 Introduction

This chapter introduces the application of multi-scale learning to a task that is also a contribution of this dissertation (in collaboration with Fellous Lab).

The task was designed with complexity in mind: the original hypothesis was that the larger scales of representation would be needed more as the complexity of the task increased. This could explain why larger scales are not essential in a simple Morris maze task, but are in more complicated tasks (see Discussion).

Thus, the task involves multiple goals, cued and delayed cued goals, semi-dynamic environments and hippocampus deactivation.

The task was run concurrently on agents executing the model (simulated and robots) and in real rats (Fellous Lab). Thus, we were able to compare results and attempt to provide explanations to the observed phenomena in the context of this newly designed task.

The next sections present the task and the model, the obtained results and a discussion with an emphasis on modeling the biological system (the rat).

7.2 The Task

The task consisted of training an individual animat (i.e. artificial animal) to learn a goal-oriented navigation task and then performing a recall session on a modified environment, where obstacles are introduced into the environment. Eight feeders were laid over a 1m diameter circular open field maze. The feeders' angular position was distributed uniformly. Feeders could also be cued, i.e. drawing the attention of the animat/animal towards it. In the real rat version, A LED was placed above each feeder to use as queue when needed (see below). In the animat version, information on which feeder was being cued was provided to the model. Figure 7.1 shows the layout of the maze.
Figure 7.1: The experiment layout. (a) The maze layout. The circles represent the feeders, with the set represented in red. Black lines show the walls in the environment (b) A sample disposition of obstacles for the recall phase. The interior black lines represent the placed obstacles.

For each experiment, a subset of three feeders, known as the set, were selected to give rewards, whereas the other ones did not have food at any time [69]. The set of 3 feeders was fixed throughout the experiment although rewards were not always offered to the animat, as explained below.

The experiment consisted on three different phases:

1. First, a **non-delayed cue** phase was executed. A feeder was picked from the set and a light on top of it was flashed until the animat fed from it. This was repeated 100 times.

2. A **delayed cue** phase was then executed. In this phase, no feeder flashed initially. The animat was allowed to go through the feeders freely and without flashing cues. If enough time passed without the animat feeding from one of the 3-feeder set, one of them was flashed until the animat reached a correct feeder. This phase was executed until the animat consecutively reached 15 feeders from the set, without making any mistake (wrong feeder) and only reaching two flashing feeders in those 15.

3. The last phase, called **delayed cue with obstacles**, only differed from the previous one in that a set of small obstacles was placed in the environment. The obstacles consisted on 12.5 cm wide barriers. Some of them were put against the maze wall, whereas the rest were placed towards the middle of the maze. Some of the barriers near the wall were placed together to form a bigger (25 cm) barrier. Figure 1b shows a normal barrier layout.
Figure 7.2: The model of spatial navigation. Hippocampal place cells are arranged in three layers along the longitudinal axis. The layers output is differentially projected to a value estimating complex, where information is input to the nucleus accumbens (Nacc) and relayed to the dopaminergic ventral tegmental area (VTA), and to action selection structures, composed by the dorso-medial striatum. The striatum also receives input from the PFC indicating the current state of the task (8 possible states, one per feeder) and from subicular head direction cells. Head direction cells have also different scales of representation (the response is shown curve inside each unit). Dopaminergic error signals are projected to the dorso-medial striatum, where they are used to learn the association between situations (stimulus) and actions (response). Additionally, visual information drives a taxic behavior module (dorsolateral striatum), and a still exploration module. All action selection information (circle with arrows represent actions) converges to a common structure for final action selection (Globus Pallidus), made in a winner take all fashion.

7.3 The Model

The model of navigation shown in Figure 7.2 is based on a reinforcement learning paradigm that uses information provided by the hippocampus (HPC), subiculum (SUB) and prefrontal cortex (PFC). The output of these regions is fed to a learning module comprised by the ventral tegmental area (VTA), dorso-medial striatum and ventral striatum (nucleus accumbens - NA).

7.3.1 Place Cells

The location of the animat is used to derive the firing rate of a set of place cells. The firing rate is determined by a Gaussian function of the distance to the cell's preferred location. Equation 7.1 shows the activation of cell $pc$, where $l$ is the animat's current location and $l_{pref}$ is the cell's preferred location. The parameter $\sigma$ models the location specificity of the cell.
Figure 7.3: Interaction between place fields and obstacles. (a) A normal place field. (b) A normal place field after an obstacle has been introduced. (c) A wall cell place field after an obstacle has been introduced.

\[
A(pc) = e^{-\frac{\text{dist}(l,lpref)}{\sigma}}
\]  

(7.1)

7.3.1.1 Interaction With Obstacles

This task involves the introduction of obstacles to a previously learned environment. It has been shown that obstacles interact with place cell firing patterns in many ways. It has been observed that cells can be silenced when obstacles are put within the cell’s field [108]. Placing obstacles also creates “wall” or “obstacle” cells that fire only when the obstacle is introduced [135], which may be explained by boundary vector cell input [84]. It has also been shown that cells which fire when an obstacle is placed near its preferred location, usually only fire on one side of the obstacle [135].

We model these findings by assigning the place units to two categories, normal cells and obstacle cells. Figure 7.3 shows the interaction of place fields and obstacles for both types of cells. We describe the firing equations below.

When an obstacle is next to a normal cell’s field, its firing is negatively modulated by a sigmoid function of the distance to the obstacle, as shown in Eqs. 7.2 - 7.4, where \( dtco \) is the distance to the closest obstacle, and \( r_{cell} \) and \( c_{cell} \) are the cell’s field radius and center respectively and \( l \) is the animat current location. The distance to the obstacle is normalized by the place field radius to obtain \( d \). Then, it is compared to the distance to the center to obtain \( d' \). Finally, a sigmoid function of \( d' \) defines the modulation factor \( m \) that will have a multiplicative influence in the cell’s firing. A linear function of \( d' \) is used, with constants \( a \) and \( b \).
\[ d = \frac{dcto}{r_{cell}} \]  
\[ d = \max \left( 0, d - \frac{\text{dist}(l,c_{cell})}{r_{cell}} \right) \]  
\[ m = \frac{1}{e^{a*(d-b)} + 1} \]  

Equation 7.5 shows the modulation of obstacle cells. Their firing is positively modulated by the presence of nearby obstacles (right factor) and inhibited if too far from them (left factor). For the inhibitory factor, a different constant \( b' \) is used in the linear mapping of \( d' \).

\[ m = \left( 1 - \frac{1}{e^{-a*(d-b)} + 1} \right) \left( \frac{1}{e^{-a*(d'-b')} + 1} \right) \]  

7.3.2 Head Direction Cells

Head direction cell firing is modeled as a Gaussian function of the angular difference to the cell’s preferred direction. Equation 7.6 shows the activation value of a head direction cell \( hc \), where \( \theta \) is the animat’s current heading, \( \theta_{\text{pref}} \) is the cell’s current heading and \( \sigma \) is the cell angular specificity.

The model includes different scales of representation for angular information as well. The angular specificity \( \sigma \) for each cell is drawn from the interval controlled by two system constants \([\sigma_{\text{min}}, \sigma_{\text{max}}]\), the minimum and maximum angular specificity.

\[ A(hc) = e^{\frac{\text{dist}(\theta, \theta_{\text{pref}})}{\sigma}} \]  

7.3.3 Task Units

Task cells signal the currently pursued sub-goal in the task. This information is needed given the multi-goal nature of the task. Namely, since there is more than one goal, the navigational decisions to be performed in a certain place depend on the currently pursued goal. The model includes eight task units, one per feeder, to represent this information. Relatedly, the multiple map hypothesis [129] proposes that some place cell activity depends not only on the location but on the current sub-task being carried out. Although it might be true that some place cells are
strongly tuned to the current sub-task after training, we model this information as coming from the PFC and meeting spatial information in the striatum. This would also produce a multiple map hypothesis, but the multiple maps would be first found in the striatum, upon the convergence of the place and state information.

7.3.4 Striatal Cells

Cells in the striatum, both dorsal and ventral, receive inputs from place cells (HPC), head direction cells (SUB) and task cells (PFC). We build on previous work in which place and heading information met for the first time in the NA [16]. Each cell in the striatum is tuned to respond to one cell of each input source. Figure 7.4 shows the response of one of these cells in a two-goal task. The cell is tuned to the pursuit of a particular goal, a particular head direction and a particular place.

The resulting activation of each striatal cell is computed as the product of the corresponding place, head direction and task cells’ activities.

7.3.5 Taxic Modules

Reinforcement learning algorithms usually devote a lot of time to randomly exploring the state-action space. In a navigational task, this would correspond to a rat that moves randomly with no directionality at all, until it learns a reasonable policy.
Rats, however, show great directionality in their movements while performing these types of tasks. Thus, three taxic modules were added to guide the animat to promising visual stimuli. These modules assume that the visual sensory information is fed to the dorsolateral striatum, which has been associated with cue responses and habitual learning [33]. Namely, our model’s taxic behaviors are implemented as already learned habitual stimulus-response associations. However, the sensory information is also fed to the ventral striatum and affects value estimation, as explained below.

The first two modules guide the animat to flashing and non-flashing feeders. They are treated different to reflect the prior knowledge the animal has about flashing feeders. The third one guides the rat to obstacles’ endpoints, providing a way to navigate through a maze of obstacles when no feeder is visible, nor previous knowledge of where to go is available.

All three modules make votes on each possible movement action depending on the expected reward of getting to the given visual stimulus. In addition, the votes are inversely proportional to the number of steps it would take the animat to reach the feeder or wall. Equation 7.7 summarizes this, where \( vr \) is a system parameter representing the expected reward associated with the visual stimulus, \( sr \) is the small negative reward given after each step to account for the motion effort and \( sn \) is the number of steps needed to reach that stimulus, computed from the angular and linear distances.

\[
vote_a = vr + sr \times sn \tag{7.7}
\]

In addition to voting for each action, the feeder related modules contribute to the value estimation of a given place or situation. Namely, if the animat is seeing a flashing feeder, the value of that location will be increased by the expected value of going to the flashing feeder. Value is also estimated using a constant expectancy and the number of steps it would take to reach the interest point.

This allows for the animat to learn the positive outcome of an action that takes it to a “promising place” where a feeder is first observed, before receiving the actual reward.

In addition, this allows to detect the negative outcome of trying to eat from a feeder without success. It is the contrast between the high value estimated by the taxic module and the zero outcome what produces a high error signal (or decay in dopamine release) upon failure.
7.3.6 Exploration

In contrast to what is usually done with RL algorithms, there is not a continuous exploration drive built into the model; the animat learns the proper actions by navigating using the taxic strategies and observing their outcomes.

However, some situations arise in which the system as a whole cannot propose any action. This may happen due to the lack of visual stimulus, or due to a negative value estimation of all action’s outcomes by the actor critic or by a combination of both (the system only chooses positive valued actions).

In these cases, after the animat has been still for a certain number of simulation steps, an exploratory module takes over for a fixed and small number of steps, where the animat executes random actions.

7.3.7 Action Selection

Action selection is performed in a collaborative fashion through a voting mechanism, which instantiates the action selection performed by the globus pallidus.

Each module makes a weighted vote on the expected outcome of performing each action, as shown for the locale module in chapter 4. Then, all votes are added and the action with the most votes wins, in a winner take all fashion.

7.3.8 Place Cell Inactivation

The experiments with real rats involve inactivating the rat’s hippocampus during the task. This was modeled by negatively modulating (partially inactivating) the activity of each cell in the layer corresponding to the inactivated region (septal or temporal).

Each cell is modulated by a value inversely proportional to the volume of cells between the injection site and the cell [160], as shown in Eq. 7.8. The quantity $r$ corresponds to the distance between the cell and the injection site (the radius of the sphere).

$$ modulation = 1 - \frac{c}{\frac{4}{3} \pi r^3} \quad (7.8) $$

The constant $c$ was set to ensure 1mm radius of total inactivation [160].
Figure 7.5: Completion times for the delayed cue with small obstacles for all three groups over 64 individuals. The septal portion of the HPC was inactivated in the Septal group and the temporal portion in the Temporal. The plot shows boxplots using the 1.5 IQ outlier criteria.

7.4 Results

Figure 7.5 shows a boxplot [81] of the completion times in simulated seconds for the delayed cued phase with small obstacles. The Temporal and Septal groups correspond to the temporal and septal portions deactivation, respectively.

A Kruskal-Wallis test [80] was performed over the data and significant differences were found (p < 0.0001).

A Dunn test [42] post-hoc pairwise comparison was made. Significant difference was found between groups Control and Septal (p < 0.05) and Control and Temporal (p < 0.001). No significant difference was found between Septal and Temporal completion times.

Figure 7.6 shows sample paths traveled by the animat. The delayed cue paths were chosen from the animat with the median completion time among its group.

In order to assess the importance of some of the system parameters we performed calibration experiments, running the model with different possible values in the parameter’s space.

Figure 7.7 shows the evolution of completion times for different values of the eligibility traces decay system parameter. Each panel shows the resulting completion times for a given value of the
Figure 7.6: Sample paths followed by the rats for different task phases and groups. The green dots signal a successful eat attempt, whereas the red ones signal an unsuccessful one. (a) Shows a typical training (non-delayed cue – see The Task subsection) session and (b) a typical delayed cue one. (c) a delayed cue with obstacles session for the control group, (d) for the septal group and (e) for the temporal group. Delayed cue paths were chosen from the individual with the performance closest to its group median.
Figure 7.7: The completion times in seconds for the delayed cue phase with small obstacles while varying the eligibility traces decay parameter (top x axis).

parameter. As eligibility traces decay faster (lower values), all groups performance decreases. In addition, as the traces decay faster, the difference between groups becomes more apparent. The ventral group is notably more impaired under fast decaying traces conditions.

Figure 7.8 show the completion times for the control group in the delayed cue phase (both with and without obstacles). The model was tested with obstacle and place field interaction (Wopfi) and with no obstacle place-field interaction (Nopfi). In the no-obstacles condition, performance was not impaired. Both Wopfi and Nopfi groups could accomplish the task, with the exception of one individual in the Wopfi that timed out the task. In the presence of obstacles, however, the groups differentiated. The Nopfi group had many individuals that were able to complete the task, but also had a great number of individuals that timed out.

7.5 Discussion

This model shows how a differentiation of functions along the longitudinal axis of the hippocampus could explain the differences in performance seen after transient inactivation in this task. The septal portion of the hippocampus is attributed the function of action selection while the temporal portion is attributed the function of mapping places to value.
Obtained results are consistent with those seen in rats using the same protocol [27, 28], where both septal and temporal inactivation impair the animal’s performance, being the latter group the most impaired.

7.5.1 Temporal Hippocampus and Spatial Learning

The general consensus has been that septal hippocampus is essential for spatial learning, whereas temporal is not [103, 104]. However de Hoz et al. [30] used a slightly modified version of the water maze protocol in which learning was spaced out to more days, each one containing fewer trials per day than usual (4 trials/day vs 8 trials/day). As a result, they saw no difference in performance between septal and temporal spare groups, suggesting that temporal involvement may depend on specific features of the learning protocol. This hypothesis, nonetheless, contradicts the findings of Bannerman et al. [8, 9], who carried a similar spaced protocol and arrived at the conclusion that temporal hippocampus was still not involved in navigation. Additionally, septal, and not temporal, hippocampus lesioned rats have shown to differentiate from control ones in a radial arm maze with a spaced out learning protocol (1 trial/day) [125]. These different and contradicting results have not been explained yet.

Prior research has shown that temporal HPC inactivation impairs inter-trial learning when trials are given within lapses of minutes [127]. Additionally, it has been shown that unilateral lidocaine inactivation of the temporal hippocampus affects both reference memory (going to non-baited arms) and working memory (going twice to the same arm) in a radial maze [126]. However,
this contradicts the NMDA based injury results that report no difference between control and temporally injured groups in the same task [125]. Although reversible inactivation results provide the flexibility of controlling the phase in which the structures are not active, results can sometimes be difficult to interpret due to the fact that they also inactivate passing fibers [104].

Experiments carried out by de Hoz et al. [31] showed that the temporal portion involvement is more apparent when the rat has to relearn the location of a hidden platform. Septal lesions made after learning do not impair the rats’ ability to learn a new location of the platform, implying that after learning has been acquired, the temporal hippocampus alone can trigger the retrieval and use of those spatial memories.

It is also worth noticing that some evidence shows that both the septal and temporal portions of the hippocampus are required to retrieve previously learned spatial memories [88]. Although these results are also based on lidocaine inactivation, the authors show in the same work how septal, but not temporal, training inactivation of the hippocampus impairs learning, consistent with Moser and Moser [104] results. Thus, they arrived to the conclusion that septal hippocampus is more important for task acquisition, while both portions are important for memory retrieval when the task has been learned with an intact hippocampus [88].

Consider the value of a place to be the expected reward to be obtained by the rat, if starting its route from that place. Then, if a correct “value map” is learned for a certain task, the animal can learn from each individual action, not only from the reward related ones. This is in fact, the basic principle of reward propagation. For example, from the unconditioned stimulus to the conditioned one, or from the rewarding place to the previous locations in the path to it. The presented model attributes the learning of this value map to the temporal region of the hippocampus. Then, its inactivation will prevent the learning of new maps upon changes in the environment, interfering with flexible re-learning locale behaviors as reported by Poucet et al. [127] and Hoz et al. [31]. If these assumptions are correct, we would expect that the inactivation of the ventral striatum, the nucleus accumbens, would be equivalent to the inactivation of the temporal hippocampus, with respect to performance degradation in these tasks.

To consider the consequences of septal but not temporal involvement evidence, one must first think about parallel learning processes. The evidence of temporal involvement discussed so far is focused on tasks that need fast relearning of the relation between the environment and the action
to perform. Septal involvement evidence, however, involves more general setups, which include sleep or more trials per session (if comparing Moser et al. 1995 with de Hoz et al. 2003). It has been shown that rats learn while asleep, and that the disruption of sleep sharp-wave ripples impair navigation performance [44, 56, 169]. This means that rodents learn all these tasks using at least two mechanisms, i.e. learning while performing the task (awake) and while resting (asleep). Additionally, more density of trials per day might facilitate the use of temporary information acquired that is not going to be consolidated to the following day.

These alternative learning processes could compensate for the value estimation provided by the projection of the temporal hippocampus to the nucleus accumbens in a normal Morris maze, explaining many of the obtained results [103, 104]. However, when fast flexible re-learning is required [28, 31, 127], the large scale generalization power provided by the temporal place cells is needed. The modeled task falls into this category, as the recall phase involves re-learning the acquired policy to account for the introduced obstacles.

A consequence of this view would be the prediction that activity in the dopaminergic centers during learning would propagate faster through space in the presence of an intact temporal hippocampus. Reinforcement learning has been used in many models as a framework to explain the learning process [4, 20, 39, 45, 52, 86, 21]. However, little has been discussed related to the implications of casting this problem as reinforcement learning. These types of learning need for an error signal, which is usually attributed to dopamine phasic activity. In the context of normal conditioning, this signal would shift in time from the rewarding stimuli to the conditioned one as learning goes on. In the navigational context, this signal would spatially move from the rewarding location backwards to distant places. Then, we would expect this propagation to be slower or null if the temporal hippocampus is inhibited.

All but one of the protocol discussed (Pucet et al. [127]) so far use training throughout different days. The protocol used in this work marginalizes this out, by doing learning and recall within the same day, without any significant resting period [27, 28]. As with Poucet et al. [127], in experiments by Contreras et al. [27, 28] the temporal hippocampus was shown to be as important as the septal portion. Additionally, it is consistent with the results of Loureiro et al. [88], as inactivation occurs after learning. In our model, we cast the problem as a reinforcement learning, splitting the roles of action selection and value estimation. We account for the effects seen by Contreras et al. [27, 28]
and we would expect our model to account for Poucet et al. [127], though we do not include the latter experiment in this work. For the other experiments, our model would have to be enhanced with offline sleep-driven learning to explain the observations, and we leave that as our main line of future work.

### 7.5.2 Eligibility Traces

The analysis of the impact of eligibility traces shows degradation in performance as their learning power decreases. Eligibility traces are explained by means of increasing the effectiveness of updates. They are equivalent to reactivating all previously active states upon reaching a reward, consequently updating a larger portion of the place-value map [155]. Connected to this, disruption of replay events during sharp-wave ripples has shown to impair navigation performance [44, 56]. Also, backwards replay events are found upon reaching rewarding sites [49], which resembles eligibility traces in an even greater degree.

More interestingly, a closer look to the results of decreasing eligibility traces strength shows increasing involvement in the temporal portion in the task. That is, as eligibility traces are diminished the temporal portion becomes more important. This can be interpreted in two different ways.

One way is that there are two complementary learning processes taking place. One process, independent of traces, relies on the temporal hippocampus to propagate reward (in the form of value) through space. Another process learns relying on traces. When the power of eligibility traces is diminished, the first process becomes more important, thus making the temporal inactivation effect more pronounced. This hypothesis could explain why dorsally spared animals are still able to learn simple navigational tasks, even under the assumption that temporal hippocampus alone drives value estimation structures: backward replay events that trigger upon getting to a reward [49] and sleep replay events would reproduce the entire route in a time span suitable for synaptic plasticity. Thus, no value propagation would be needed while the traces are intact. Under this interpretation, this model would predict that SWR disruption would increase the involvement of the temporal hippocampus in the learning process.

Another interpretation involves eligibility traces learning efficacy being mediated or facilitated by the temporal portion of the hippocampus. Then, as eligibility traces lose their power, the loss of temporal hippocampus activity has a greater associated effect. This could involve the dopaminergic
structures activating during replay events [169] facilitating faster value propagation through space. This hypothesis is consistent with the fact that temporal hippocampus becomes more involved as the protocol spaces out trials, maybe giving offline consolidation a greater role [30]. This could also be due to a coordination between the longitudinal axis, allowing a greater reach of replay events [46], which we do not include in the present model.

7.5.3 Obstacle Place Cell Inhibition

After taking out obstacle based place field inhibition, the performance of the delayed cue with obstacles phase drops. This is done without changing the performance of delayed cue without obstacles phase, which means no general degradation in performance was introduced by the changes made to the model.

Obstacle based place field inhibition provides two navigational advantages. In the first place, the disappearance of previous normal cells and the appearance of new obstacle cells disrupt the learned policy. This avoids the rat trying to execute a policy that is no longer consistent with the environment, because an obstacle is now there. Secondly, by allowing cells to fire only one side of the obstacle, previously learned value does not propagate to regions that are no longer closer to the place cell center. The introduction of the obstacle changes the distance the animal must travel from one point to the other, and it is useful that the value mapping changes as well.
CHAPTER 8

BIO-INSPIRED GRAPH-BASED NAVIGATION ALGORITHM

8.1 Introduction

This dissertation has focused on model-free reinforcement learning models and algorithms for navigation. Although larger scales of representation have shown to speed-up learning, model-free algorithms can be still too slow for practical purposes. This chapter focuses on exploring a model-based algorithm inspired in the way rodents represent their current location, build a topological model of the world and use it to plan future paths. It does not explore the topic of multiple scales of representation, focusing instead on other orthogonal concepts developed in chapter 3.

The algorithm consists on the creation of a multi-query sensor-based motion planning algorithm, which builds upon algorithms like the bug algorithms, e.g. Bug1 and Bug2 [24]. The first path would be carried out by the underlying bug algorithm, while building a sparse representation of the environment in the form of a connectivity graph. This graph would then be used in subsequent queries to improve the generated path, while keeping the convergence properties.

We call the algorithm “Experience Roadmap”, as it consists of building a roadmap from experience, using only local sensor information and a localization system.

8.2 Experience Roadmap

The proposed method consists of building upon robust algorithms, like the bug algorithms, to turn them into multi-query algorithms while keeping memory and processing footprints low.

In summary, the method consists of building a graph that captures the navigability directly from experience. This graph can be used then to optimize further trajectories. The step of building a dense map (e.g. an occupancy grid) is skipped.

The rest of this section explains the inspiration of the algorithm from biology, the graph creation process and how the algorithm uses the graph to optimize the second query.
8.2.1 Biological Basis for the Algorithm

When facing a new task, rodents try a set of uninformed strategies that allow them to discover possible solutions. Later on, the control is shifted to a system that uses the acquired knowledge of the environment to make more informed choices [164].

This system can be implemented as a model-free decision making one [4, 86, 16, 39, 22], or a model-based one [45, 67, 11, 10, 12].

Model-based decision making has gained some traction in the past years, due to the recent discoveries that support its use in the rodent brain [23, 67, 52, 94, 77, 45, 46]. It has been shown that place cells, previously considered to be just localization units, connect to each other as a consequence of experience [40]. Then, a topological graph of the environment is stored in the rat’s hippocampus, much like Tolman predicted [164].

Furthermore, it has been shown that when a rat is at rest, the hippocampus shows periods of preplay [43, 122, 68]. In these episodes, cells fire as if a signal was being propagated from the current node through the topological graph, towards the desired goal. Recent results have shown that there is a correlation between these simulated paths and the paths actually taken by the rodent afterwards [123].

We draw inspiration from this hypothesized mechanism to improve robot navigation under the assumption of a known localization and a lack of a dense map. We recruit nodes on the graph following previous work on place cell recruitment models, we connect them based on experience and use graph search to find improved paths upon reiterative queries.

8.2.2 Algorithm Overview

Algorithm 1 shows the pseudo code of a single iteration of the Experience Roadmap system.

First, the set of active nodes are found. Each node has a preferred location, and its activation depend on whether the agent is close enough to it. The sensor readings, e.g. distance sensors, are also used to create a local map. A node is only active if there is no obstacle between the agent and the node’s preferred location. This is important because it prevents links from forming across walls, which would not reflect the navigability of the environment.

Then, all nodes that have mutual visibility are connected to each other. This step is very important, to allow two different paths to connect to each other, even if the the agent does not
navigate from one to the other. This is one of the main improvements over the World Graph Layer discussed in chapter 2.

If no node is active, a new node is generated with the current position as it’s preferred one.

Figure 8.1a shows the graph being built while the agent traverses an environment with one wall. The nodes marked in red are the currently active ones.

Finally, the underlying navigation algorithm is executed. If there is a valid path in the graph from the currently active nodes to the goal, the next node’s position in the path is used as a sub-goal for the algorithm. The next node is defined as the first node in the path that is not currently active. If no such path is available (e.g. the graph is not yet complete), the goal position is passed through to the underlying navigation algorithm. Figure 8.1c shows the graph being used for navigation. The green node’s position is passed to the underlying bug algorithm as an intermediate goal to guide the agent towards the goal.

### 8.3 Experiments

We tested the algorithm in two types of environments. The first type consists of well-known scenarios that are used to test motion algorithms for efficiency and completeness. Figure 8.2 shows all the maps used. The second type consists of maps with randomly placed obstacles. These maps allow to test the algorithm’s robustness under conditions not known during its design and implementation. Figure 8.3 shows some example random maps.
function navigate(currentPose, goalPose, sensorReadings, graph):
  nodes = getActiveNodes(currentPose, sensorReadings)
  graph.link(nodes)

  if nodes.isEmpty():
    n = createNode(currentPose)
    nodes.add(n)

  if (graph.canReachGoal(nodes, goalPose)):
    subGoal = graph.getNextNode(nodes, goalPose).position
    bugAlg(currentPose, subGoal, sensorReadings)
  else:
    bugAlg(currentPose, goalPose, sensorReadings)

Algorithm 1: One iteration of the Experience Graph Path Planning algorithm.

Figure 8.2: Well-known mazes used to test algorithms for efficiency and completeness. Black lines denote walls. The red dot points the start and the green one the goal.

Figure 8.3: Randomly generated mazes to test unknown conditions. Black lines denote walls. The red dot represents the start and the green one the goal.
8.4 Results

8.4.1 Qualitative Results on Well-Known Maps

Figure 8.4 shows the path for the first and second iteration over each map.

Figure 8.5 shows sample graphs created by the algorithm on these environments. It is worth noticing two aspects of the generated graphs:

- The graph captures the environment’s connectivity, connecting only nodes that can be reached in the short term (i.e. no connections through large walls)

- Near some wall ends, some links do intersect the wall (see top of Figure 8.5a). They are generated when the agent is “seeing” both sides of the wall from some point A, so nodes from both sides of the wall are active and get connected to each other. This link is not an error though, because those two nodes are navigable in the short term, by going through point A.

8.4.2 Quantitative Results on Random Maps

Figure 8.6 shows the runtime in simulation steps for run zero (only bug algorithm), and the first and second runs (using the experience roadmap).
Figure 8.5: Sample graphs built by the algorithm in the example environments.
An Kruskal-Wallis test and Dunn post-hoc test were carried out to assess the significance of the difference between runtimes for the different repetitions. Significant difference was found between repetition 0 and 1 (p = 0.0121) and 0 and 2 (p = 0.0029).

Figure 8.7 shows example paths for repetitions 0, 1 and 2, for different randomly generated maps.

Figure 8.8 shows sample graphs generated over random maps, after repetition 0 and 1. Here one can observe how the graph improves after the repetition 1, which explains the slight improvement on repetition 2.

8.5 Discussion

A bio-inspired algorithm for path planning was developed and tested. This algorithm builds a roadmap directly from experience using a localization system, avoiding the need to generate a dense map of the environment and builds a roadmap from it. Thus, it lowers the memory and computation footprint.

The generated map goes beyond similar prior concepts like the world graph layer [12, 10, 59] by linking nodes that are locally visible, rather than just linking the traversed path.

The graph can be used after the first repetition to guide the underlying navigation algorithm through a shorter route.
Figure 8.7: Example paths for repetition 0 (only bug algorithm - left), 1 (experience roadmap - mid) and 2 (experience roadmap - right). Black lines denote walls. The red dot represents the start and the green one the goal. The blue line represents the path.

Figure 8.8: Sample graphs built by the algorithm on random maps, after repetition 0 (a) and 1 (b).
8.5.1 Well-Known Environments

The qualitative results over well-known environments show that the algorithm is able to extract a suitable model in the first run, allowing it to perform a much better path on the second run. None of these maps show convergence issues when using the experience roadmap, thus there is no evidence that the use of this algorithm implies the loss of the completeness of the underlying bug algorithm.

8.5.2 Random Wall Environments

The quantitative results show that there is a significant decrease in the number of actions needed to reach the goal, between repetition 0 and the others. This means that the algorithm is effectively optimizing the route with respect to the bug algorithm. Even though there is no significant difference between repetition 1 and 2, it seems there is a trend of the algorithm to keep optimizing the path, by improving the model of the environment in the first run. This is exemplified by Figures 8.7 g-i.

8.5.3 Comparison to the State of the Art

When comparing to the state of the art of path planning (see chapter 2), one has to consider that this algorithm is working under the assumption of no dense map of the environment. Then, it must be compared against sensory based algorithms, i.e. bug algorithms, APFs and their variations. The results show that the Experience Roadmap is as complete as the underlying bug algorithms, while optimizing its route on the second and consecutive runs on the same environment. Thus, the Experience Roadmap algorithm does not suffer from the local minima problem linked to APFs, while it produces shorter paths than the complete bug algorithms.

Many variations of APF’s and bug algorithms focus on improving the efficiency of completeness of the base algorithms (see chapter 2). We argue that any of those improvements can be used as underlying algorithms for the Experience Roadmap. It will then improve on the first run, when only the underlying algorithm is running, while still helping it on subsequent runs by means of guiding it through a more globally optimal route. One must also consider that there are some scenarios that can only be solved efficiently by using some sort of model. Consider the environment shown in Figure 8.9. When the agent reaches the first intersection, it has to decide whether to turn right or left. The sensory information will be symmetric for the left and right side, and the agent has no
way of knowing that the right turn will lead to a dead end. Any strategy that is based on reactive behavior will always fail to make the right choice in either this environment or the opposite one (dead end on the left). Even in subsequent executions over the same environment, the algorithm will make the same choice. When using the Experience Roadmap, the optimal choice will be made after the maze is navigated once.

### 8.5.4 Computational Resources

The gains obtained by the algorithm are supported by the creation of the roadmap graph. Consequently, using the algorithm will require some more computational power and memory than the required by the underlying bug algorithm. However, we argue that the number of nodes of the graph is bounded by the explored area. This is due to the fact that nodes are only created when there are no close enough nodes around, or when all close enough nodes are not visible. Thus, every node has an “area of influence” greater than 0, where no other nodes are going to be created. Then, once the whole explored area is covered with the node’s areas of influence, no new nodes are going to be created until the agent goes outside this area. It can be concluded that the amount of memory to store the graph is bounded by the explored area. Shortest path search is bounded by the number of nodes ($n^2$ for Dijkstra’s algorithm), which makes computational time also bounded by the explored area. The fact that both memory and computational time are bounded by the explored area, and not by execution time, means the algorithm is suitable for long term operation.

### 8.5.5 Future Work

Some work is still pending. The algorithm used to navigate the nodes, or waypoints, in the path could be improved. This would remove little artifacts from the robot trajectories, as shown in Figure 8.4h.
Additionally, the model is not connected properly in the first pass when sharp turns are executed, see Figure 8.5c (top-left).
CHAPTER 9

CONCLUSIONS

9.1 State of the Art of Modeling

Chapter 3 described the state of the art of modeling rodent navigation. It studied the topic of rodent navigation as a black box, laying the grounds of what rodents can do, and the proposed models of how they do it. The main conclusion drawn is that there are many aspects that remain to be properly modeled in the rodent navigation system: towards the directions of better use of all modalities of information; towards a better understanding of working memory; towards a better interaction between control systems; and towards a better understanding of the model free and model based components in learning and decision making.

9.2 Multi-Scale Representation

This dissertation has analyzed the topic of multiple scales of representation of an agent location. It has shed light into the advantages of having the agent location expressed as a redundant, multi-scale system. In few words, larger scales of representation allow for faster generalization of the policy or the value map through the environment, speeding up learning and increasing the final policy’s coherence and coverage.

Experiments performed for the multi-scale RL system in the taxi problem (chapter 6) showed that larger scales allow for faster value propagation. For the continuous case, place cell radius has a direct impact in the system’s performance. Too small cells don’t allow for value to propagate, and the algorithm is not able to converge. Too large cells lead to suboptimal policies that prevent the agent to reach the reward in later episodes.

When different scales of representation are combined, larger scales seem to be critical for value propagation but can improve action selection as well. Also, given larger scales are present to propagate value backwards, smaller scales can be used for action selection.
9.3 Model of the New Task

This dissertation has introduced a new experimental task developed in collaboration with the Fellous laboratory. This task contributes a new insight of the involvement of the temporal hippocampus (large scale) in navigation. A set of models with increasing complexity have been introduced, with the aim to reach the goal of modeling this complex task. Chapter 4 introduced the general framework for multi-scale reinforcement learning used throughout the dissertation. Chapter 5 introduced a model of the Morris maze using multiple scales of representation. This model was able to profit from the larger scales of representation to learn a more complete and coherent policy faster. However, this model did not account for obstacles or dynamic environments. Chapter 6 introduced an algorithm for navigation learning inspired in the previous chapter. It builds upon the previous model: including a comparison with a widely used algorithm in a well known task; and incorporating obstacles in the map. The algorithm takes advantage on the current knowledge about the interaction of place fields and obstacles, to include a feature essential for its correct functioning. Chapter 7 introduces the final model for this dissertation. It attempts to model the effects seen with real rats in the newly developed task. It introduces a variety of novel modeling features: semi-dynamic environments; multiple goals; avoidance learning; goal cueing (flashing); obstacle and place-field interaction with normal and obstacle cells; and hippocampus place cell deactivation.

The final model was able to explain the observed results mainly in terms of two novel contributions: multiple scales of representation and an asymmetric contribution of them to action selection and value estimation. As with any model, some predictions were drawn from it, which will hopefully be empirically verified in the future: the ventral striatum deactivation should have a similar effect to temporal hippocampus inactivation, under the hypothesis of their involvement in value estimation; the temporal deactivation should have an effect of dopamine phasic activity in the VTA, slowing down or preventing the activity propagation backwards in space; and replay events disruption could increase the need for the temporal hippocampus in a given task.

9.4 Experience Roadmap

Finally, the knowledge of the rat navigation system acquired during the elaboration of this work, was used to design a novel path planning algorithm. The algorithm, Experience Roadmap, allows
to improve the efficiency of sensory based algorithms while keeping the memory and computation footprint low, due to the avoidance of building a dense map of the environment. Results show the algorithm is able to improve the routes, length-wise, without disrupting the underlying algorithm’s completeness.

9.5 Future Work

There are many lines of future work. On the modeling side, almost every dimension of the rat navigation system listed in chapter 3 is a future line of work. The main one would be to implement model-based decision components that allow for a smarter agent, bridging the gap between real rat completion times and the animat’s.

Implementing a model that would be able to account for all the seemingly contradictory results regarding temporal hippocampus involvement in navigation would be a great advance for neuroscience.

One big shortcoming of the implemented models is the use of high-level reinforcement learning algorithms, such as actor-critic. Even though these algorithms model the net effect of a variety of neural centers operating in harmony, they do it coarsely and they prevent the models from making easy to test predictions. A neural implementation of these centers would allow modelers to predict the activity of small ensembles of participating neurons, making the models more useful and more verifiable.

For the multi-scale RL for navigation algorithm, the interaction between the learning component and external components could be improved. This way, learning systems can become more rational during exploration, similar to what was done with the taxic component. Being able to include external components to the system can also make it safer, as safety checks can be hardwired instead of being learned.

The Experience Roadmap also presents opportunities for improvement. The algorithm used for navigating the graph could be improved to account for dynamical aspects, making the robot movements smoother and the trajectories free of artifacts. Better algorithms than Bug1 can be implemented to improve the first run as well, as long as they are complete algorithms.
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