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Abstract

Terrestrial Radar Interferometry (TRI) is a relatively new ground-based technique that combines the precision and spatial resolution of satellite interferometry with the temporal resolution of GPS. Although TRI has been applied to a variety of fields including bridge and landslide monitoring, it is ideal for studies of the highly-dynamic terminal zones of marine-terminating glaciers, some of which are known to have variable velocities related to calving and/or ocean-forced melting. My TRI instrument is the Gamma Portable Radar Interferometer, which operates at 17.2 GHz (1.74 cm wavelength), has two receiving antennas for DEM (digital elevation model) generation, and images the scenes at minute-scale sampling rates. Most of this TRI work has focused on two glaciers: Breiðamerkurjökull in Iceland and Helheim in Greenland. Monitoring the displacement of stationary points suggests velocity measurement uncertainties related to the instrument and atmosphere of less than 0.05 m/d. I show that the rapid sampling rate of the TRI can be used to observe velocity variations at the glacier terminus and assess the impact and spatial distribution of tidal forcing. Additionally, iceberg tracking in the amplitude imagery may provide insight about ocean currents near the terminus.
1. Introduction

1.1 Research overview

Improving our understanding of glacial processes is crucial for addressing changes in the Earth’s system and their impact on society. Glaciers are a controlling factor in variations of sea level and store a substantial amount of the world’s freshwater reserves. There is much to be learned about the short term behavior of glaciers and how it impacts their overall health. Recently, scientists have focused on the influence of ice-ocean interactions on the mechanics of tidewater glaciers. However, the observations needed to improve our understanding of these processes require frequent and spatially-dense measurements, which historically have been difficult to obtain. Terrestrial Radar Interferometry (TRI) is a new method developed to address these issues. TRI relies on a ground-based radar system to measure ice displacement rates over areas of order ~100 km$^2$ with minute-scale sampling rates and millimeter-scale precision.

One way to improve our understanding of glacial mechanics is to learn more about the velocity changes at the terminus of the glacier due to tidal forcing and/or calving. This may involve both glacier and ocean measurements. During the melt season, calving events may occur every few days, while tidal forcing occurs over diurnal and semidiurnal scales, meaning that satellite-based methods do not provide the necessary temporal sampling to observe the velocity changes due to long revisit times. Satellite-based methods using interferometry are sensitive to motion in the satellite line-of-sight, meaning that the full horizontal velocity field of the ice surface is generally not measured, but can be obtained with lower spatial and temporal resolution using feature tracking (see Appendix C for more details). GPS devices deployed on the ice surface can provide the full three-dimensional motion vector and the
necessary (minute scale or better) temporal sampling, but because they effectively act as point measurements, which move in a Lagrangian sense with the ice, they cannot provide high spatial density, and are difficult to deploy on the heavily-crevassed surface of a glacier. TRI effectively combines the spatial sampling advantages of satellite-based remote sensing methods with the temporal sampling advantages of GPS.

This work is divided into three research papers. The first paper (Chapter 2) focuses on a TRI survey of Breiðamerkurjökull, a marine-terminating glacier in southeastern Iceland. Here, I imaged the terminus of the glacier with the TRI at the end of the melt season in 2011, 2012, and 2013. I measure maximum ice velocities of around 5 m/d, with fastest velocities near the calving front. The glacier retreated over the three-year period and formed embayments, which are likely related to increased fluxes of subglacial drainage at the end of the melt season. I also use manual iceberg tracking to show that there are high current velocities in the lagoon near the embayment, probably indicating strong meltwater outflow and mixing with relatively warm lagoon water.

The second paper (Chapter 3) is based on a part of the same TRI survey at Breiðamerkurjökull, but focuses on an additional application of TRI: automated intensity-based iceberg tracking for determining the motion of near-surface lagoon currents. Here I use the TRI data to obtain maps of currents within the proglacial lagoon. The radar intensity images are preprocessed by blurring, thresholding, and masking, and are subsequently processed with a connected component labeling algorithm to label and detect the icebergs. I find the centroids of each iceberg in each image and then track their location in time using a nearest-neighbor approach to determine the speed and direction of each iceberg. I combine sequences of measurements to produce maps of near-surface currents within Jökulsárlón. I show that most of the currents within the observed time period show a strong clockwise circulation pattern and fall between 3-8 cm/s, with occasional bursts of up to 15 cm/s. Most of the current motion can be described as inertial.
The third paper (Chapter 4) focuses on a TRI survey at Helheim Glacier in southeastern Greenland. Here, I use a TRI to study the effects of tidal forcing on the terminal zone of a tidewater glacier. I show that the glacier moves out of phase with the semidiurnal tides and the densely-packed mélange in the fjord. I determine that there is a phase transition between the glacier and the mélange that happens within a narrow zone in the fjord in front of the ice cliff. The TRI data also suggest that the impact of tidal forcing decreases rapidly up-glacier from the terminus. Model results show that the tidally-driven glacier velocity perturbation is consistent with very weak ice flowing over a weakly nonlinear bed.

1.2 Instrument overview

Terrestrial Radar Interferometers (or ground-based interferometric radars) have been used to measure ground deformation in many applications other than glaciology, e.g., for landslide, volcano, and bridge and dam monitoring (Luzi et al., 2010; Schulz et al., 2012; Werner et al., 2012; Lowry et al., 2013). TRIs have a number of advantages for remote sensing of ground deformation including: mm-scale accuracy, spatial resolution, and relative insensitivity to clouds compared to LiDAR (laser scanners). TRI also has the ability to conduct frequent measurements (to observe fast, minute-scale, displacement variations and to reduce atmospheric effects) at a variety of imaging geometries with flexible survey timing compared to aircraft or satellite-based radars. TRI also provides zero-baseline measurements, avoiding the impact of topographic variation on the displacement caused by small variations of the viewing field geometry (assuming the monument and instrument remain stationary during the survey).

The instrument used for this dissertation is the Gamma Portable Radar Interferometer (GPRI) (Werner et al., 2008, 2012). A general review of Terrestrial Radar Interferometry is provided by Caduff et al. (2014) and Monserrat et al. (2014) These are briefly summarized here.

The GPRI is an real-aperture interferometric radar with one transmitting and two receiving antennas with a fan-beam pattern which acquires the images line-by-line in a
A single, fast, scan-line mode is also available. The GPRI has an azimuth resolution of 0.385 degrees, a nominal range resolution of 0.75 m (0.9 m actual), a maximum range of ~16 km, and a repeat interval of 1-2 minutes for typical scan geometries.

The GPRI is not the only TRI system on the market. Currently, there are at least three other systems available: the Slope Stability Radar (SSR) system from Ground-Probe with a dish antenna; the IBIS-L, a rail-based synthetic aperture system produced by IDS; and FastGBSAR, a rail-based synthetic aperture system produced by Meta-Sensing. The SSR is an X-band (9.4-9.5 GHz, 3.2 cm wavelength) real-aperture radar which was primarily designed to monitor slope stability of mine and quarry walls. The SSR generates a pencil-shaped beam illuminating a very small area and images the scene by moving the antenna in a raster-scan manner. The SSR has a maximum range of either 1.4 or 3.5 km depending on antenna size (0.9 m or 1.8 m), an azimuth resolution of 9 mrad (0.516 degrees, or 9 m at 1 km), a range resolution of 1.5 m, and a repeat interval of less than half an hour (Reeves et al., 2001; GroundProbe, 2015).

The IBIS-L is a Ku-band (17.2 GHz, 1.7 cm wavelength) radar which is mounted on a 2-m long rail. The synthetic aperture image is formed when the antenna moves along the rail (linear drive). The instrument has a 0.75 m range resolution, an azimuth resolution of 4.4 mrad (0.258 degrees, or 4.5 m at 1 km), a maximum operating range of ~4 km, and a repeat interval of ~5 minutes (Schulz et al., 2012).

The FastGBSAR has similar properties to the IBIS-L, but can also be operated in a real-aperture mode for fast measurements (up to 4 kHz sampling rate) along a single scanline (line-of-sight) (Roedelsperger et al., 2013; MetaSensing, 2015).

The faster repeat acquisition timing and comparatively long range are the primary advantages of the GPRI compared to the other commercial systems for studying fast-moving glaciers.
1.3 Principles of terrestrial radar interferometry

Radar interferometry (TRI) is used to measure small changes in the distance between two targets by comparing the signals received from different positions. This technique is particularly useful for studying ground deformation or ice motion, where the transmitted waves need to scatter off the surface rather than penetrate it like a ground-penetrating radar, and therefore have much shorter (cm-scale) wavelengths, and higher (GHz-scale) frequencies. In radar terminology, slant range is the shortest distance from the radar to the target. Ground range is the distance along a flat plane on the ground from the radar to the target. For TRI, these are virtually identical. The basic range measurement is made by measuring the two-way travel time (to target and back), combined with knowledge of the speed of light \( C = 2.998 \times 10^8 \) m/s. Imaging radars are also typically considered to be line-of-sight instruments, meaning that the radar sees targets or measures motion in the direction of the beam sent out from the antenna.

The GPRI is a frequency modulated continuous wave (FMCW) radar, meaning that the radar continuously sends out different frequencies over time in a ramp-shaped way. For an FMCW radar, the transmitted frequency is linearly-modulated at a constant rate and the transmitted wave is effectively timestamped at all times (Figure 1.1). Then, by looking at the frequency of the signal coming back (which is different from the transmitted frequency), the time delay between transmission and reception can be calculated and used to calculate the range. The frequency pulse is transmitted over a range of frequencies (200 MHz, or a bandwidth between 17.1-17.3 GHz in case of the GPRI) which repeats itself upon completion for every azimuth scan line. The duration of each individual cycle (chirp or pulse) is known as the pulse repetition frequency (PRF) or chirp duration. The chirp can be adjusted before acquisition. A high slope of the transmission ramp represents a fast chirp that is preferential for scanning in close range. A low slope, on the other hand, implies a slow chirp that is more favorable for scanning further away.

The beamwidth of an antenna describes how well the radar can resolve targets by specifying how much power is radiated in a given direction. One common way to describe the beamwidth of an antenna is the Half Power Beamwidth (HPBW), which represents the
distance between two points (beamwidth) that covers one half of the antennas maximum power (Figure 1.2).

The azimuth resolution depends on the horizontal beamwidth of the antenna, which in turn depends on the antenna length and the waveguide geometry. A narrow beam is necessary to provide good resolution. Consequently, the pixels in the radar image get stretched out in azimuth with increasing range when converted from radar (polar) coordinates to map (rectangular) coordinates. The GPRI antenna HPBW is 0.385 degrees, so the azimuth resolution is \( R \cdot \frac{d\theta}{2} \) where \( d\theta \) is 0.385 degrees expressed as radians and \( R \) is the distance. Therefore, the azimuth resolution degrades with range (e.g., 7.5 m at 1 km and 75 m at 10 km).

The range resolution, on the other hand, depends on the bandwidth of the instrument. Here, \( dr = \frac{C}{2B} \) where \( B \) is the radar bandwidth. In our case, this is \( \frac{2.998e8}{(2*200e6)} \) or about .75 meters. Due to a window function that is applied to reduce range side lobes, the actual resolution (half-power) is 0.9 meters.

The GPRI has three identical slotted-waveguide antennas. The slotted waveguides antennas are used because they are mechanically simple and form a horizontally-narrow fan-shaped beam in the desired direction. The transmitting and receiving antennas are separated to keep transmitted and received signals separate. The two receiving antennas are separated by a 25 cm baseline to provide depth perception of the scene which allows for creation of Digital Elevation Models (DEMs) during every scan.

Since synthetic aperture (SAR) instruments generate imagery via overlapping areas from different angles acquired from different points along the direction of antenna motion, they require good coherence/correlation (similarity of scattering properties of the target) over the time of the scan. Loss of coherence, or decorrelation, is likely to occur if there are large displacements or random motion of scatterers within the resolution element (e.g., wind moving trees, melting, or fast-moving ice). Since ground-based SAR systems have longer scan times, decorrelation issues may arise during acquisition when monitoring fast-moving (20
m/d or greater) glaciers. Since the real-aperture GPRI only requires coherence over a single line scan (which takes ~2 milliseconds), the lack of decorrelation during acquisition gives the GPRI an advantage at the expense of spatial resolution (a ground-based SAR system will have better spatial resolution in the azimuth direction compared to a real-aperture radar). Since the GPRI is a real-aperture instrument, the antennas can scan rotationally, allowing imaging a wide arc.

However, decorrelation is still an issue over slightly longer (hour-scale) periods when studying fast-moving glaciers. The glacier surface can decorrelate rapidly due to either surface melting (which changes the scattering properties of the surface) or when the motion between acquisitions is greater than many multiples of the radar wavelength. Both of these situations reduce the correlation and make phase unwrapping difficult (see Appendix A for more details).

After the raw radar returns are collected, they need to be focused, which is done using the Fast Fourier Transform. The focused data are stored in a single-look complex (SLC) format. Single-look implies that the data have not been spatially averaged, while “complex” refers to the fact that every pixel in azimuth and range contains a complex value related to the amplitude and phase information of the reflected signal. A complex value has two components: real \( (re) \) and imaginary \( (im) \). The amplitude is given by \( \sqrt{re^2 + im^2} \), the phase is given by \( \arctan (im/re) \), and the intensity (used for the photo-like radar imagery) is given by \( re^2 + im^2 \). The amplitude of the reflected signal is related to the roughness and material properties of the target, and the phase is related to the distance to the target, but to very high precision (the phase captures, and measures, a fraction of a wavelength). The phase of the resolution element is an average of many different scatterers within the pixel, and each resolution element has a random phase. If there is no motion and the atmosphere remains constant, then the phase does not change between acquisitions. If the entire resolution element moves together, then the phase changes by \( \frac{4\pi}{\lambda} (dR) \) where \( dR \) is the range change along the line-of-sight.
We can think of the SLC as a grid of value pairs, with the columns being the range pixels (each pixel represents a volume illuminated by the radar at a given slant range) and the rows being the distinct angle steps. Since the phase measurements are very precise, we can compare two of them (\(\phi_1\) and \(\phi_2\)) acquired at different times to measure displacement of the target (pixel).

We form an interferogram by differencing the phases of the images to be compared, or by multiplying one complex image by the complex conjugate of the second image. The resulting interferogram is wrapped, meaning that all of the phase differences fall within one cycle of a wave, and thus range over an interval of \(2\pi\), or from \(-\pi\) to \(\pi\). Wrapping poses a problem if motion exceeds one cycle of the wave; the measurement will appear as only a fraction of a cycle. Therefore, to resolve the phase ambiguities and to generate reasonable motion measurements, the phase values need to be unwrapped. In a general sense, the purpose of phase unwrapping is to resolve phase ambiguities by trying to minimize the number of places where the spatial phase differences exceed one half of a cycle. One issue with phase unwrapping is that there are infinite solutions. If we carefully add up (unwrap) the fringes starting at a motionless reference point, we can calculate the amount of motion everywhere in the image, and calculate a velocity map by scaling the unwrapped interferogram by the wavelength, two way travel time, and the interval between acquisitions.

The current data processing chain includes: image acquisition, SLC generation (focusing, performed by the instrument in the field), intensity image generation (spatial averaging or multilooking can be performed at this step, with consequent steps relying on the averaged data), wrapped interferogram generation, wrapped interferogram filtering (Goldstein and Werner (1998), not always used), DEM generation (if applicable), conversion to map coordinates, and georeferencing (Figure 1.3). To convert the polar imagery into map (rectangular) coordinates, the data can be mapped onto the rectangular grid by first determining the spatial extent of the radar coverage (adjusted for the pixel spacing), and filling in the grid pixel by pixel by finding the corresponding pixel in the radar coordinates considering
the angle and range from the pixel to the radar. Subsequently, the map-coordinate imagery can be rotated around the pixel with the radar location and visually matched to an aerial or satellite image resulting in a georeferenced TRI image.

Deploying the TRI requires some preliminary planning. The instrument should be set up on stable ground, covering the desired area of interest. The location should insure that significant motion occurs in the line-of-sight direction and include stationary points for noise analysis. It is also important to ensure that the area of interest will have high coherence over the acquisition period to allow for successful phase unwrapping. Therefore, deployments covering highly-vegetated areas may not be favorable, an issue for landslide monitoring.

1.4 References


Figure 1.1: An illustration of the FMCW chirp and range calculation. The steepness of the transmitted chirp slope (solid line) controls the measurement range (a long chirp means a longer distance). The radar measures, $\Delta f$, the difference in transmitted and received (dashed line) frequency which is used to calculate $\Delta t$, and subsequently the range.
Figure 1.2: The main lobe of an antenna pattern represents desired direction and angle arc of the radiated power. The HPBW is the beamwidth in the main lobe between which half of the maximum power is radiated. The side lobes are artifacts which radiate power in undesired directions.
Figure 1.3: Typical TRI data processing steps.
2. Multi-year Observations of Breiðamerkurjökull, a Marine-terminating Glacier in Southeastern Iceland, Using Terrestrial Radar Interferometry ¹

2.1 Abstract

Terrestrial Radar Interferometry (TRI) is a new technique for studying ice motion and volume change of glaciers. TRI is especially useful for temporally and spatially-dense measurements of highly dynamic glacial termini. We conducted a TRI survey of Breiðamerkurjökull, a marine-terminating glacier in Iceland, imaging its terminus near the end of the melt season in 2011, 2012, and 2013. The ice velocities were as high as 5 m/d, with the fastest velocities near the calving front. Retreat of the glacier over the three year observation period was accompanied by strong embayment formation. Iceberg tracking with the radar shows high current velocities near the embayment, probably indicating strong meltwater outflow and mixing with relatively warm lagoon water.

2.2 Introduction

Melting of the ice sheets covering Greenland and Antarctica is accelerating, presumably in response to rising global temperatures (Wouters et al., 2008; Jiang et al., 2010; Rignot et al., 2011; Shepherd et al., 2012). Ocean forcing, where warm, saline (hence dense) water undercuts the deeper parts of marine-terminating glaciers (Motyka et al., 2003) is believed to be an important aspect of accelerating ice loss on both continents (Payne et al., 2004; Shepherd et al., 2004; Holland et al., 2008; Straneo et al., 2010, 2012; Joughin et al., 2012; Park et al., 2013). However, studying this process is challenging, as it involves measurements in or near the highly dynamic ice-ocean interface.

Breiðamerkurjökull is a large outlet glacier for Vatnajökull, Iceland’s main ice cap (Figure 4.1). Aerial photography presented by Björnsson et al. (2001) suggests that the glacier has been retreating for most of the 20th century. The glacier has a mostly grounded ice front which calves into a 20 km² tidal lagoon (Jökulsárlón) on the south side of the island, making it an excellent “natural laboratory” for studying ice-ocean interactions (Howat et al., 2008). The lagoon has a maximum depth of 300 m and is connected to the North Atlantic Ocean through a 100-m wide by 20-m deep engineered channel lined with rip-rap (Björnsson, 1996).

In 2011, 2012, and 2013, we deployed a Terrestrial Radar Interferometer (TRI) at Breiðamerkurjökull with four primary objectives: 1) to assess instrument performance; 2) to observe the influence of calving and tides on the instantaneous ice velocity; 3) to observe changes in ice mass, distribution, and retreat from year to year; 4) to assess the role of ocean currents in ice mass loss. The TRI is a newly developed technology with the potential to complement existing instrumentation for ice velocity measurements (Riesen et al., 2011). In contrast to point measurements provided by GPS receivers, the TRI provides a spatially continuous velocity field over 10’s of km in extent and provides better temporal resolution (several minutes) compared to satellites, which have typical revisit times of several days or longer (Covello et al., 2010; Werninghaus and Buckreuss, 2010), without the need for dangerous and/or expensive in situ deployments on unstable glacier surfaces. TRI also provides high-quality DEMs to determine surface slopes and ice volume change, and can be used in an iceberg tracking mode to infer surface currents.

2.3 Methods

2.3.1 Instrument description

The TRI used for this study is the GAMMA Portable Radar Interferometer (GPRI). The GPRI is an interferometric, Ku-band (1.74 cm wavelength), real-aperture radar that provides high resolution intensity images and is also sensitive to line-of-sight surface displacements on the order of 1 mm (Werner et al., 2008). Two-dimensional velocities can
potentially be determined with feature tracking. The range resolution of the GPRI is 0.75 m, independent of distance to a first approximation. The azimuth resolution of the GPRI at 1 km is 7.5 m, and scales linearly with distance. The radar has one transmitting antenna and two receiving antennas with a 25 cm baseline, and is positioned on a rotating frame (Figure 2.2). The radar takes approximately 90 seconds to scan and prepare data from a 100-degree arc. Consecutive interferograms from one transmitting-receiving antenna pair are used to observe the velocity. The presence of two receiving antennas allows mapping of the glacial topography to a vertical precision of about 3 m at 2 km distance (Strozzi et al., 2012).

### 2.3.2 Data collection and analysis

We imaged the glacier with the TRI for a number of multi-hour periods over 3 days in September of 2011, 4.5 days in August of 2012, and 2 days in August of 2013. Each year, we positioned the radar on moraine deposits 4 km away from the terminus in approximately the same spot. The location was easily accessible and provided a high vantage point to minimize interference from moving icebergs while being close enough to the terminus to minimize atmospheric noise.

The radar scanned 50° arcs with a range of 2-6.5 km in 2011, 90° arcs with a range of 50 m to 8.5 km in 2012, and 100° arcs with a range of 50 m to 16.9 km in 2013. Velocity maps were constructed using 3.5-hour periods of 1-minute interferograms from 2011, and 3.5-hour periods of 3-minute interferograms from 2012 and 2013.

Radar image processing was done with the GAMMA software. The resulting imagery was converted into rectangular (map) coordinates with 10-meter pixel spacing. The TRI imagery was georeferenced by rotating the map coordinate data around the pixel containing the radar to produce the best visual match to a LANDSAT image.

Since the radar obtains high-precision displacement measurements via phase comparisons that are inherently ambiguous, the phase data must first be “unwrapped” to investigate changes. Phase differences between successive images were unwrapped using a minimum-
cost-flow algorithm (Costantini, 1998), and then converted into velocities. The radar images were multi-looked (averaged) in range by a factor of 10 to reduce noise.

Phase-unwrapped images were converted into line-of-sight velocity maps using the equation:

\[ v = \frac{-\lambda \phi}{4\pi \Delta t} \]  \hspace{1cm} (2.1)

where \( v \) is velocity, \( \lambda \) is radar wavelength, \( \phi \) is unwrapped phase, and \( \Delta t \) is the time difference between the acquisitions in the interferogram. Multiple velocity images were then stacked (averaged) to produce a representative velocity map for a given observation period.

If the direction of ice motion and the surface slope are known, the measured line-of-sight velocities can be converted to ice velocities in the direction of motion by

\[ V_{glac} = \frac{V_{los}}{\cos(\alpha) \cos(\xi) \sin(\theta) - \cos(\theta) \sin(\alpha)} \]  \hspace{1cm} (2.2)

Here, \( V_{glac} \) is the velocity of the glacier in the direction of motion, \( V_{los} \) is the measured velocity in the line-of-sight of the instrument, \( \alpha \) is the surface slope, \( \theta \) is the radar look angle, and \( \xi \) is the offset angle in the horizontal plane between the direction of ice motion and the orientation of the radar (Kwok and Fahnestock, 1996).

We can simplify the above formula to obtain an approximation of the ice velocity in the direction motion by assuming zero surface slope (\( \alpha = 0 \)) and a horizontal look angle (\( \theta = 90^\circ \)), reducing equation 2 to

\[ V_{glac} = \frac{V_{los}}{\cos(\xi)} \]  \hspace{1cm} (2.3)

We also compared the TRI velocity maps to TerraSAR-X velocity maps from about the same time period as our field campaigns. Preliminary TRI velocity results and comparisons to TerraSAR-X from the 2011 deployment were presented in Voytenko et al. (2012). We compared the TRI velocities with velocities derived from TerraSAR-X offset tracking by scaling both measurements to account for the direction of ice motion (140° clockwise from north) using equation 3 (Figure 2.3). Note that for the TRI the offset angle (\( \xi \)) varies
between each scan line direction and the direction of ice motion. The TerraSAR-X velocities are based on 11-day offset tracking maps (Sep. 22 - Oct. 3, 2011; Aug. 17 - Aug. 28, 2012; Aug. 15 - Aug. 26, 2013) from track T147 processed using the method of Strozzi et al. (2002) and Paul et al. (2013). We show the differences between the TerraSAR-X and TRI velocities in Figure 2.4.

To investigate possible temporal variations in ice velocity with the TRI, we generated total displacement time series by adding up all of the successive phase difference measurements (converted to displacements) at a given pixel (Figures 2.5-2.7). Missing data in the time series were filled with the average displacement before the integration to smooth data gaps. The displacement time series represent velocity changes as slope changes.

We also looked at the variability in measured displacement of stationary objects to define atmospheric and instrument-related uncertainties in the velocity estimates and to define optimum averaging times (Figure 2.8). This is discussed in more detail in the results section.

We operated a continuous tide gauge in 2011 to investigate the impact of the tidal cycle on glacial velocity (Figure 2.9). Unfortunately, in 2012, the tide gauge failed shortly after deployment.

We constructed a series of Digital Elevation Models (DEMs) by stacking two hours of acquisitions unwrapped using an adaptive filtering algorithm (Goldstein and Werner, 1998) and converting unwrapped phase into elevation using a reference elevation point and assuming a horizontally-stationed radar (Strozzi et al., 2012):

\[ z = \frac{\lambda R}{2\pi B} \phi + \frac{B}{2} - \left( \frac{\lambda}{2\pi} \right)^2 \frac{\phi^2}{2B} \]  

(2.4)

where \( \lambda \) is the radar wavelength, \( \phi \) is the unwrapped phase value (from an interferogram between the two receiving antennas at a given pixel), \( B \) is the baseline (vertical offset between the two receiving antennas, 25 cm), and \( R \) is the range distance from the radar to
the given pixel. We masked out the lagoon and shadowed areas, and smoothed the DEM surface with a median filter.

Using the method proposed by Etzelmuller et al. (1993), the DEMs are discretized into $N$ cells with edge length $d$ (10 m) and height $H$ ($H_{2011}$ and $H_{2012}$). The total ice volume change for the imaged area is

$$
\Delta V = \sum_{i=1}^{N} d^2 \times (H_{2011} - H_{2012})_i
$$

where $i$ represents an individual cell in the DEM. DEMs for 2011 and 2012 and the change in ice volume are shown in Figures 2.10 and 2.11 respectively.

Assuming a constant ice density, $\rho_{\text{ice}}$, of 917 kg/m$^3$, and a constant water density, $\rho_w$, of 1000 kg/m$^3$, the total mass balance (MB) for the imaged area of the glacier ($A$) can be represented as the change in ice thickness in meters water equivalent (m w.e.) by

$$
MB = \frac{\rho_{\text{ice}}}{\rho_w} \times \frac{\Delta V}{A}
$$

In 2012 and 2013, the salinity and temperature of water in the lagoon were measured with a series of profiles, in order to assess the role of warm ocean water in glacier mass balance.

In 2012, temperature and salinity data in the lagoon were collected with a bottom stationed ocean profiler (BSOP) (Langebrake et al., 2002). The BSOP is an autonomous buoy originally designed to profile the water column in the shelf margins of the Gulf of Mexico. Preliminary results were presented in Dixon et al. (2012). In 2013, we collected profiles of temperature and salinity in the lagoon by manual casts of a CTD (conductivity-temperature-depth) profiler from a small boat. The ascending and descending data from 2013 were averaged together over 1-meter intervals. Conductivity was converted to salinity using the method described by Fofonoff and Millard (1983). Given the relatively shallow depths (less than 200 meters), temperature was not converted to potential temperature.
The location of the profiles vary from day to day and year to year due to strong currents and iceberg cover. However, most of the lagoon appears to be well-mixed (see Results below), hence the spatially-limited available data are believed to be representative.

2.4 Results

2.4.1 Terminus position and glacier motion

The terminus of the glacier shows a retreat rate on the order of 100 m/yr for the three year period 2011-2013, with the exception of the formation of seasonal, narrow, localized, embayment which retreats ~500-700 m (Figure 2.5) during the melt season, and partially closes during the winter months.

Figure 2.3 shows the average velocity measured with the TRI in a 3.5-hour period in the three observation years along with a comparison to 11-day TerraSAR-X velocity maps acquired around the same time period. In each of the three observation years, the maximum velocities measured with the TRI occur near the calving front, and are 3-5±0.05 m/d. The velocity maps show that the zones of high velocity are located in a concentrated area near the calving front, with 2012 having a wider areal distribution of high velocities than 2011 and 2013.

Difference maps between the TerraSAR-X and TRI velocities are shown in Figure 2.4. The comparisons are only done for the overlapping regions. Given the different averaging times between the TRI and TerraSAR-X (3.5 hours vs 11 days), the rms differences between the two instruments are relatively high: 0.8 m/d in 2011, 1 m/d in 2012, and 1 m/d in 2013, with the largest differences near the dynamic terminal zone. The short averaging time of the TRI may be capturing short-lived dynamic phenomena that are smoothed in the longer time-averaged satellite data. Differences between the two data sets are much smaller away from this dynamic zone. Nagler et al. (2012) derived three-dimensional velocity fields from Breiðamerkurjökull in the fall of 2010 using TerraSAR-X, COSMO-SkyMed, and GPS data. Their results show that the glacier is moving southeast with average velocities of under 2
m/d a short distance away from the fast-moving terminus. This slower zone of motion is visible in both the TRI and TerraSAR-X data (Figure 2.3).

In 2011, when limited overlapping tide gauge and TRI data are available, there is no apparent relationship between tides and ice velocities in the short time series (Figure 2.9). This may reflect the mostly-grounded nature of the terminus, where minor changes in water depth have a negligible influence on the weight of the glacier, but longer time series are necessary for a thorough analysis.

2.4.2 Velocity uncertainties

We can calculate the velocity bias due to the zero surface slope assumption (equation 3) by approximating the surface slope from our DEM data. As discussed in the next section (DEM's and Mass Change), the surface slope of the first 500 m at the terminus is ~14° while the slope of ice immediately behind the first 500 m of the ice cliff is ~2°. The upglacier slopes can also be verified using elevation data presented by Björnsson et al. (2001). Using these slope values for $\alpha$ in equation 2 suggests that assuming a zero surface slope can lead to errors of around 3 percent over the first 500 m of the terminus, with errors much less than 1 percent further upglacier.

Results from the TRI are sensitive to water vapor in the atmosphere. Water vapor attenuates and slows the microwave signal, decreasing signal to noise ratio and increasing the two way travel time between the instrument and target by variable amounts. This impacts the phase measurements, and hence affects both the displacement time series and the DEM estimation. A humid atmosphere can also degrade instrument performance. For example, water droplets condensing on the antenna attenuate the transmitted and received signals and may also corrupt the phase of the received signal independent of atmospheric transmission effects.

While it is highly variable in both space and time, on average, the amount of water vapor typically decreases rapidly with height in the troposphere. Compared to satellite SAR, where the slant range signal path is typically within about 35° of vertical, the TRI
signal transits through that portion of the atmosphere where water vapor concentrations tend to be highest. Thus, water vapor can have a larger impact on ground-based TRI compared to satellite radar interferometers. Atmospheric moisture was typically high during our observations, as evidenced by persistent fog, clouds, and rain. For all these reasons, it is important to quantify the effects of water vapor on the TRI results. We will show that while water vapor is almost certainly the largest source of noise for the TRI’s displacement time series and ice velocity estimates in our Iceland data set, its effects are nevertheless small compared to signals of interest for most glaciological investigations.

Figures 2.6 and 2.7 show displacement time series for several points on the glacier and marginal areas for one 24 hour period in 2012. The slope of a best fit line through the phase-connected displacement estimates represents the average velocity over that period, and the rms scatter of the fit (1-21 mm) is one measure of displacement precision. However, it is overly conservative, as some of the scatter represents real velocity variation of the glacier over the 24 hour observation period. The rms scatter of the three points known to be stable (1-8 mm; Figure 2.7) is a better indicator of displacement precision. For these latter three points, the lowest rms scatter (1 mm) is observed for the closest point (4.2 km), while larger scatter (8 mm) is observed for points farther away (6.2 and 7.9 km), consistent with the influence of water vapor. In dry air, the inherent precision of the TRI, observed over distances less than a kilometer, is a few tenths of a millimeter or less (Werner et al., 2008). From the three nominally stable points adjacent to the glacier (Figure 2.5), where we expect \( v = 0 \), we can also estimate the total velocity error (water vapor plus other effects) by looking at deviation from zero, suggesting that velocity uncertainty is 0.05 m/d or less averaged over 1 day (Figure 2.7).

For many applications, it is desirable to investigate velocity variations for times much shorter than one day. Since there is a trade-off between velocity uncertainty and averaging time for any displacement measurement technique, it is useful to quantify velocity uncertainty as a function of averaging time. The velocity or rate uncertainty \( \sigma_r \) based on a series of
displacement measurements is a function of the displacement measurement precision (we assume $\sigma_m = 1$ mm) and the total time span of observations, $T$. Assuming equally spaced (1-minute) observations, $\Delta t$, and assuming that measurement noise is “white” (uncorrelated in time), rate uncertainty is given by (Coates et al., 1985; Dixon, 1991; Mao et al., 1999):

$$
\sigma_r = \frac{\sigma_m}{T} \left[ \frac{12T/\Delta t}{(1+T/\Delta t)(2+T/\Delta t)} \right]^{1/2} \tag{2.7}
$$

Figure 2.8 shows how the rate uncertainty evolves for different averaging times assuming measurement noise of 1 mm (green dashed line) and 8 mm (blue dashed line). It is apparent that for any averaging time greater than about one hour, the rate uncertainty becomes negligible, even for distant points where water vapor effects can be relatively high, assuming measurement noise is white. Observations of velocity variations over shorter periods are not precluded, but some caution or specialized techniques may be required.

Atmospheric noise is not purely white, and hence may not reduce with long averaging times. One way to assess deviations from the white noise approximation is to compare the velocity variation over stationary points for different averaging times. We investigated this by imaging the stationary points and calculating the velocity error by obtaining the displacement from zero to every known point in time, and dividing by the time since the measurements were started. The results of this calculation are also shown in Figure 2.8. These results suggest that even for inherently noisy points (distant points and a humid atmosphere) velocity errors less than 0.5 m/day can be obtained with averaging times of about one hour, and better than 0.1 m/day with 4 hour averages.

### 2.4.3 DEMs and mass change

The DEMs and their difference are shown in Figures 2.10 and 2.11. More ice is lost in the immediate vicinity of the calving front, especially near the area of a newly-formed embayment. Figure 2.12 shows the relationship between the surface slope and velocity in 2011 and 2012 near the calving front (high slope equals high velocity).
To describe the measurement uncertainty associated with the TRI-derived DEM, we compared the 2012 TRI DEM with the ASTER GDEM by resampling the pixel spacing in the TRI DEM to 30 meters (The ASTER GDEM is a product of METI and NASA) and matching the two data sets. The ASTER GDEM is a satellite-derived DEM with 30-meter pixel spacing and a vertical accuracy of 17 m with a 95% confidence (Tachikawa et al., 2011).

Since the orientation of the TRI imagery is visually georeferenced to a LANDSAT image from May 23, 2013 (obtained from http://landsatlook.usgs.gov/), we consider the spatial georeferencing error to be on the order of 1 pixel (30 m due to DEM spacing). As the TRI and ASTER DEMs were not obtained at the same time, we selected a stationary mountainous area in both images for our comparison (Figure 2.11). The rms vertical difference between the TRI DEM and the ASTER GDEM is approximately 16 m. The high relief of the study area is likely an important factor contributing to this difference (geolocation error). Given the 30-meter spatial resolution in the resampled product, a horizontal difference of even one half-pixel (15 m) may mean a large difference in elevation at steep mountainsides.

We performed a similar analysis to estimate the year-to-year error between the TRI DEM in 2011 and 2012. We selected a stationary area (Figure 2.11) over moraine deposits for the comparison. The rms difference in this area between the TRI DEM in 2011 and 2012 is on the order of 2 m, suggesting that this is the minimum error for the ice loss estimates.

The DEMs generated from each year’s observations allow a quantitative assessment of mass change in the overlapping imaged area. We describe two possible approaches with uncertainties based on the 2-meter TRI DEM difference:

1. A minimum estimate of mass change is based on differencing of the overlapping images from successive years (Figures 2.10 and 2.11) and applying Equations 5 and 6. This suggests a mass loss of $-0.08 \pm 0.02$ Gt/yr ($9 \pm 2$ m w.e.). This is a minimum estimate because the overlapping data only account for pixels which have nonzero elevations over both years, and hence method misses the part of the margin that has receded between the first and second year (Figure 2.10).
2. If we know the thickness of ice in the terminal region, equivalent to knowing bedrock elevation or the depth of the lagoon in front of the grounded ice given our DEM, we can measure the area and height of ice that is missed in the first approach, ~0.6 square kilometers with an average loss rate of about 15±2 m w.e. (this is the part of the terminus that fully retreated between 2011 and 2012), and add it to the mass change estimated in 1. Assuming a lagoon depth of 200 m (to one significant figure) from the bedrock topography data of Björnsson et al. (2001) and Figure 1 suggests an extra 0.1±0.1 Gt/yr of loss, for a total mass loss rate of ~0.2±0.1 Gt/yr (10±5 m w.e.).

We can also compare our ice loss rate estimate to ice loss from the larger region of Vatnajökull. Our minimum loss estimate of approximately 9±2 m w.e. falls within the overall summer balance rate (-9.5 to 2.5 m w.e.) suggested by Björnsson and Pálsson (2008).

2.4.4 Iceberg-current observations

Visual tracking of iceberg motion using successive intensity images can be used as a proxy for surface and near-surface currents near the embayment (Figures 2.13 and 2.14). Typical iceberg motion in the lagoon is clockwise, and may be influenced by the Coriolis force, which causes icebergs to move in a different direction from wind (e.g. Jacka et al. (1991); Hulbe et al. (2004)). In Figure 2.13, we track the movement of a large iceberg through the embayment in a direction opposite to the typical clockwise iceberg motion within the lagoon. The iceberg enters the embayment at a speed of ~6 cm/s, accelerates to ~18 cm/s as it passes through, and slows down to ~7 cm/s as it exits the embayment on the other side into the open water. Since most of the iceberg’s volume is below the water surface, its motion likely reflects lagoon currents rather than wind. From this example, it appears that these localized flows can occur on the length-scale of the embayment (500-700 meters), and can include narrow, focused “jets”.

Figure 2.14, on the other hand, shows that the lagoon is also subject to broader outflow events, where icebergs get pushed away from the terminus by strong currents, which likely arise from strong outflows of meltwater beneath the glacier.
2.4.5 Salinity and temperature

Figure 2.15 shows individual salinity and temperature profiles for 2012 and 2013 along with the same data on salinity-temperature diagrams. Since all measurements were taken near the end of summer, a clear signal of surface warming is apparent in the upper 10 meters. The great majority of sampled waters display a limited range of temperature (mostly around 1-4 degrees) and salinity (around 8-17 psu) consistent with strong mixing between a fresh meltwater component and a salty, warmer ocean component. Despite a limited range of values, two distinct end member water masses are clear, assuming a linear mixing model: warm (~4-6°C), saline Atlantic water, and cold (~0°C) fresh melt water (Figure 2.16).

2.5 Discussion

During the observation years, the high glacier velocity zones near the terminus show a pattern of convergence towards the calving front: the ice appears to be funneled into a narrow zone of high velocity (~5 meters per day) near the central portion of the terminus. This is likely related to the topography of the subglacial valley (Björnsson, 1996); Figure 4.1.

Breiðamerkurjökull’s retreat over our 2011-2013 observation period is indicated by negative mass balance inferred from our measured DEM changes, and from changes in the glacial terminus, in particular, retreat and strong embayment formation in 2012 and 2013. This retreat is consistent with longer-term trends observed by satellite (Figure 2.5) and earlier studies (Björnsson et al., 2001).

In 2012 and 2013 we observed larger numbers of smaller icebergs in the lagoon compared to 2011, hinting at an increase in the calving rate over our 3-year observation period. Sikonia and Post (1979) observed similar occurrences at Columbia Glacier: its retreat coincided with embayment formation and an increase in iceberg calving. They also suggested that embayments form at glacial termini due to continuous calving of small icebergs com-
bined with major calving episodes driven by bursts of subglacial drainage, which may also be the mechanism here.

Although marine-terminating glaciers have been retreating in many parts of the world over the last 15 years likely due to global warming associated with elevated concentrations of atmospheric CO$_2$ (Solomon, 2007), many details still remain obscure (Joughin et al., 2012). In particular, the relative importance of atmospheric versus oceanic forcing, the relative importance of calving versus melting, and the relative influence of long term dynamics on calving processes. While melting processes at a temperate glacier like Breiðamerkurjökull likely differ from those at polar glaciers in Greenland and Antarctica, our observations of ocean influence in the vicinity of the glacier terminus may provide useful constraints.

Björnsson et al. (2001) showed that there is substantial warm ocean water input to the lagoon and performed a summer energy balance suggesting that half to two thirds of the energy required to melt the calved ice in the lagoon may be derived from warm seawater inflow.

The salinity-temperature data (Figure 2.16) indicate the presence of two well-mixed water masses in the proglacial lagoon: warm (4°C-6°C), saline Atlantic water, and cold (~0°C) fresh glacial melt water. It is useful to distinguish the source of the latter, and there are two possibilities: subglacial drainage that discharges into the lagoon, sourced largely from surface melting of the glacier during warm summers (atmosphere-forced), versus melting of ice in the lagoon, reflecting either ice-ocean interaction at the glacier terminus, melting of icebergs that have previously calved from the glacier terminus, or some combination (ocean-forced). The large latent heat of fusion of ice allows these two possibilities to be distinguished. Assuming a closed ice - ocean system (e.g., glacier fjord or lagoon), the latent heat associated with ice melting results in significant cooling of ambient water, such that the slope of a temperature-salinity plot (Gade slope) is of order several (2-4) degrees C per salinity unit (Gade, 1979; Jenkins, 1999; Mortensen et al., 2013).
While the lagoon is not a perfect closed ice-ocean system, our temperature-salinity profiles indicate that only a very thin surficial layer is warmed by the atmosphere (Figure 2.15). Combined with the small opening to the ocean (Figure 4.1) this suggests that the system can be considered closed to a first approximation. However, in contrast to the slope expected for ice-ocean interaction, the observed temperature-salinity slope is less than 0.2 degrees C per salinity unit (Figures 2.15 and 2.16). This suggests that at the time of our CTD surveys, the lagoon is an open system where most of the fresh water is derived from run-off and subglacial drainage (some influence from precipitation is also possible). This likely reflects surface melting of the glacier within a few km of the terminus (where elevations are low), drainage to the glacier base, and flushing into the lagoon.

Of course, temperature and salinity in the lagoon vary seasonally. Our late-summer data indicate suggest a salinity range of 7-17 psu and temperatures between 1 and 4°C, though most temperatures are cooler than 2.5°C (Figures 2.15 and 2.16). Early spring data presented by Brandon et al. (2013) suggest a salinity range of 15-21 psu, but only marginally cooler temperatures, between 0.5 and 2°C. The impact of seawater intrusion on Jökulsárlón is expected to be the lowest during the summer months (Landl et al., 2003), and our results show that high rates of summer surface melting and runoff clearly have a noticeable dilution effect on lagoon salinity. Gade slopes were observed by Brandon et al. (2013) during early spring, when such melting and run-off is presumably minimal. Thus, melting of Breiðamerkurjökull appears to vary seasonally: mainly atmosphere-forced in summer and early fall, and mainly ocean-forced in winter and early spring.

Our inference that most of the fresh water in the lagoon is derived from subglacial drainage during the end of the melt season is also supported in a qualitative way by field observations of the glacier near the terminus. Some of the glacier surface here is coated with dark basaltic ash and rubble from recent volcanic eruptions, reducing ice albedo and promoting rapid surface melting during summer months. Moulins are common within a few kilometers of the terminus. One, visually observed in the field approximately 1 km from the
terminus, grew from ~1 meter in diameter to more than 15 meters in diameter over a one week period in the summer of 2011, with bedrock and a fast-flowing stream clearly visible at the glacier base by week’s end.

These arguments suggest a mechanism for the formation of the terminus embayment during the melt seasons of 2012 and 2013. The embayment likely reflects a long-lived, topographically-constrained drainage channel on the glacier bed, which is evident in bedrock topography presented by Björnsson et al. (2001); Figure 4.1. The embayment periodically opens up during periods of rapid summer melting. Although winter observations are rare due to low light and cloud cover, observations of the glacier terminus with LANDSAT suggest that there is no embayment in early spring (May 2013/February 2014) (Figure 2.5).

We further suggest that the presence of this embayment and the subglacial drainage it represents impose a first order constraint on circulation and mixing within the lagoon. Cold glacier meltwater exits at the base of the glacier at the end of the embayment, rises to the surface, moves out of the embayment, perhaps drawing in ambient (warmer, saltier) Atlantic water. Such two-component, modified estuarine circulation models have been suggested in many previous studies of marine-terminating glaciers (Motyka et al., 2003, 2011; Holland et al., 2008; Rignot et al., 2010; Straneo et al., 2010, 2012; Mortensen et al., 2011).

An important aspect of these models is that the flux of cold, fresh water helps to “draw in” warm Atlantic water via forced convection, potentially contributing to calving at the terminus. However, these buoyant fresh water flows are by definition highly localized, and easily missed by techniques such as moored arrays or other point measurements; hence we usually have little direct information on their location, spatial extent, and flux. Using iceberg motion as a proxy for surface and near surface currents, the radar observations and iceberg tracking allow us to “image” the circulation close to the glacier terminus with high spatial and temporal resolution (Figures 2.13 and 2.14).

We observe two circulation modes:
1. A strong outward surface flow that sweeps all icebergs away from the embayment, out to a distance of several kilometers, promoting clockwise circulation of the icebergs (Figure 2.14). We suggest that this reflects cold, fresh meltwater emerging from the base of a glacier, rising to the surface and mixing with ambient water, then flowing outward as a broad, shallow surface current. Presumably, there is a compensating basal flow of warmer lagoon water towards the glacier base.

2. Occasionally we observe surface and near surface lagoon waters flowing into the embayment, circulating in a counterclockwise direction, and exiting at relatively high velocity. (Figure 2.13). Typical circulation speeds near the terminus are close to 10 cm/s, with occasional bursts close to 20 cm/s within the embayment as the icebergs are entrained in the outflow and pushed out of the embayment. Assuming a speed of 10 cm/s, a width of one half the embayment (150 m), and a depth of 50 m suggests fluxes into or out of the embayment of $\sim 750 m^3/s$.

The high velocity “jet” can be tracked at least 1 km from the terminus. These speeds are comparable to sparse observations in Greenland fjords. Straneo et al. (2012) observed speeds up to about 10 cm/s near Helheim, while Rignot et al. (2010) observed typical speeds of a few cm/s, with small jets at shallow (10 and 30 m) depth moving at 30-35 cm/s.

2.6 Conclusions

Terrestrial Radar Interferometry is a powerful new technique for monitoring the terminal zones of marine-terminating glaciers. Its advantages include dense spatial coverage and high temporal sampling rate. We have used TRI to obtain glacier velocity maps, pixel-scale displacement time series, DEMs, and information about lagoon currents near the glacial terminus. These measurements allow us to make inferences about the glacial mass balance, short-term variability in the glacier ice velocity, and lagoon currents near the glacial terminus. We show that ice surface velocities at Breiðamerkurjökull are up to 5 m/d near the calving front, with measurement uncertainties better than 0.1 m/day with a few hours of observations. We calculate the ice loss rate between 2011 and 2012 to be 9±2 meters water
equivalent per year (0.08±0.02 Gt/yr over the overlapping area imaged by the TRI). Over our observation period (2011-2013), Breiðamerkurjökull’s terminus shows a retreat rate of around 100 m/yr, with seasonal embayments exhibiting locally-faster retreat rates. We also observe fast and spatially-complex lagoon currents in the vicinity of the glacial terminus, especially near the embayment.
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Figure 2.1: Field site location (black star, inset). Radar location relative to the glacier (red star). Glacier locations taken from the GLIMS database (Sigurðsson, 2005; Raup et al., 2007). Black lines show approximate bed topography contours digitized from Björnsson et al. (2001).
Figure 2.2: A typical TRI field setup at Breiðamerkurjökull. The top antenna transmits at Ku-band (1.74 cm wavelength) and the bottom two antennas receive the backscattered signal. The antenna mount scans in azimuth, in this area up to 100°. The calving front is approximately 4 km away. Note icebergs in the foreground.
Figure 2.3: 2011-2013 velocity maps obtained using TRI (left) and TerraSAR-X (right). Both TRI and TerraSAR-X velocities were adjusted to match the direction of ice motion (140° clockwise from north) using Equation 3. Note the similarity in velocity magnitude and distribution between the TRI and satellite maps despite the different acquisition and averaging times (3.5 hours for the TRI vs 11 days for TerraSAR-X).

Figure 2.4: Differences between the TerraSAR-X and TRI velocity maps in the direction of ice motion. Despite different sampling periods (11 days vs 3.5 hours), the agreement between the TRI and TerraSAR-X is reasonable (rms difference of ~1 m/d for all years) except for areas near crevasses and a small region near the highly-dynamic terminal zone.
Figure 2.5: Terminus outlines from TRI and LANDSAT for the period 2008-2013, and the location of points discussed in the paper. Displacement (v) and noise (n) time series points from 2011 and 2012 are shown along with the BSOP/CTD locations. Points v1, v2, and v3 are velocity measurements from 2012 located on the moving ice. Points n1, n2, and n3 are stationary areas used to assess noise characteristics in 2012. Point n1 is located on moraine deposits near the lagoon shore. Point n2 is located on a mountain. Point n3 is located on stagnant ice near a medial moraine. Points 1, 2, and 3 show the locations on the ice selected for tidal comparisons in 2011. The marked lines show the terminus positions and embayment dynamics observed by LANDSAT and TRI. Note that the embayment opens during the summer of 2012 and 2013, and partially closes during the winter/spring of 2013 and 2014.
Figure 2.6: Displacement time series, 2012, for the points shown in Figure 2.5. A (top) shows actual displacement, B (bottom) shows detrended displacement. Labels in the top panel show the location, the distance from the radar, the best-fit velocity, and the rms uncertainty for the three points on the glacier. Variations in velocity and rms scatter are related to distance from the glacier terminus (velocity and rms scatter decrease with increasing distance).
Figure 2.7: Similar to Figure 2.6, displacement time series, 2012, for stationary targets (a measure of noise). Location of points shown in Figure 2.5. A (top) shows the actual displacement. B (bottom) shows the detrended displacement. Labels in the top panel show the point location, distance from the radar, linear velocity, and rms displacement from zero.
Figure 2.8: A comparison of theoretical rate error (Equation 7) to line-of-sight velocity uncertainties for different averaging times for the stationary points shown in Figure 2.5.
Figure 2.9: Displacement and tide time series, 2011. Top panel shows total displacement for three points (Figure 2.5) and tides (black line). Bottom panel shows detrended displacement and tides. Small calving events can be seen in the tidal record. There are no apparent velocity variations associated with the tidal signal over the short acquisition period, but longer time series are necessary for a more thorough analysis.
Figure 2.10: A perspective view of the smoothed TRI-derived DEMs in 2011 and 2012, and their difference. There is substantial ice loss immediately adjacent to the terminus.
Figure 2.11: Map of ice loss between 2011 and 2012. Note that most of the ice was lost in the region around the seasonal embayment. The colored boxes show the areas used for ASTER/TRI DEM comparisons (yellow) and the 2011-2012 TRI DEM comparisons (cyan).
Figure 2.12: Smoothed line-of-sight velocity and elevation profiles in the vicinity of the terminus along the center line of the imaged area in 2011 and 2012. The inset at the top left shows the approximate surface slopes near and upglacier of the ice cliff.
Figure 2.13: Counterclockwise iceberg motion through the embayment in 2012. This kind of circulation may represent horizontally partitioned flow, where surface and near surface lagoon waters flow into the embayment and circulate in a counterclockwise direction with fast velocities. Here, the iceberg enters the embayment at a speed of ~6 cm/s, accelerates to ~18 cm/s as it passes through, and slows down to ~7 cm/s as it exits the embayment on the other side into the open water. This suggests that there may be high fluxes of water passing through the embayment.
Figure 2.14: A five-hour period showing an outflow event observed in 2012. Such outflow events may represent vertically partitioned flows where cold, fresh meltwater emerges from the base of a glacier, rapidly rises to the surface and flows outward as a broad, shallow surface current pushing out the nearby icebergs. The iceberg closest to the center of the lagoon (cyan) gets pushed away from the vicinity of the terminus. Note the slower speed and the clockwise trend shown by the icebergs (circled in red and yellow) that are less affected by the outflow event.
Figure 2.15: Lagoon salinity and temperature profiles from the 2012 BSOP deployment and the 2013 CTD casts showing that Jökulsárlón is well-mixed with only slightly warmer, saltier water at the bottom. The data consist of multiple casts (to various depths) for each instrument. The cast locations are shown in Figure 2.5, and illustrate some of the depth variability within the lagoon. The CTD locations were closer to the deeper central portion of the lagoon, while the BSOP locations were closer to shore. Small outlying points may be related to the CTD hitting the lagoon bottom.
Figure 2.16: BSOP and CTD data showing the mixed properties of the lagoon water in comparison to two linear mixing models. The two endmember waters appear to be a 0°C, 0 psu salinity freshwater and an ocean water with temperature between 4 and 6°C and salinity 35 psu (warmer temperatures in the upper left reflect atmospheric warming in the top 5 meters). A Gade line with a typical slope of 2.5°C/psu is shown, suggesting that late-summer measurements are not significantly affected by ocean-forced melting. Outliers below a salinity of 1 were discarded.
3. Observations of Inertial Currents in a Lagoon in Southeastern Iceland Using Terrestrial Radar Interferometry and Automated Iceberg Tracking

3.1 Abstract

Ocean currents are considered to be a contributing factor to the retreat of marine-terminating glaciers worldwide, but direct observations near the ice-ocean interface are challenging. We use radar intensity imagery and an iceberg tracking algorithm to produce half-hourly current maps within an imaged portion of Jökulsárlón, a proglacial lagoon in southeastern Iceland. Over our 43.5-hour observation period, the lagoon has clockwise circulation with current speeds of order 3-8 cm/s and occasional strong glacier outflows of up to ~15 cm/s. The currents are dominantly inertial, driven by the glacial outflows.

3.2 Introduction

3.2.1 Overview

Sea ice monitoring programs and automated iceberg tracking algorithms have been used in maritime operations to prevent damage to ships or oil rigs (Smith and Banke, 1983). Many of these programs and algorithms involve imaging radar, because of its day/night, all-weather capability. Here we use radar intensity imagery, in conjunction with a new automated iceberg tracking algorithm, to develop insights into the hydrography of a proglacial lagoon.

Improved knowledge of ice-ocean interactions is important for predicting the behavior of marine-terminating (tidewater) glaciers, many of which are presently undergoing rapid retreat (Straneo et al., 2013). The role of ocean circulation in melting and calving of marine-
terminating glaciers has been recognized for some time (Motyka et al., 2003; Holland et al., 2008; Straneo et al., 2010). However, details of this circulation process in the immediate vicinity of the glacier terminus remain obscure because the possibility of iceberg calving makes direct observation dangerous.

GPS receivers have been emplaced on icebergs for current monitoring (Sutherland et al., 2014). Remotely-sensed imagery may be useful in fjords and lagoons where iceberg motion can be used to track surface and near-surface currents. Here we report results based on imagery acquired with a Terrestrial Radar Interferometer (TRI). A TRI is a ground-based instrument designed to monitor small-scale displacements on the glacier’s surface with high sampling rate and precision using interferometry based on phase comparisons of successive images (Voytenko et al., 2015). However, instead of using phase interferometry to measure the speed of glacier ice, here we exploit the intensity imagery and the high sampling rate of the system. Unlike the motion of the glacier ice, smaller icebergs in proglacial lagoons tend to move too fast to be tracked interferometrically, so intensity-based tracking is required.

There are two commonly used methods for detecting motion in imagery: Particle Image Velocimetry (PIV) and Particle Tracking Velocimetry (PTV). PIV is based on measuring the motion of blocks of the image containing numerous particles, while PTV focuses on tracking particles individually. These methods have been extensively studied and applied to a variety of fields including river gauging (Creutin et al., 2003) and iceberg tracking from satellite imagery over long time steps (Silva and Bigg, 2005).

In this study, we focus on a PTV approach for tracking icebergs over several minute time steps. First, we use the intensity of the backscattered signal to find the positions of icebergs in the lagoon, whose centroids are detected using a connected component labeling algorithm. Second, we track the iceberg positions in time using a nearest-neighbor approach and generate the resulting velocity maps using radial basis function (RBF) interpolation. This method has been successfully used for surface, image, and topographic reconstruction.
(Hardy, 1971; Carr et al., 1997, 2001; Gumerov and Duraiswami, 2007), to infer the behavior of the lagoon currents.

### 3.2.2 Site setting

Jökulsárlón is a tidal lagoon at the terminus of Breiðamerkurjökull, an outlet glacier of Vatnajökull, Iceland’s largest ice cap (Figure 3.1). The lagoon has an area of ~20 km², a maximum depth of around 300 m, and is connected to the North Atlantic Ocean via a narrow, engineered, channel (Björnsson, 1996; Björnsson et al., 2001; Howat et al., 2008). Breiðamerkurjökull occasionally calves icebergs into Jökulsárlón. We track these icebergs in this study.

The hydrodynamics of this lagoon appear to be complicated, as there are several sources or drivers of potential currents. The lagoon is bounded by mountains on the east and west sides, a glacier on the north side, and the Atlantic Ocean on the south side. The glacier and the ocean bring in strong winds from opposing directions, while ocean tides modulate the currents near the narrow outlet to the ocean. The bounding glacier to the north also subjects the lagoon to calving-driven flows and subglacial drainage.

The lagoon contains both cold, fresh, meltwater from the glacier, and warm, saline, water from the Atlantic ocean. The salinity and temperature of the lagoon vary seasonally: 7-17 psu with temperatures between 1 and 5 deg. C in the summer (Dixon et al., 2012) and 15-21 psu with temperatures between 0.5 and 2 °C in the spring (Brandon et al., 2013). Winter measurements are not available.

### 3.3 Methods

#### 3.3.1 Data acquisition

We used a GAMMA Portable Radar Interferometer as the TRI instrument for this study (Werner et al., 2008). This is a Ku-band, real-aperture radar with a range resolution of 0.75 m and an azimuth resolution of 7.5 m at 1 km. The azimuth resolution decreases linearly with distance (e.g., 15 m at 2 km). We deployed the TRI in August of 2012 covering
90-degree arcs with a range of 50 m to 8.5 km and a two minute sampling rate (an ideal sampling rate for measuring rapid iceberg motion in this lagoon).

Since the primary purpose of the TRI is to monitor ice surface velocities, the TRI must be set up with a clear view of both the pro-glacial lake and of the glacier to measure ice surface velocities and to track the icebergs (Figure 3.2). We created 87 current maps during our observation period spanning a continuous 43.5-hour period.

During the study period, we also deployed an autonomous CTD (conductivity-temperature-depth) profiler, specifically a bottom-stationed ocean profiler (BSOP) (Langebrake et al., 2002) in the lagoon (Figure 3.3). During one three-hour period, the BSOP was untethered and moved with the surface currents while continually logging its position (Figure 3.1). We used the BSOP position data over this period to verify the current maps and speeds derived from our iceberg tracking algorithm.

The iceberg detection and tracking scripts were written in Python using SciPy, NumPy and Matplotlib (Hunter, 2007; Oliphant, 2007). The intensity imagery and the processing scripts are available on GitHub.

### 3.3.2 Radar pre-processing

Intensity images are extracted from the radar data and converted to map coordinates with 10 m pixel spacing using the GAMMA software package. The icebergs are detected sequentially image-by-image. Before detection, each image is pre-processed (Figure 3.4). The pre-processing is responsible for removing speckle and simplifying iceberg detection. This step is facilitated by the basic characteristics of the radar intensity images. The icebergs act as strong radar scatterers, appearing bright in the image, while the water surface reflects most of the radar energy away from the instrument, and hence appears dark in the image.

The first step in the pre-processing procedure is masking. The mask is the area containing the boundaries of the lagoon, and any pixels outside of the mask are not considered to be an iceberg and are discarded. Once the lagoon is selected, the process focuses on minimizing noise (unfortunately, small icebergs may also be removed in this step). This is
accomplished with a sequence of a Gaussian blur ($\sigma = 1$), a threshold (0.3), another Gaussian blur ($\sigma = 1$) and another threshold (0.3).

The thresholding operation creates a binary image, as any pixel value above the threshold criterion is converted to a 1, and every other pixel to a 0. The final image that undergoes iceberg detection is thus a binary image where each pixel is either a part of an iceberg (foreground) or a part of the lagoon (background).

### 3.3.3 Iceberg detection

Each iceberg in the binary image is detected with a connected-component labeling algorithm. The purpose of this algorithm is to identify, and uniquely label, individual components of the image that are only connected to themselves, and distinguish them from other discrete components. We use the SciPy implementation of the two-pass connected component algorithm (scipy.ndimage.measurements.label) based on the classical algorithm proposed by Rosenfeld and Pfaltz (1966).

An illustration of the connected component algorithm is shown in Figure 3.5. The image is scanned line-by-line, and border pixels are set to the background value. The first pass over the image labels each pixel in a specific way. If the pixel is a foreground (iceberg) pixel, the algorithm checks to see if any of the four of its neighbors (W, NW, N, NE pixels) are also foreground pixels. Once that check is complete, there are three possibilities: 1) if no neighbors are in the foreground, the pixel is given a new label; 2) if only one of the neighboring pixels is in the foreground, then the pixel is given the same label as the other foreground neighbor pixel; 3) if two or more neighboring pixels are in the foreground, then the pixel is assigned a label of either of the foreground neighboring pixels. When this happens, the algorithm stores that all of the labels seen in this step are equivalent. Once all of the pixels have been successfully labeled, the second pass over the image resolves the equivalence between labels: every pixel that belongs to the same set of equivalent pixels is given the same label. Subsequently, all icebergs are relabeled in a consecutive order.
Once every iceberg is given its own label, we find the positions of every pixel with the same label in every iceberg, and calculate the centroid of each iceberg, keeping that information for later tracking. The centroid of an iceberg is the average $x$ and $y$ positions of all its constituent pixels, and is compared from image to image the tracking. The algorithm moves on to the next image, and repeats. Once the centroids for every detected iceberg in every image are found, we begin the tracking process.

3.3.4 Iceberg tracking

The tracking algorithm is based on a nearest-neighbor approach. The first image initializes the centroids of icebergs detected (these are the icebergs that are going to be tracked). Then, for every new image, the locations of the centroids in the image are compared to the locations of the centroids in the previous image. We specify a maximum distance (20 m for this study) and find the closest centroid in the new image. This is repeated iteratively, giving a time series of iceberg centroid positions, which can be converted into the velocities. Icebergs that are not detected (e.g., if they become shadowed for one acquisition) are assigned the coordinates from the previous time step.

3.3.5 Current map generation

Although data are available for every measurement, we linearize the motion over a 30 minute time step to account for noise and for temporarily-undetected icebergs. No new icebergs are introduced into the system over this period. Two positions are used to calculate the velocity, one at the beginning (0 minutes) and one at the end (30 minutes). Icebergs that moved less than 2 pixels over the half-hour period (speed of 1 cm/s), are considered stationary and discarded. Since we can calculate a velocity for every iceberg at every 30-minute time step, we can specify those velocities at the last known locations of the icebergs and interpolate maps representing the $x$ and $y$ components of velocity.
Since iceberg motion measurements are relatively sparse, the $x$ and $y$ velocities are interpolated onto a 25x25 grid using a linear radial basis function (RBF) interpolation in SciPy. Each velocity component is interpolated separately.

The RBF interpolation solves for the velocity component at each grid point by depending on velocity values from every measurement point weighted by the distances to that point.

The general equation for the RBF interpolation is (Buhmann, 2003):

$$s(x) = \sum_{i=1}^{N} \lambda_i \phi(||p - p_i||)$$  \hspace{1cm} (3.1)

where $s(x)$ is the velocity of the interpolated point, $\lambda_i$ is a weight coefficient, $\phi$ is the radial basis function, $p$ is the interpolation point, and $p_i$ is a data point.

Although there are many types of radial basis functions, the linear RBF has a simple form

$$\phi(r) = r$$ \hspace{1cm} (3.2)

where $r$ is the radius from the interpolated point to a data point.

However, for our purposes, we can rewrite the general interpolation equation as

$$v(r) = \sum_{j=1}^{N} \lambda_j \phi(r)$$ \hspace{1cm} (3.3)

where $v$ is the interpolated velocity, $i$ is an index of an interpolated point, $\phi(r)$ is the RBF, which depends on the radius, and $j$ is the index of a data point. Therefore, the velocity at a point that is interpolated depends on the velocities of all of the available data points and their respective distances to the interpolated point.

Although we have a general equation for the interpolation, we still need to calculate the $\lambda$ coefficients, which are weights associated with the velocities of the data points and their distances to each other. The $\lambda$ coefficients are computed by solving a system of linear
equations

\[ \lambda = A^{-1}v \quad (3.4) \]

where \( \lambda \) is the vector of weights associated with the distances related to the data points, \( A \) is a Euclidian Distance Matrix (EDM) describing the distances between points in a specific format, and \( v \) is a vector of velocities of the known points. The format of the EDM is:

\[
\begin{bmatrix}
||p_1 - p_1|| & ||p_1 - p_2|| & \cdots & ||p_1 - p_n|| \\
||p_2 - p_1|| & ||p_2 - p_2|| & \cdots & ||p_2 - p_n|| \\
\vdots & \vdots & \ddots & \vdots \\
||p_n - p_1|| & ||p_n - p_2|| & \cdots & ||p_n - p_n||
\end{bmatrix} \quad (3.5)
\]

where \( p_i \) is a data point with coordinates \((x_i, y_i)\).

Once we have the coefficients, the velocity at a desired point is calculated as a function of the distance to all of the available data points, weighted by the calculated coefficients.

The components of the interpolated velocities are represented as arrows on the current maps (Figures 3.6 and 3.7).

3.3.6 Uncertainty analysis and verification

Uncertainties were estimated using a Monte Carlo simulation with 1000 runs to determine the sensitivity of the linear RBF interpolation method to data noise. We assumed that uncertainties in determining the \( x \) and \( y \) position of the iceberg centroid were independent, and added a randomly sampled uncertainty parameter (assuming a zero-mean normal distribution and a standard deviation of 1 pixel) to each set of initial and final position measurements, producing 1000 interpolated maps for each of the two components of iceberg motion.
We plot error ellipses related to the measurement uncertainties given a set of \( x \) and \( y \) position vectors from the Monte Carlo simulation. First, we calculate the covariance matrix

\[
\Sigma = \begin{bmatrix}
\sigma_x^2 & \sigma_{xy} \\
\sigma_{yx} & \sigma_y^2
\end{bmatrix}
\] (3.6)

Subsequently, \( \Sigma \) is decomposed into a set of eigenvalues \( (\lambda) \) and eigenvectors \( (\xi) \)

\[
\lambda = \begin{bmatrix}
\lambda_1 \\
\lambda_2
\end{bmatrix}
\xi = \begin{bmatrix}
\xi_{11} & \xi_{21} \\
\xi_{12} & \xi_{22}
\end{bmatrix}
\] (3.7)

Then, we follow Haug (2012) to obtain the parametric equations for the error ellipse given a specific confidence interval \( P_c \). For example, we can calculate the area of an ellipse \( (C^2) \) that would encompass 95 percent of the data by using the equation

\[
C^2 = -2 \ln(1 - P_c)
\] (3.8)

and setting \( P_c = .95 \).

Next, we use the square root of this area to scale the ellipse axes, whose length depends on the eigenvalues, and whose orientation depends on the eigenvectors, and \( \theta \), a parametric vector on \([0, 2\pi]\). This creates a set of angles, defining points \((x_e(\theta), y_e(\theta))\) to plot the full ellipse around the average \( x \) and \( y \) positions (Figure 3.8)

\[
\begin{bmatrix}
x_e(\theta) \\
y_e(\theta)
\end{bmatrix} = \begin{bmatrix}
\hat{x} \\
\hat{y}
\end{bmatrix} + \begin{bmatrix}
\xi_{11}C\sqrt{\lambda_1}\cos(\theta) + \xi_{12}C\sqrt{\lambda_2}\sin(\theta) \\
\xi_{21}C\sqrt{\lambda_1}\cos(\theta) + \xi_{22}C\sqrt{\lambda_2}\sin(\theta)
\end{bmatrix}
\] (3.9)

The Monte Carlo simulation results show the distribution of uncertainties for a subset of selected points in Figure 3.8.
The ~7-30% error in the current speeds (assuming speeds of 3-15 cm/s and a centroid detection error of 1 cm/s) also appears to be reasonable, considering that the TRI was not designed to monitor currents. However, since the visual centroid detection error remains the same regardless of current speeds, the relative uncertainty becomes high in areas with very slow currents (2 cm/s or less).

We verified our technique in two ways. First, by comparing one automatically-detected current map to a manually-detected one. Second, by comparing our measured to motion of the BSOP.

The first verification method focused on the accuracy of the iceberg detection. The manually-detected current map was created by visually identifying the initial and final centroid positions of 15 icebergs over the 30-minute period, and was interpolated the same way as the automated map. The manual iceberg centroid detection produced a current map similar to the automated one (Figure 3.7) and had a speed range of 0.14 to 11 cm/s, while the automatically-detected current map had a speed range of 0.30 to 11 cm/s.

The second verification method focused on comparisons between different data sets. In this case, the BSOP was transported 1.1 km over a three-hour period, suggesting a surface current velocity of ~10 cm/s (Figure 3.1) in a direction consistent with the overall circulation pattern determined by our algorithm. Most of the BSOP is submerged, so its motion should mainly reflect currents rather than winds. The automatically-detected iceberg motion (3-15 cm/s) appears to be reasonable compared to the measured BSOP motion (up 11 cm/s in the faster-moving portion of the lagoon) and the manually-detected measurements.

3.4 Results

During our 43.5-hour study period in 2012, most of Jökulsárlón experienced a clockwise circulation with surface and near-surface current speeds on the order of 3-8 cm/s (Figures 3.6 and 3.7). A video showing current maps and iceberg motion over a 43.5 hour period is available in the supplementary materials.
Although the circulation pattern within the lagoon stays fairly constant, the center portion of the lagoon occasionally experiences faster flows (up to ~15 cm/s, Figures 3.6 and 3.7) when there appear to be outflow events from the glacier. We also observe occasional formation of small-scale counter-clockwise eddies near the lagoon shore (Figure 3.6).

3.5 Discussion

The biggest advantage of using the algorithm described in this paper is that if a TRI instrument is deployed to study the motion of a glacier terminating in a lake or fjord, iceberg motion can be used to infer the surface currents with no additional measurements. However, when applying this method to other locations, it may be necessary to adjust the blur and threshold parameters along with the maximum distance between the icebergs to obtain the best results.

Since labeling connected components does not depend on motion, the same algorithm can be modified to detect iceberg calving (there were no large calving events during our study period). If the mask for the lagoon is modified to leave a small unmasked band around the terminus, then the only area where the icebergs could be detected is immediately in front of the terminus. Since most of the icebergs float away immediately after calving, and few come close to the ice cliff during circulation, counting the number of icebergs detected in the small area could be used to count the number of calving events and to figure out the timing of calving.

The rotation of the icebergs changes how they are seen by the radar due to changes in cross-section area, shape, and aspect. As the illumination changes, shadow effects may cause smaller icebergs to be lost or to appear morphologically different, making it difficult to use feature-based correlation tracking, and to calculate the exact cross-sectional area of the iceberg. An advantage of the centroid detection method described here is that it does not directly rely on iceberg cross section area, shape or aspect. If illumination changes shadow out certain parts of the iceberg, or if some features of the iceberg are eroded during the filtering step, the centroid should be largely unaffected.
Although the algorithm performed successfully, there is always room for improvement. This method is sensitive to the spatial density of icebergs. If there are few icebergs in the visible area, the currents maps may not be sufficiently detailed (if there are no icebergs in the area, no current measurements can be made). On the other hand, if there are too many icebergs in the visible area, a nearest-neighbor tracking approach may no longer work correctly due to the high possibility of overlapping iceberg paths and false connections. Instead, a path predictive algorithm may need to be implemented to account for the possibility of tracking the wrong iceberg after two icebergs pass close to each other. Of course, for tightly packed icebergs, motion is inhibited, and current measurement cannot be made with this technique.

For detailed studies, it would be beneficial to install an anemometer at the site to resolve issues related to wind-driven iceberg motion (our TRI was not operated in high winds, hence this issue is not important here). It would also be useful to perform a longer study to observe multiple tidal cycles to address the possible influence of tidal variations in the lagoon currents.

Examining the imagery during the period of fast circulation (August 17-18, 2012) is instructive. This can be done either by tracking a single iceberg (Figures 3.9 and 3.10) or by averaging a number of the images from this time period and plotting them (Figure 3.11). The current exhibits elliptical circulation with length of approximately 1300 m and and width of approximately 900 m. Over this time period, it takes an iceberg approximately 12-15 hours to complete a full loop (see supplementary materials for video).

These observations suggest that currents in the lagoon mainly respond to inertial forces over the observation period. Inertial motion describes the circular behavior of icebergs subject to a burst of applied force (e.g., glacial outflow) and the subsequent impact of the Coriolis effect on their trajectories. Since the motion is clockwise, the expected direction of motion due to the Coriolis effect in the Northern Hemisphere, and since the circular motion
of the icebergs becomes dominant after visible outflows, the driver for inertial motion is likely strong glacier meltwater outflow events (see animated figure in the supplementary materials).

The circulation from the observed iceberg motion can be compared to theoretical calculations for inertial currents. The Coriolis parameter, $f$, is

$$ f = 2\Omega \sin \phi $$

(3.10)

where $\Omega$ is the rotational rate of the Earth ($7.292\times10^{-5}$ rad/s) and $\phi$ is latitude (64 deg N. at our study site, giving $f = 1.3\times10^{-4}$).

The Coriolis parameter can be used to calculate how long it would take an iceberg to complete one full loop (inertial period) of a specific inertial radius. The inertial period, $T$, is given by

$$ T = \frac{2\pi}{f} $$

(3.11)

and is $\sim 13$ hours at the latitude of Jökulsárlón, in approximate agreement with observations. The inertial radius, $r$, is

$$ r = \frac{V}{f} $$

(3.12)

where $V$ is the velocity of the current.

The speed variations may explain the pattern of circulation, in particular its “teardrop” shape. For a purely inertial current, the inertial radius at a given latitude depends only on current speed. For a speed of 4 cm/s, the radius is 300 m, while a speed of 8 cm/s generates a radius of 600 m (Figure 3.12). This is in approximate agreement with observations shown in Figures 3.9 and 3.10 and supports the hypothesis that some of the iceberg circulation within a portion of the lagoon during our observation period is essentially inertial motion, likely caused by bursts of subglacial drainage.

The shape of the current track may also be influenced by the relationship between the glacier terminus and the moraine deposits (shown at the bottom of the intensity images; Figure 3.9). Since the glacier terminus changes position and shape, and the moraine deposits
do not, there may be a dynamic feedback mechanism between the orientation of circulation and the terminus position. As the terminus position changes, the direction of subglacial outflows may vary as well, forcing the outflows to change direction at the stationary moraine boundary. This process may impact the circulation pattern, and may subsequently impact the terminus morphology at times when warm water intrusion becomes important (e.g., spring).

Figure 3.11 shows several “stranded icebergs” marked by strong radar returns over the ~12 hour observation period. These icebergs are so large that they become grounded on the lagoon bottom. This implies that the range of iceberg depths is sufficient that iceberg motion acts to stir the lagoon water, keeping it well mixed, explaining the limited range of salinity and temperature (Figure 3.3) during summer conditions.

### 3.6 Conclusions

TRI measurements of glaciers can be used not only to study glacier motion, but also to study surface and near-surface currents in glacial lakes and fjords, assuming trackable objects such as icebergs are visible in the radar imagery. Current motion can be determined without any extra data collection efforts and with straightforward post-processing.

TRI intensity imagery has been used to produce lagoon current maps with 30-minute sampling intervals, showing the variability of current motion within Jökulsárlón, a proglacial lagoon in Iceland. During our study, currents at Jökulsárlón have typical speeds of 3-8 cm/s and follow a clockwise rotation, with occasional bursts of outflow along the center portion of the lagoon that are likely related to subglacial drainage. These outflow events stimulate inertial circulation.
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Figure 3.1: Study location. The black star in the inset shows the site location in Iceland. The red star shows the location of the radar during the study period. The black and white image shows the area scanned by the radar. The yellow box outlines the lagoon area shown in Figures 3.6 and 3.7. The orange dots represent the BSOP locations over a three-hour period (A is at the beginning of the first hour, B is at the end of the first hour, C is at the end of the second hour, and D is at the end of the third hour). All of the information is overlain on a LANDSAT image obtained from landsatlook.usgs.gov.
Figure 3.2: A typical TRI field set-up for monitoring iceberg and glacier motion.
Figure 3.3: Salinity, temperature, and depth data from our August, 2012 BSOP deployment (Voytenko et al., 2015). The data show that the lagoon is well mixed at all depths. The great majority of the data lie between 8 and 11 psu and 1.5 and 3 degrees C.

Figure 3.4: An example of the pre-processing procedure. The procedure is a sequence of a mask (to get rid of the visible part of the glacier), a Gaussian blur (\(\sigma = 1\)), a threshold (0.3), another Gaussian blur (\(\sigma = 1\)), and another threshold (0.3). Panel A shows the original image, panel B shows the pre-processed image, and panel C shows the detected iceberg centroids from the pre-processed image.
Figure 3.5: Step-by-step explanation of the connected component labeling algorithm.
Figure 3.6: Iceberg tracking results. Most of the currents are in a clockwise direction and are of order 3-8 cm/s. Panels C and D show faster currents towards the central part of the lagoon, which are believed to be outflow events of subglacial water. Strong counterclockwise eddy currents are seen forming in panel D.
Figure 3.7: A comparison between the automatically-detected current map (A) and a current map generated by visually picking (and tracking) the centroids of 15 icebergs at the beginning and the end of the same period (B).
Figure 3.8: Error ellipses from the 2012/08/17 08:34 - 09:04 data for a subset of points derived from the Monte Carlo simulation given a 95 percent confidence interval. Note that most of the ellipses are small compared to the length of the arrows, suggesting that the interpolation method is robust. Also note that the ellipses are bigger in the area (bottom left) with the fewest icebergs seen in the other figures.
Figure 3.9: Path of a single, manually-detected, iceberg over a 23 h period (August 17, 13:00 to August 18, 12:00). The period and dimensions of this circulation pattern are consistent with those for inertial motion at this latitude.
Figure 3.10: Position-time plot of data shown in Figure 3.9. The data are shown at hourly intervals. Hour 0 is August 17, 13:00. The velocities range between 4 and 11 cm/s. Note that the iceberg velocity decreases as it gets closer to the glacier front.
Figure 3.11: Averaged image from the intensity data on August 18th (currents sharpened for clarity). Note the strong elliptical pattern of circulation and its dimensions (width of ~900 m and length of ~1300 m; see also Figures 3.9 and 3.10). This pattern may reflect iceberg motion subject to inertial effects after an outflow event. Also note that a few very large icebergs were motionless (and therefore grounded) during this period. This suggests that icebergs may contribute to significant mixing of lagoon waters.
Figure 3.12: Position-time plot of a track of a single iceberg with theoretical inertial radii. The theoretical inertial radii are calculated for a speed of 4 cm/s (300 m radius, 600 m diameter, red) and 8 cm/s (600 m radius, 1200 m diameter, green). The similarity of the theoretical calculations to the measured iceberg path supports the hypothesis that the currents are dominated by inertial motion.
4. Tidally-driven Ice Speed Variation at Helheim Glacier, Greenland Observed with Terrestrial Radar Interferometry

4.1 Abstract

We used a Terrestrial Radar Interferometer (TRI) at Helheim, Greenland in August of 2013 to study the effects of tidal forcing on the terminal zone of this tidewater glacier. During our study period, the glacier velocity was up to 25 m d$^{-1}$. Our measurements show that the glacier moves out-of-phase with the semidiurnal tides and the densely-packed mélange in the fjord. Here, detrended glacier displacement lags behind the forecasted tidal height by $\sim$8 h. The transition in phase lag between the glacier and the mélange happens within a narrow ($\sim$500 m) zone in the fjord in front of the ice cliff. The TRI data also suggest that the impact of tidal forcing decreases rapidly up-glacier from the terminus. A flow line model suggests that this pattern of velocity perturbation is consistent with weak ice flowing over a weakly nonlinear bed.

4.2 Introduction

Tidal forcing of the speed of marine-terminating glaciers is an important aspect of ice-ocean interactions. Observing tidal forcing in a glacier’s terminal region benefits from minute-scale, spatially-dense measurements, which are now possible using Terrestrial Radar Interferometry (TRI) (Rolstad and Norland, 2009; Dixon et al., 2012). Here we present new TRI measurements showing terminus-wide spatial and temporal impacts of tidal forcing along with a a model consistent with our observations at Helheim Glacier, a major marine-
terminating outlet glacier on Greenland’s southeast coast and one that is known to respond to tidal forcing (de Juan et al., 2010).

Helheim terminates into the 600-900 m deep Sermilik Fjord. The fjord is stratified with upper cold, polar water and deeper, warm Atlantic water (Andresen et al., 2012; Straneo et al., 2012, 2013). The first ∼20 km adjacent to Helheim’s terminus are usually packed with dense ice mélange. Helheim Glacier accelerated and retreated between 2000 and 2005 (Howat et al., 2005; Rignot and Kanagaratnam, 2006) while in aggregate gaining mass between 2000 and 2010 due to a likely increase in accumulation (Howat et al., 2011). It is now considered to be Greenland’s fifth largest glacier in terms of discharge (Enderlin et al., 2014).

Tidal signals have been observed in tidewater and floating tongue glaciers throughout the world, with the tidal influence being present as far as 80 km up-glacier from the grounding line (Anandakrishnan et al., 2003). However, the effect of tides on ice motion is highly variable. Some glaciers, like the Ekstremo Ice Shelf (Heinert and Riedel, 2007), move in-phase with the tides (i.e., high tide induces high velocity), while others, including Helheim (de Juan et al., 2010), Jakobshavn (Podrasky et al., 2014), Columbia Glacier (Meier and Post, 1987; Walters and Dunlap, 1987), LeConte Glacier (O’Neel et al., 2001), and the Brunt Ice Shelf (Doake et al., 2002) move out-of-phase with the tides (i.e., high tide induces low velocity).

Causes for out-of-phase motion have been summarized by Murray et al. (2007) and include grounding-line backstress reduction at low tide (Thomas, 2007), till properties that interact with changing water pressure to change resolved normal stress or effective friction at the glacier base (Gudmundsson, 2005), ocean currents that similarly change basal conditions (Doake et al., 2002), and variations in basal drag due to shifting of the grounding line (Heinert and Riedel, 2007; Sayag and Worster, 2013).

Recently it has also been suggested that velocity at Helheim may be subject to diurnal variations caused by bed lubrication resulting from solar-driven surface melting (Davis et al., 2014), while calving may be strongly influenced by crevasse water depth and basal water
pressure (Cook et al., 2014) and may happen in a buoyancy-driven manner (James et al., 2014).

4.3 Methods and results

We observed Helheim’s terminal zone with a TRI (Figure 4.1) by collecting five days of radar observations (16-20 August, 2013). Our TRI instrument is a GAMMA Portable Radar Interferometer, a real-aperture radar that generates phase and amplitude images, and makes line-of-sight displacement measurements. The instrument operates at Ku-band (1.74 cm wavelength), and acquires images by rotational scanning (Werner et al., 2008). In normal operating conditions, the TRI has one transmitting and two receiving antennas, allowing generation of digital elevation models (DEMs) of the imaged surface (Figure 4.2). The instrument has a 0.75 m range resolution, and azimuth resolution that varies with distance. Our results are resampled to map coordinates with 10 m pixel spacing. Other characteristics of the instrument are summarized in Voytenko et al. (2015).

The TRI was positioned above the fjord (300 m a.s.l.) ∼5 km away from the terminus (Figure 4.1). The observations included 50 h of continuous measurements with a single receiving antenna (the second antenna failed shortly after set-up), although we were able to obtain an initial DEM (Figure 4.2). We scanned a 120° arc covering the mélange and the glacier surface every 2 minutes. We also compared the TRI measurements with GPS measurements from a single-frequency (L1) unit deployed on the glacier about 2 km from the terminus (Figure 4.1). No major calving events occurred during our study (see supplementary information).

Our velocity analysis is based on interferometric measurements, i.e. the difference in backscattered phase from two consecutive observations. The unwrapped phase differences produce interferograms which show displacement over a given time period (two minutes in this case). We averaged 2 h of acquisitions to obtain a representative velocity map of the glacier surface and the proglacial mélange (Figure 4.3a). Integrating the displacement over
time produces a displacement time series for each pixel in the radar image, the slope of which is the average line-of-sight glacier velocity over that period.

The glacier has a mostly-uniform average line-of-sight motion up to 25 m d\(^{-1}\) (Figure 4.3a), similar to the rate measured by de Juan et al. (2010). Data from the GPS unit give a similar velocity to the TRI when converted to the radar line-of-sight (22 m d\(^{-1}\) by TRI vs 23 m d\(^{-1}\) by GPS around the same location). A simple comparison of the terminus location in radar amplitude images from the beginning and end of the study also gives an average velocity of ~25 m d\(^{-1}\). We estimate velocity uncertainty (±0.02 m d\(^{-1}\)) by measuring the displacement at motionless points (i.e., bare rock). It is also possible to estimate the glacier velocity in the direction of motion by assuming a negligible surface slope and dividing the measured line-of-sight velocity at any pixel by the cosine of the angle given by the difference between the radar look direction to that point and the direction of ice motion (95 degrees clockwise from north in this case) (Figure 4.3b) (Voytenko et al., 2015).

Detrending the displacement time series allows us to observe small-scale variations in the glacier motion (Figure 4.4). To generate the time series, we selected points where 90% of the time series was available (infilling the remaining 10% with the average rate of motion). In all cases, the non-detrended time series show mostly linear motion (Figure 4.4a), while the detrended time series show the influence of the semidiurnal (~12 h period) tide (Figure 4.4b). Since our time series span only a few days, it is not possible to identify longer-period tidal components. Components shorter than 12 h are not significant in the detrended time series.

In order to compare the velocity of the glacier and mélange with the tidal amplitude in Sermilik Fjord, we used two approaches. First, we used forecasted tide data from Tasiilaq, ~100 km away, available from the Danish Meteorological Institute \(^4\). We fitted a cubic spline to the forecasted high/low tide data to generate a smooth tidal signal and used it as a proxy for the tidal signal in the fjord, comparing it to the detrended mélange and ice motion.

\(^4\)http://www.dmi.dk/en/groenland/hav/tidevandstabeller-groenland/
signals (Figure 4.4b). The predicted tides at Tasiilaq have a strong semidiurnal signal, which appears in both the mélange and glacier motion. The mélange moves in-phase with the tides (∼0° phase angle, with small variations around large blocks of ice), while the glacier moves out-of-phase with a lag of ∼8 h, or ∼230°.

Second, we used the TRI data to estimate tides directly. Although the mélange has significant vertical as well as horizontal motion, we can extract only one component from our line-of-sight measurements. If we assume that the vertical component dominates, we can use the TRI data to compare mélange motion to the forecasted tide from Tasiilaq, as follows. We take the displacement time series for a pixel in the mélange whose horizontal motion (assumed down-fjord) is perpendicular to the radar line-of-sight (i.e. we assume that the line-of-sight measurement is little affected by horizontal motion and that there is no side-to-side motion in the fjord). Since the radar is positioned ∼300 m above the fjord, its near range observations include a significant component of vertical motion of this pixel due to the vertical beamwidth of the antennas. Therefore, the radar measures a projection of the vertical motion of this pixel onto the look vector (line-of-sight) (see supplementary information). Subsequently, the full vertical motion can be estimated by dividing the measured motion by the ratio of radar elevation to slant range to the pixel. This projection closely matches the predicted tidal range (Figure 4.4b).

During our observation period, high tide and high mélange decrease the speed of the glacier by about 10%. We used spectral analysis to investigate the impact of tides on glacier and mélange motion, specifically the spatial variability of a single tidal frequency (i.e., the dominant semidiurnal tide) in the detrended displacement time series. We decomposed each detrended displacement time series into its respective frequencies using a Fast Fourier Transform (FFT), and found the power of the frequency associated with the semidiurnal tidal signal (12.6 h from the FFT, close to the M2 and N2 tidal periods of 12.42 and 12.66 h respectively). A periodogram for each pixel shows the relationship between the spatial location and the power of the tidal frequency (proportional to the square of the tidal ampli-
This information was used to produce a map of tidal power (Figure 4.5a) using the method of Glover et al. (2011).

There is an apparent change in the power of the tidal frequency, with higher values close to the open fjord diminishing with proximity towards the terminus. This is a geometric artifact reflecting the higher sensitivity of the instrument to vertical motion in the near field. With this geometry, the line-of-sight sensitivity of the radar to vertical motion decreases with distance as a function of radar elevation divided by slant range. We corrected for this in the power map (Figure 4.5a) and in Figure 4.6a by subtracting a theoretical sensitivity curve. After accounting for this effect, we observe a narrow zone (∼500 m wide) of increased tidal power in the vicinity of the terminus (Figure 4.6a).

We can also use the phase of the dominant frequency in the FFT to investigate changes in phase over the mélange and ice front. We offset the phase to be 0 h at the mélange, and use it as a reference for the lag times. The phase is relatively constant within the mélange up to the transition zone, where it begins to lag by ∼6 h (170°). The glacier ice experiences an additional lag of ∼30-60 minutes (∼15-30°) over the first 1 km from the ice front (Figure 4.5b, Figure 4.6b). A comparison profile between the tidal power and the phase lag is shown in Figure 4.6b, and examples of the detrended mélange, transition zone, and glacier motion signals are shown in Figure 4.4. The location of the transition zone is shown in Figure 4.5.

We model the glacier’s velocity response to tidal forcing using the viscoelastic flow line model of Walker et al. (2012, 2014), configured without an ice shelf. This model assumes negligible lateral drag from the glacier margins. Tidal forcing is considered a perturbation to a steady background velocity, defined by the momentum equation, which balances gravitational driving forces, related to ice density, ice thickness and basal topography, and resisting forces from basal drag, \( \tau_b \), related to ice velocity \( u \) and shear stress exponent \( m \) for the glacier bed: \( \tau_b(u) = \beta^2 u^{\frac{1}{m}} \), where \( \beta^2 \) is an empirically-determined coefficient fitted to velocity measurements. Ice rheology is represented by a simple Maxwell viscoelastic model, whereby ice responds elastically (defined by Young’s modulus \( E \)) on short time scales, and
viscously on long time scales. For the short time scales considered here, the viscous term, ice thickness and bed topography can all be considered constant. At some upstream limit determined from observations, tidal perturbations can be considered negligible, leading to constant velocity and driving stress boundary conditions.

We focused on determining an optimal average Young's modulus ($E$) for the glacier ice, and an average sliding law exponent ($m$) for the glacier bed over first 10 km upglacier from the terminus (the area imaged by the TRI that is sensitive to tidal forcing). The boundary conditions of the model include a periodic stress rate at the ice front, implying that the only stress causing the velocity perturbation is the hydrostatic pressure change from the tide forced solely by the M2 tidal component. The model also assumes a constant ice thickness of 700 m (which also represents flat bed topography, as the model depends on ice thickness rather than directly on the bed) and an ice viscosity of $10^{14}$ Pa·s. Following de Juan (2011), we assigned a background basal shear stress of 170 kPa, and set the upstream distance parameter and upstream velocity at which the tidal forcing becomes negligible to 12-16 km and 10 m d$^{-1}$ respectively. In order to increase signal to noise ratio for input data to the model, we used a synthetic inline velocity time series derived from the tidal data and the TRI measurements by filtering the data for the dominant M2 tidal constituent using T-TIDE (Pawlowicz et al., 2002), a Matlab-based toolkit for analyzing the harmonic properties of ocean tides. We tested $E$ values between 0.1 GPa (weak ice) and 1 GPa (stronger ice) and varied the sliding law exponent between 1 (linear bed), 3 (weakly nonlinear bed), and 8 (nonlinear bed). The best fit model for the glacier’s response to tidal forcing suggests weak ice ($E=0.1$ GPa) flowing over a linear or weakly nonlinear bed ($m=3$) (Figure 4.7).

4.4 Discussion

While the majority of glacier speed variation we observe is associated with a 12 h tidal period, the mélange and glacier motion are out-of-phase (Figure 4.6). This transition happens in the fjord in front of the terminus. In this zone, the mélange, which is in-phase with the tides far from the glacier, transitions to an out-of-phase signal synchronized with
the glacier motion. Figure 4.4 shows the comparison of the glacier/mélange motion with the tides and illustrates the presence of the transition zone and the existence of phase lags on the glacier surface, which increase with distance from the terminus. There is no apparent transition zone in the mélange between the deeper portion of the fjord and the fjord walls (Figure 4.5), likely suggesting that the mélange near the walls is reasonably loose and is directly influenced by the tides. However, a broader radar coverage of both fjord walls (currently only the south wall is visible in the radar imagery) would be necessary to confirm this.

The transition from in-phase mélange motion to out-of-phase glacier motion, and the narrowness of the transition zone, we hypothesize can be explained as follows. The fjord is dominated by the tightly packed mélange, which moves in-phase with the tidal signal, and has a relatively constant tidal power up to about one km from the glacier terminus. The drop in tidal power before the sharp increase corresponds to the location in the mélange that is starting to feel the frictional resistance of the ice wall (damping vertical motions of the mélange), and where the signal starts to change to an out-of-phase signal like that of the glacier (i.e., the phase change happens in the fjord). Destructive interference nearly eliminates the tidal signal in a band near the calving front (Figure 4.5). Approximately 300 m from the terminus (still in the mélange) the tidal signal picks up again, but this time, out-of-phase with the tides (high tide equals slow velocity) reaching a local power maximum around the ice cliff. Subsequently, the power of the tidal frequency begins to diminish with distance inland from the terminus.

The mélange/glacier profile shows a small phase lag with increasing up-glacier distance from the calving front (30-60 minutes over the first kilometer, in addition to the phase lag difference between the terminus and the mélange) (Figure 4.6). The phase lag may reflect glacier bed rheology, as friction from sliding over the bed sediments may dampen and offset the glacier’s response to tides (Walker et al., 2014). In the first kilometer up-glacier from the calving front, the amplitude of the detrended displacement is damped by a factor of 3.
(0.15 m amplitude at the ice front vs 0.05 m amplitude behind the ice front) with a small change in phase lag (Figures 4.4 and 4.6). The glacier’s response to tides is also highly dependent on the rate of applied stress, which is controlled by the tidal period. A semidiurnal tide has higher applied stress rates than a diurnal tide, suggesting that a semidiurnal tide can cause the same velocity perturbation as a diurnal tide but with only half of the tidal amplitude (Walker et al., 2014).

The two key variables in the flow line model are Young’s modulus, $E$, reflecting the elastic properties of ice, and the sliding law exponent, $m$, reflecting bed rheology. The modeling goal was to get $E$ low enough and $m$ high enough such that the modeled signal matched the measured velocity perturbation at the terminus, without propagating tidal effects too far upstream. High $E$ makes the ice stiffer and harder to deform for a given forcing, and causes deformation to extend further upstream. Low $E$ has the opposite effect, and looks more like our data, resulting in a reasonably large response relative to the size of the forcing with a lack of upstream propagation. High $m$ (i.e., plastic bed) leads to a large response to forcing that propagates upstream strongly and rapidly. Plasticity (infinitely high $m$) also causes the glacier to respond instantaneously to the tide rate, which is not observed in the data. In the best fit model with weak ice ($E=0.1$ GPa) flowing over a linear or weakly nonlinear bed ($m=3$), the lag between the glacier’s velocity response and the applied tidal rate is $\sim 1.5$ h, or $\sim 45^\circ$ for the semidiurnal tide, matching the observations shown in Figure 4.7.

The low value of Young’s modulus ($E=0.1$ GPa) compared to laboratory results for unfractured ice ($E=9.3$ GPa) (Reeh et al., 2003) probably reflects the deeply crevassed and damaged ice in the first $\sim 10$ km upstream from the terminus. Furthermore, the modeled area also happens to be the zone where trunks of the glacier merge and bend, which may influence the ice behavior due to additional compression. The weakly nonlinear bed parameter likely suggests that the glacier motion may be controlled by ice deformation, sliding over a hard-
bed, or low-stress-exponent till deformation, as opposed to sliding over weakly velocity-strengthening till arising from a plastic bed (Licciardi et al., 1998; Walker et al., 2012).

Although we did not observe any calving events, the modeling from this study can be used as a starting point for more detailed modeling efforts (e.g., those that include a two-dimensional map plane version of the flowline model, calving, and additional TRI measurements). It is also important to note that our current model focuses only on the first 10 km upstream from the terminus, assumes uniform and time-invariant bed properties, and does not address any changes in the surface slope of the glacier with time. Changing the ice thickness (also a proxy for bed topography) changes only the amplitude of the tidal signal (but not its timing) with negligible effects considering that the ice is very weak. Furthermore, the upstream distance and velocity where the tidal forcing becomes negligible were determined from an older data set (de Juan, 2011), suggesting that concurrent TRI measurements near the terminus and GPS measurements further upstream may be valuable for future studies. Targeted radio-echo sounding is also needed to account for the variable bed topography and the possibility of temperate ice at depth, which would result in a depth-dependent ice rheology, not considered in our model.

4.5 Conclusions

We present a new method for observing the relationship between tides, proglacial mélange, and glacier velocity. At Helheim Glacier, the mélange/glacier motion relationship suggests that tidal forcing has a direct impact on glacier velocity. High tide resists and slows the glacier, while low tide allows the glacier to speed up. During our study period, the glacier velocity was up to 25 m d$^{-1}$ and detrended glacier displacement was $\sim$8 h out-of-phase with the tidal height. Modeling suggests that the magnitude and timing of the glacier’s velocity response to tidal forcing represents weak ice flowing over a weakly nonlinear bed, suggesting that the motion may be controlled by ice deformation, sliding over a hard-bed, or low-stress-exponent till deformation. The dense spatial and temporal coverage of the glacier provided by TRI allowed us to produce spatial maps of the tidal response and lag, where
previously this has only been done on a streamline. The TRI also allowed us to describe
the variability in the phase lag between the mélange and the glacier, in particular, imaging
a narrow (∼500 m wide) transition zone in front of the terminus.
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Figure 4.1: (a) TRI radar amplitude image overlain on a LANDSAT image (2002/07/27; obtained from landsatlook.usgs.gov). The arc indicates the area scanned by the radar. The blue star represents the radar location, the black box outlines the area shown in Figures 4.2, 4.3 and 4.5, the orange dots (G, F, T, and M) show the locations of sampled points in Figure 4.4, and the yellow star represents the location of the GPS. Coordinates are in UTM zone 24N. Inset map shows location of Helheim Glacier (red star) along the southeast coast of Greenland. Dashed contours show InSAR-derived velocities from 2008-2009 MEaSUREs Greenland Ice Sheet Velocity Map (Joughin et al., 2010a,b).
Figure 4.2: TRI-derived Digital Elevation Model illustrating small variations in glacier topography near the terminus (elevations relative to local sea level). The contours represent velocities measured with the TRI adjusted for the direction of flow (Figure 4.3b). There are higher velocities north and south of the lower-elevation medial moraine, outlining the trunks of the glacier.
Figure 4.3: Comparison of measured line-of-sight velocity (a) and velocity in the direction of glacier motion (b). The velocity in the direction of glacier motion was obtained by dividing the measured line-of-sight velocity by the cosine of the angle given by the difference between the radar look direction to that point and the direction of ice motion (95 degrees clockwise from north). This suggests that it is possible recover values close to the true magnitude of the glacier’s velocity from the line-of-sight measurements. Note that the area covered by the adjusted map is smaller than the area of the measured velocity. This is because this method does not work well in zones where the cosine of the angle between the radar look direction and the direction of ice motion approaches zero.
Figure 4.4: Time series from August, 2013. (a) Raw displacement time series for points on the glacier surface. (b) A comparison between the forecasted tides at Tasiilaq, mélange motion measured directly by the TRI, and glacier motion. Note that even though the raw displacement time series appear to be almost linear, the precision of the TRI allows us to observe small-scale variations in the detrended data. The mélange (M) has a similar vertical range and moves in-phase with the tides, while the glacier (G, F) moves out-of-phase. The signal in the transition zone (T) has weak tidal power and consequently lacks a characteristic sinusoid associated with a tidal signal. The motion of the glacier surface behind the terminus (G) has a lower amplitude and an increased lag compared to the motion signal at the terminus (F). All acquisition times are UTC. The measurement uncertainty is of order 1 mm and the velocity uncertainty is of order 0.02 m d$^{-1}$. 
Figure 4.5: (a) Spatial variability in corrected tidal power. Note that the tidal power is strong within the mélange, and that it sharply drops off in front of the terminus, defining the transition zone. (b) Map of phase lag, with the mélange lag set to 0 h for reference. Note the sharp increase in phase lag at the transition zone at the terminus, followed by a gentle increase in phase lag up-glacier from the terminus. Also note that there is relatively sparse data coverage along the central trunk of the glacier due to heavy crevassing. The black line represents the profile in Figure 4.6. The terminus outline is given by the dashed black line.
Figure 4.6: A smoothed transect along the flow direction of the glacier showing variability in tidal power (a) and phase lag (b). The power is the sum of the squares of the real and imaginary components of the dominant FFT signal, the phase is the inverse tangent ratio. The terminus location is marked by the vertical red line. Note the relatively sharp spike (i.e. dropoff and pickup) in the tidal power around the terminus and the corresponding rapid change in phase. The inset in (b) shows the typical detrended signal in glacier motion (displacement vs time) with increasing distance from the terminus (distances given in legend). Increasing up-glacier distance from the terminus reduces tidal amplitude and slightly increases the phase lag, which is visible in the inset above the legend. This phase lag corresponds with the sloping portion of the main part of the figure directly below the inset. The full vertical range in the inset is approximately 20 cm while the horizontal axis spans roughly 2 d.
Figure 4.7: Model results and comparison to tidal height, negative applied tidal rate, and velocity perturbation. The best fit model (black line) with $E=0.1$ GPa (weak ice) and $m=3$ (weakly nonlinear bed) closely matches the velocity response of the terminus to tidal perturbations (red circles, M2 velocity component). When $E=1$ GPa and $m=3$ (yellow line) there is little response at the terminus and too much upstream. When $m=1$ and $E=0.1$ GPa (blue line) there is an inadequate response at the terminus, suggesting that $E$ would need to be lowered even more to match the terminus value. However, this might not be physically plausible. When $m=8$ and $E=0.1$ GPa (green line), the velocity response at the terminus is too high, while increasing $E$ to 1 GPa (magenta line) reduces the terminus response too much and causes a greater response upstream. Note that the plotted velocity perturbation (M2 velocity) appears smoothed because it is a single tidal frequency representation of the data from the TRI measurements.
5. Conclusions

This dissertation showed that Terrestrial Radar Interferometry has the potential to become a versatile tool for monitoring glacial and proglacial environments. The first part of this dissertation focused on a three-year TRI survey of a glacier in southeastern Iceland by outlining the changes in the glacier’s speed and elevation distribution. The second part of this dissertation focused on tracking the motion of icebergs in a glacial lagoon using radar intensity images. Here, I used a blob detection algorithm to detect the icebergs in the lagoon over two-minute timesteps, and track them in time using a nearest-neighbor approach. The results show that the icebergs move clockwise likely due to a combination of the Coriolis effect and inertial forcing from occasional subglacial outflows. The third part of this dissertation focused on a two-day survey of Helheim Glacier in southeast Greenland. Here, the TRI measurements allowed me to observe a tidal signal and its spatial extent in the ice motion, showing the that the glacier moves out of phase with the tides and that it is significantly impacted by tidal forcing in the immediate vicinity of the terminus.
Appendices
Appendix A: Temporal decorrelation

I performed a temporal decorrelation study using 52 minutes of data (27 images) at Breiðamerkurjökull from 2013. The temporal decorrelation study consists of calculating the correlation coefficient between a constant reference image and the (n) images that come after it (e.g., 0-0, 0-1, 0-3, 0-n). Since the reference image stays the same, the loss of correlation with time represents temporal decorrelation. Figure A1 shows the correlation coefficient over time for a stationary point on a mountain. Note how the correlation coefficient hovers around 0.85, suggesting that even after long periods of time, the scatterer properties remain similar. Figure A2 shows the correlation coefficient for a stationary point over a stagnant portion of the glacier. Note how the correlation coefficient over the ice drops below 0.7 over a short (~30-minute) period and stays that way for the remainder of the study, likely suggesting that surface melting causes the ice to decorrelate.
Appendix B: DEM uncertainties

I obtained 10 hours of DEMs from a 2014 data set at Helheim Glacier (results from this deployment are not included in this dissertation). The top part of Figure A3 shows a typical time series of elevation over a stationary (mountainside) point. The bottom part of Figure A3 shows the decrease in rms uncertainty at the same point with increasing averaging time. This suggests that averaging for more than about one hour will not yield significantly better results. However, this behavior is not observed everywhere. Some points, like the one shown in Figure A4 show no decrease in rms uncertainty with increasing averaging time. This is likely due to atmospheric noise.

I also averaged the DEMs on an hourly basis (10 independent hour-long averages) to examine the rms uncertainty over a longer period of time. Figure A5 shows a map of the rms uncertainty over the whole image in radar coordinates. For this figure, outliers with an rms uncertainty > 10 m have been discarded. In general, the rms uncertainty is of order 2 to 5 m. There also appears to be some range-dependent uncertainty. Points past ~1000 range pixels (~9 km, considering the 9 m range pixel spacing in the multilooked images) are close to the limit of the instrument’s operating range and have much higher rms values.
Appendix C: Feature tracking

Although results from this method were not included in the main part of this dissertation, feature tracking methods are commonly used in conjunction with InSAR data (e.g., Joughin et al. (2004)), and using TRI data is also possible. The main advantages of feature tracking are that it can be used in areas with low or no coherence, does not require phase unwrapping, and that it provides displacement measurements in two dimensions rather than solely in the line of sight (at the expense of mm-scale precision). A basic feature tracking method relies on extracting small parts of the image, and searching for them in an image where displacement is expected. The measured offset represents motion over the time period between which the images were acquired. Intensity-based feature tracking is similar to particle image velocimetry (PIV) used for fluid dynamics research. To demonstrate the effectiveness of concept, I used two intensity images from a TRI deployment at Jakobshavn Isbrae in the summer of 2012 spaced 1 day apart along with the OpenPIV software package (Taylor et al., 2010) to derive a two-dimensional velocity field of this fast-moving glacier. Here, the radar intensity images were in rectangular coordinates with 5-m pixel spacing and the search window was 128x128 pixels in both images with a 64 pixel overlap between adjacent windows. Each velocity component from the OpenPIV output was smoothed with a 3 pixel median filter to reduce noise.
Appendix D: Flowline modeling

Flowline models are simplified models that describe the major driving and resisting forces for glacier flow. Generally, the models focus on a single single longitudinal profile of glacier flow (many flowlines can represent a model in map-plane mode) and solve for the equations of flow (e.g., Nick and Oerlemans (2006); Nick et al. (2010); Walker et al. (2012, 2014)). Figure A7 provides visual cues to the factors and parameters that influence the flowline model for Helheim Glacier described in Chapter 4. The purpose of this model is to determine the optimal Young’s modulus (E) and bed stress exponent (m) to account for the impact of tidal forcing on glacier velocity. Note that the model relies on a number of simplifying assumptions including: flat basal topography, uniform ice thickness, constant driving stress and viscosity parameters, and no influence from the mélange.
Appendix E: Copyright permission

International Glaciological Society
Scott Polar Research Institute,
Lensfield Road,
Cambridge CB2 1ER, UK
Tel: +44 (0)1223 355 974
Fax: +44 (0)1223 354 931
E-mail: igroc@igroc.org
Web: http://www.igroc.org

2 April 2015

Mr D Voytenko
University of South Florida
4202 E Fowler Ave
Tampa
Florida
33620
USA

Dear Denis,

We are pleased to give you permission to use a version of your paper in your upcoming dissertation. The permission covers this publication, in paper or in such electronic forms as are now known, and in future reprints and all languages.


The acknowledgments should read 'reprinted from the Journal of Glaciology with permission of the International Glaciological Society' or similar.

I would like to congratulate you on the completion of your dissertation.

Sincerely

Magnús Márd Magnússon
Secretary General
Appendix F: References


Figure A1: Variability in the correlation coefficient with time over a point on a stable mountainside. Note how the correlation remains similar after extended periods of time. The three low correlation spikes likely represent atmospheric noise.

Figure A2: Variability in the correlation coefficient with time over a point considered to be stagnant ice. Note that the correlation drops off relatively quickly (under 1 hour), suggesting that the ice is impacted by surface melting.
Figure A3: Variability in the elevation of a single point over a 10 hour period (top) and the reduction in uncertainty due to temporal averaging (bottom).

Figure A4: Variability in the elevation of a single point over a 10 hour period (top) and the lack of reduction in uncertainty due to temporal averaging (bottom), likely associated with atmospheric noise.
Figure A5: Map in radar coordinates showing the variability in elevation considering 10 consecutive, independent, hourly averages. The rms uncertainty for most points is between 2-5 m. Note the increase in uncertainty with increasing range after ~1000 pixels.
Figure A6: The feature tracking results suggest that the speed of the glacier is \( \sim 50 \) m/d near the terminus, which dissipates to \( \sim 30 \) m/d a few km upstream. The velocity vectors appear to agree with what was observed in the field. Although the results appear reasonable, the time period covered by the velocity map will surely smooth out minute-scale velocity variations (e.g. ascending/descending tides), suggesting that developing a method that would combine interferometric measurements from two TRIs could yield additional new results (i.e., minute-scale 2D velocity maps).

Figure A7: Factors and parameters that influence the flowline model described in Chapter 4.
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