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Scored results were totaled in Microsoft Excel 2010.  This program was also used to 

calculate frequencies and create graphs.  All variables are summarized in Table 4.4 showing the 

associated stain, variable name, and scale used.  

 

 

 

Mann Whitney U tests, Kruskal-Wallis One-Way Analysis of Variance (ANOVA), and 

Hierarchical and K-Means Cluster Analyses were employed to numerically analyze the collected 

data.  Data were first tested for normality using a Shapiro-Wilk Test for Normality to reinforce 

and provide additional support for the use of non-parametric tests.  Non-parametric tests were 

Table 4.4. Variables analyzed using transmission light microscopy with associated scales. 

Stain Variable Scale or Ranking 

Prussian blue (Iron) Presence of Iron from Remote 

Hemorrhage 

1 (Absent) 

2 (Present) 

Elastin Presence of Elastin 1 (Absent) 

2 (Present) 

H&E and Trichrome Identification of Fracture 1 (ID Not Possible) 

2 (ID Possible) 

H&E and Trichrome Presence of Hemorrhage 1 (No Hemorrhage Noted) 

2 (Hemorrhage Present) 

H&E and Trichrome Presence of Osteocyte Nuclei 1 (76-100% Visible) 

2 (51-75% Visible) 

3 (26-50% Visible) 

4 (0-25% Visible) 

H&E and Trichrome Presence of Marrow Nuclei 1 (76-100% Visible) 

2 (51-75% Visible) 

3 (26-50% Visible) 

4 (0-25% Visible) 

H&E and Trichrome Extent of Marrow Dehydration 1 (Dehydration Absent) 

2 (Slight Dehydration) 

3 (Pronounced Dehydration) 

H&E and Trichrome Presence of Bacteria and Fungi 1 (Absent) 

2 (Present) 

3 (Highly Present) 

H&E and Trichrome Presence of Fibrin 1 (Absent) 

2 (Present) 
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employed instead of parametric tests due to small sample sizes and the use of ordinal variables 

(Madrigal 2012).  All statistical tests were run using IBM SPSS Statistics Version 21.   

After initial analysis using the previously mentioned scales, the four variables with more 

than two rankings were reclassified into binary scales and same progression of tests was applied.  

The binary scales are shown in Table 4.5.  Desiccation of marrow and presence of bacteria and 

fungi were counted as present or absent.  The number of osteocyte nuclei visible and the number 

of nuclei visible in the marrow were divided as below 50% (a combination of scores “3” and 

“4”) and above 50% (a combination of scores “1” and “2”).  Statistical tests were performed on 

the binary scale to test whether a simplified scale would show similar results to a more complex 

and potentially more subjective scale. 

 

 

 

Hypotheses Testing 

 The research design discussed above was used to investigate three hypotheses.  These 

hypotheses were tested using Mann-Whitney U tests, Kruskal-Wallis 1-way Analysis of 

Variance (ANOVA) tests, K-means Cluster Analysis, and Hierarchical Cluster Analysis. 

 

Table 4.5. Binary scales for variables originally scored with more than two ranks.  

Variables were analyzed using transmission light microscopy. 

Stain Variable Scale or Ranking 

H&E and Trichrome Presence of Osteocyte Nuclei 1 (51-100% Visible) 

2 (0-50 Visible) 

H&E and Trichrome Presence of Marrow Nuclei 1 (51-100% Visible) 

2 (0-50 Visible) 

H&E and Trichrome Extent of Marrow Dehydration 1 (Dehydration Absent) 

2 (Dehydration Present) 

H&E and Trichrome Presence of Bacteria and Fungi 1 (Absent) 

2 (Present) 
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Hypothesis One: Multi-Stain Histology 

Hypothesis One stated that the use of multiple stains would allow increased visualization 

of structures relating to healing that are not normally seen in standard histological staining: the 

use of trichrome stain in addition to H&E would allow better increased distinction between 

connective tissues, Prussian blue stain would provide clearer visualization of hemorrhage, and 

elastin stain would show the presence of elastin which is important in several stages of healing.  

Each stain was scored on corresponding variables mentioned above. 

Tests for the first hypothesis were chosen to show whether there was a difference in the 

visualization ability of the stains used.  H&E and Trichrome stains were tested against one 

another because they can be used to examine the same structures.  A total of 108 slides (n=108) 

were compared to test this hypothesis.  Fracture identification, hemorrhage, number of osteocyte 

nuclei visible, number of nuclei visible in the marrow, desiccation of marrow, presence of 

bacteria and fungi, and presence of fibrin were tested as variables.  A Mann-Whitney U Test was 

then performed on the two stains to determine whether there was any difference in ability to 

visualize different cell types and microscopic structures. 

 

Hypothesis Two: Healing Factors 

Hypothesis Two stated that microscopic evidence of healing would be visible in a 

sequential pattern, allowing prediction of fracture timing in earlier stages of healing than with 

macroscopic analysis.  The second hypothesis was tested by assigning each specimen to an 

ordinal scale determined by the time of survival after injury.  Only fracture samples taken at time 

of autopsy (n=20) were used for this analysis to remove the influence of taphonomy from the 

data and to focus on samples that would be undergoing healing.  Survival time, while generally 
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viewed as a continuous variable, was grouped into three categories to account for small sample 

sizes and to better compare samples.  There were three groupings: at time of death, one day 

survival, and greater than one month survival.  Exact times for the well healed hard callouses 

were unknown so they were grouped together in the last category.  Hard callouses first form 

between three and four weeks after injury, but both specimens showed evidence of remodeling 

and mature bone growth, increasing likely survival time to greater than one month.  The family 

of each individual had estimated that the injuries were sustained months to years before time of 

death. 

Ten variables were tested in total: presence of elastin from elastin stain; presence of 

hemorrhage from iron stain; and presence of hemorrhage, presence of fibrin, number of 

osteocyte nuclei visible, and number of nuclei visible in the marrow from both H&E and 

trichrome stains.  A Kruskal-Wallis 1-way ANOVA was run to test statistical significance of 

variables between the three survival time categories. 

  

Hypothesis Three: Taphonomy and Decompositional Changes 

The third hypothesis stated that the structures associated with healing that were observed 

microscopically would lyse and/or decompose within 4 weeks of autopsy when left exposed and 

not preserved.  The effects of time on decomposition were tested by comparing samples at 

different times after death (n=56).  The four time categories were: 1) the time of autopsy, 2) two 

weeks after autopsy, 3) four weeks after autopsy, and 4) six weeks after autopsy.  Samples from 

healed fractures were only submitted at the time of autopsy so these data were excluded to avoid 

influencing the autopsy samples.   
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 Fourteen variables were tested in total: presence of elastin from elastin stain; presence of 

hemorrhage from iron stain; and presence of hemorrhage, level of desiccation of marrow, 

presence of bacteria and fungi, presence of fibrin, number of osteocyte nuclei visible, and 

number of nuclei visible in the marrow from both H&E and trichrome stains.  To ensure that 

control samples underwent the same taphonomic changes as fracture samples, the fourteen 

variables were tested isolating each time cohort and using fracture and control sample types as 

grouping criteria.  The control samples were tested against the fracture samples using a Mann-

Whitney U Test to determine if there was a significant difference between the sample types.  A 

Kruskal-Wallis 1-way ANOVA was then run on each variable to see if any statistical difference 

was present between the time points. 

 A Hierarchical Cluster Analysis using Ward’s cluster method and squared Euclidean 

distance was then run using the variables found significant in the Kruskal-Wallis ANOVA.  Four 

groups would be ideal so groups of two through five clusters were examined and viewed against 

the time since autopsy to see if the time cohorts would cluster together.  A Kruskal-Wallis 1-way 

ANOVA was performed to identify if there was a significant difference of distribution of time 

cohorts between the clusters within each test. 

 A K-Means Cluster Analysis was then performed to determine if a cluster method based 

on centroids, like K-Means Cluster Analysis, would better model the data than a cluster method 

based on connectivity, like Hierarchical Cluster Analysis.  The K-Means Cluster Analysis was 

performed with 10 iterations on the 14 variables used in the Hierarchical Cluster Analysis.  The 

analysis was run for two through five clusters and viewed against the time since autopsy to see 

how time cohorts grouped.  A Kruskal-Wallis 1-way ANOVA was then performed to identify the 

significance of differences of time cohorts between the clusters within each test. 



49 
 

 Cluster Analyses were employed instead of other tests like Time Series Analysis or 

multiple linear regressions because few time periods were tested and the time periods were being 

treated as discrete groups instead of as a continual process.  Additional testing to better analyze 

temporal associations should be done if samples are taken at an increased rate in future 

experiments.  Future analysis could lead to the creation of time series forcasting or multiple 

linear regression models, similar to those used in macroscopic decomposition studies, such as 

that done by Pope (2010). 

 Non-binary variables were then reclassified and the testing algorithm repeated to deduce 

whether the results would be similar to using non-binary variables.  Reclassified variables were 

level of desiccation of marrow, presence of bacteria and fungi, number of osteocyte nuclei 

visible, and number of nuclei visible in the marrow from both H&E and trichrome stains.  
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CHAPTER FIVE: 

RESULTS 

 

 Sixteen (16) variables were observed through 224 slides taken from nineteen specimens.  

These variables were specifically chosen to show the sequential manner of inflammation and 

repair that occurs after injury as well as the potential presence of a predictable pattern of effects 

caused by taphonomy and degradation after death.  The analyzed slides are reported in groups by 

staining method in order to determine the abilities of each stain.  Statistical results are then 

reported testing each of the three previously mentioned hypotheses. 

 

Hematoxylin and Eosin (H&E) Stain 

The hematoxylin and eosin staining method (H&E) is a standard staining procedure 

widely used in the field of pathology.  Nuclei in the sample are stained blue and the extracellular 

matrix is counter stained in shades of pink and red. 

Fracture edge identification was paramount to the rest of the analysis and was the first 

step performed.  Identification was complicated by many of the rib fracture samples separating at 

the fracture into two pieces either in transport or processing before the rib samples were 

embedded in paraffin.  In total, the fracture edge was identified in 76% of the fracture slides (19 

out of 25 total) either by presence of hemorrhage, fracture edge characteristic, or positioning of 

rib pieces.  Three of the twenty-five slides were bad cuts from the block, and did not contain the 
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entirety of the sample.  With these three slides removed, the rate of identification rose to 86% 

(19/22).  The final fracture specimen was inked on the cut edges, which lead to differing 

circumstances for fracture edge identification.  Excluding these two slides lead to a final 

identification rate of 85% (17/20) for non-inked samples.  For inked samples, fracture 

identification was 100% (2/2).   

 Hemorrhage was scored as present or absent.  A slide was considered to be positive for 

hemorrhage when a larger than normal concentration of red blood cells was present in either the 

medullary cavity or the surrounding tissues.  As shown in Table 5.1, hemorrhage was observed 

in 45% (9/20) of samples (six fractures and three controls) at time of autopsy, but was only 

observed in one fracture sample at two weeks (7.14% of total samples taken two weeks after 

autopsy), one fracture sample at four weeks (6.25% of total samples taken four weeks after 

autopsy) and zero samples at six weeks. 

 

 

 

Osteocyte nuclei were scored by determining the ratio of visible nuclei to the sum of 

empty and occupied lacunae.  Percentages of visible nuclei were categorized into one of the four 

ranges previously noted and recorded.  Table 5.2 shows the frequencies of each range for each 

time point.  As shown in Table 5.2 and Figure 5.1, less osteocyte nuclei were visible as time 

passed from the time of autopsy.  The most common percentage visible range for samples at time 

Table 5.1. Frequencies of slides stained with H&E with hemorrhage present. 

Time Point Present (n) Total (n) Frequency 

Time of Autopsy 9 20 45% 

Two weeks post-autopsy 1 14 7.14% 

Four weeks post-autopsy 1 15 6.25% 

Six weeks post-autopsy 0 4 0% 
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of autopsy was 75-100% with 81.25% of slides (13/16),  after two weeks decomposition was 75-

100% with 42.86% of slides (6/14), after  four weeks decomposition was 50-74% with 62.5% of 

slides (10/16), and after six weeks decomposition was <24% with 50% of slides (2/4).  While the 

percentage of osteocyte nuclei visible diminishes over time, nuclei were still visible six weeks 

after autopsy. 

 

 

 

 

Figure 5.1. Numbers of slides are displayed as percentages of a whole representing the entire 

sample size from each time point (Week 0, 2, 4, or 6).  The number of slides in each score taken 

at each time point is displayed as a number inside the corresponding colored section of each bar.   
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Table 5.2. Frequency of slides stained with H&E of each category of percent osteocyte 

nuclei visible by weeks since time of autopsy. 

Time Since 

Autopsy 
<24% (n) 25-49% (n) 50-74% (n) 75-100% (n) Total (n) 

At Time of Autopsy 0 1 (6.25%) 2 (12.5%) 13 (81.25%) 16 (100%) 

Two Weeks 1 (7.14%) 2 (14.29%) 5 (35.71%) 6 (42.86%) 14 (100%) 

Four Weeks 1 (6.25%) 3 (18.75) 10 (62.5%) 2 (12.5%) 16 (100%) 

Six Weeks 2 (50%) 1 (25%) 0 1 (25%) 4 (100%) 

Note: Percentages are calculated from time cohorts. 
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Visibility of nuclei in the marrow was scored by determining the ratio of visible nuclei to 

the area of marrow present.  Percentages of visible nuclei were categorized into one of the four 

ranges previously noted and recorded.  Table 5.3 shows the frequencies of each range for each 

time point.  As shown in Table 5.3 and Figure 5.2, fewer marrow nuclei were visible as time 

passes from the time of autopsy.  The most common percentage visible range for samples at time 

of autopsy was 75-100% with 100% of slides (16/16),  after two weeks decomposition was 75-

100% with 100% of slides (14/14), after  four weeks decomposition was 75-100% with 75% of 

slides (12/16), and after six weeks decomposition was <24% and 25-49% each with 50% of 

slides (2/4).  While the percentage of visible nuclei in the marrow diminished over time, nuclei 

were still visible six weeks after autopsy.  The drop in visible nuclei in the marrow corresponded 

to the dehydration of the extracellular matrix also present in the marrow which began at the two 

week after autopsy time point. 

 

 

Table 5.3. Frequency of slides stained with H&E of each category of percent marrow 

nuclei visible by weeks since time of autopsy. 

Time Since 

Autopsy 
<24% (n) 25-49% (n) 50-74% (n) 75-100% (n) Total (n) 

At Time of Autopsy 0 0 0 16 (100%) 16 (100%) 

Two Weeks 0 0 0 14 (100%) 14 (100%) 

Four Weeks 1 (6.25%) 2 (12.5%) 1 (6.25%) 12 (75%) 16 (100%) 

Six Weeks 2 (50%) 2 (50%) 0 0 4 (100%) 

Note: Percentages are calculated from time cohorts. 
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Figure 5.2. Numbers of slides are displayed as percentages of a whole representing the entire 

sample size from each time point (Week 0, 2, 4, or 6).  The number of slides in each score taken 

at each time point is displayed as a number inside the corresponding colored section of each bar. 

 

Marrow dehydration was scored as absent, moderate dehydration, or severe dehydration.  

This was a relative measure comparing each time point to the amount of marrow present at the 

time of autopsy for that specimen.  As shown in Figure 5.3, 100% (16/16) of samples from time 

of autopsy showed no dehydration because this was the baseline measurement.  By two weeks 

after autopsy, 100% of samples (14/14) showed moderate dehydration.  Four weeks after time of 

autopsy, 81.25% of slides (13/16) showed moderate dehydration and 18.75% of slides (3/16) 

showed severe dehydration.  For 100% of slides (4/4) from six weeks after the time of autopsy, 

severe dehydration was noted. 

The presence of bacteria and fungi, seen in colonies, was scored as absent, present, or 

highly present.  The highly present score was characterized by proliferation of bacteria and fungi 

throughout the sample.  Resulting frequencies are shown in Table 5.4.  Bacterial and fungal 
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growth was absent in 100% of samples (20/20) from time of autopsy.  Colonies were present in 

64.29% of samples (9/14) after two weeks decomposition.  For 7.14% of samples (1/14) after 

two weeks, significant growth was noted.  Bacterial and fungal colonies were present in 87.5% 

of samples (14/16) after four weeks of decomposition.  After four weeks, 50% of total samples at 

four weeks (8/16) showed significant bacterial and fungal growth.  Bacterial and fungal colonies 

were present in 100% of samples (4/4) after six weeks.  Moderate growth was noted in 50% of 

these samples (2/4), significant growth was noted in the other 50% of samples (2/4). 

The presence of fibrin was scored as absent or present.  Fibrin deposits were only 

observed at high magnification and were only visible in 1.85% of samples (1/54).   

 

 

Figure 5.3. Numbers of slides are displayed as percentages of a whole representing the entire 

sample size from each time point (Week 0, 2, 4, or 6).  The number of slides in each score taken 

at each time point is displayed as a number inside the corresponding colored section of each bar. 
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Iron Stain 

Iron stain, also known as Prussian blue stain, stains areas positive for iron a dark blue.  

Positive results in 16.98% of samples (9/53) showed weak positives either in the muscle tissue or 

systemically throughout the marrow cavity.  All samples were considered diagnostically negative 

because the areas positive for iron were weakly stained throughout the medullary cavity with no 

clear relation to the fracture. 

 

Elastin Stain 

Elastin stain preferentially colors areas where elastin is present with a dark black.  In 

18.87% of samples (10/53), there were areas positive for elastin.  In 60% of these (6/10), the 

positives were weak with no direct relation to the fracture area, and the other 40% (4/10) were 

samples from fractures that had undergone significant healing and were in the hard callous 

phase.  All four samples from fractures in the hard callous phase were positive for elastin in the 

periosteal region on the exterior of the cortical bone, and three of the four were positive for 

elastin in areas within the callous. 

 

 

 

Table 5.4. Frequency of slides with bacterial and fungal growth over time using H&E.  

Time Since Autopsy Absent (n) Present (n) Highly Present (n) Total (n) 

At Time of Autopsy 20 (100%) 0 0 20 (100%) 

Two Weeks 5 (35.71%) 8 (57.14%) 1 (7.14%) 14 (100%) 

Four Weeks 2 (12.5%) 6 (37.5%) 8 (50%) 16 (100%) 

Six Weeks 0 2 (50%) 2 (50%) 4 (100%) 

Note: Percentages are calculated from time cohorts. 
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Trichrome Stain 

The trichrome staining method is a staining procedure widely used in the field of 

pathology.  Samples are stained with several different colored stains to represent multiple tissue 

structures.  The trichrome used in this project stains collagen and connective tissue blue, nuclei 

dark blue or purple, and muscle and red blood cells red.  Similar structures can be observed with 

trichrome and H&E, and the methods for scoring each variable were the same as those discussed 

above in the H&E section.  Scoring for each variable will still be stated at the beginning of each 

paragraph for convenience. 

In total, the fracture edge was identified in 76% of the slides (19 out of 25 total) either by 

presence of hemorrhage, fracture edge characteristic, or positioning of rib pieces.  Two of the 

twenty-five slides were bad cuts from the block, and did not contain the entirety of the sample.  

With these removed, the rate of identification rose to 82.61% (19/23).  The final fracture 

specimen was inked on the cut edges, leading to differing circumstances for fracture edge 

identification.  Excluding these two slides lead to a final identification rate of 80.95% (17/21) for 

non-inked samples.  Fracture identification was 100% (2/2) for inked samples.   

Hemorrhage was scored as present or absent.  Hemorrhage was observed in 60% of slides 

(12/20) at time of autopsy (six fractures and six controls) but was only observed in one fracture 

sample at two weeks (7.14% of total samples taken two weeks after autopsy), one fracture 

sample and one control sample at four weeks (12.5% of total samples taken four weeks after 

autopsy) and zero samples at six weeks.  See Table 5.5 for results. 
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Osteocyte nuclei were scored by determining the ratio of visible nuclei to the sum of 

empty and occupied lacunae.  Percentages of visible nuclei were categorized into one of the four 

ranges previously noted and recorded.  Table 5.6 shows the frequencies of each range for each 

time point.  As shown in Table 5.6 and Figure 5.4, fewer osteocyte nuclei were visible as time 

passed from the time of autopsy.  The most common percentage visible range for samples at time 

of autopsy was 75-100% with 66.66% of slides (10/15),  after two weeks decomposition was 

<24%, 25-49%, and 75-100% each with 28.57% of slides (4/14), after  four weeks 

decomposition was 25-49% with 56.25% of slides (9/16), and after six weeks decomposition was 

<24% with 50% of slides (2/4).  While the percentage of osteocyte nuclei visible diminished over 

time, nuclei were still visible six weeks after autopsy. 

 

 

Table 5.5. Frequencies of slides stained with trichrome with hemorrhage present. 

Time Point Present (n) Total (n) Frequency 

Time of Autopsy 12 20 60% 

Two weeks post-autopsy 1 14 7.14% 

Four weeks post-autopsy 2 15 12.5% 

Six weeks post-autopsy 0 4 0% 

 

Table 5.6. Frequency of slides stained with trichrome of each category of percent 

osteocyte nuclei visible by weeks since time of autopsy. 

Time Since 

Autopsy 
<24% (n) 25-49% (n) 50-74% (n) 75-100% (n) Total (n) 

At Time of Autopsy 0 3 (20%) 2 (13.33%) 10 (66.66%) 15 (100%) 

Two Weeks 4 (28.57%) 4 (28.57%) 2 (14.29%) 4 (28.57%) 14 (100%) 

Four Weeks 4 (25%) 9 (56.25%) 3 (18.75%) 0 16 (100%) 

Six Weeks 2 (50%) 1 (25%) 1 (25%) 0 4 (100%) 

Note: Percentages are calculated from time cohorts. 
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Figure 5.4. Numbers of slides are displayed as percentages of a whole representing the entire 

sample size from each time point (Week 0, 2, 4, or 6).  The number of slides in each score taken 

at each time point is displayed as a number inside the corresponding colored section of each bar. 

 

Visibility of nuclei in the marrow was scored by determining the ratio of visible nuclei to 

the area of marrow present.  Percentages of visible nuclei were categorized into one of the four 

ranges previously noted and recorded.  Table 5.7 shows the frequencies of each range for each 

time point.  As shown in Table 5.7 and Figure 5.5, fewer marrow nuclei were visible as time 

passes from the time of autopsy.  The most common percentage visible range for samples at time 

of autopsy was 75-100% with 100% of slides (16/16),  after two weeks decomposition was 75-

100% with 100% of slides (14/14), after  four weeks decomposition was 75-100% with 75% of 

slides (12/16), and after six weeks decomposition was <24% and 25-49% each with 50% of 

slides (2/4).  While the percentage of visible nuclei in the marrow diminished over time, nuclei 

were still visible six weeks after autopsy.  The drop in visible nuclei in the marrow corresponded 

to the dehydration of the extracellular matrix also present in the marrow which began at the two 

week after autopsy time point. 
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Figure 5.5. Numbers of slides are displayed as percentages of a whole representing the entire 

sample size from each time point (Week 0, 2, 4, or 6).  The number of slides in each score taken 

at each time point is displayed as a number inside the corresponding colored section of each bar. 

 

Marrow dehydration was scored as absent, moderate dehydration, or severe dehydration. 

As shown in Figure 5.6, 100% of samples (16/16) from time of autopsy were absent of 

dehydration because this was the baseline measurement.  By two weeks after autopsy, 100% of 

samples (14/14) showed moderate dehydration.  Four weeks after time of autopsy, 81.25% of 

slides (13/16) showed moderate dehydration and 18.75% of slides (3/16) showed severe 
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Table 5.7. Frequency of slides stained with trichrome of each category of percent marrow 

nuclei visible by weeks since time of autopsy. 

Time Since 

Autopsy 
<24% (n) 25-49% (n) 50-74% (n) 75-100% (n) Total (n) 

At Time of Autopsy 0 0 0 16 (100%) 16 (100%) 

Two Weeks 0 0 0 14 (100%) 14 (100%) 

Four Weeks 1 (6.25%) 3 (18.75%) 0 12 (75%) 16 (100%) 

Six Weeks 2 (50%) 2 (50%) 0 0 4 (100%) 

Note: Percentages are calculated from time cohorts. 
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dehydration.  For 100% of slides (4/4) at six weeks after time of autopsy, severe dehydration was 

noted.  These results for marrow dehydration were identical to those found using the H&E stain. 

 

 

Figure 5.6. Numbers of slides are displayed as percentages of a whole representing the entire 

sample size from each time point (Week 0, 2, 4, or 6).  The number of slides in each score taken 

at each time point is displayed as a number inside the corresponding colored section of each bar. 

 

The presence of bacteria and fungi, seen in colonies, was scored as absent, present, or 

highly present.  The highly present score was characterized by proliferation of bacteria and fungi 

throughout the sample.  Resulting frequencies are shown in Table 5.8.  Bacterial and fungal 

growth was absent in 100% of samples (20/20) from time of autopsy.  Colonies were present in 

71.42% of samples (10/14) after two weeks decomposition.  Significant growth was noted in 

21.42% of samples (3/14) after two weeks.  Bacterial and fungal colonies were present in 75% of 

samples (12/16) after four weeks of decomposition.  For 43.75% of total samples at four weeks, 

(7/16) significant bacterial and fungal growth was noted.  Bacterial and fungal colonies were 
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present in 75% of samples (3/4) after six weeks; 50% of samples (2/4) after six weeks showed 

moderate growth and 25% (1/4) showed significant growth. 

The presence of fibrin was scored as present or absent.  Fibrin deposits were only 

observed at high magnification and were only visible in 1.85% of samples (1/54).  This was the 

same frequency found through the H&E methodology. 

 

 

 

Statistical Results 

Assessing Normality 

A Shapiro-Wilk Test of Normality was performed to test the normality of the data.  All 

data were non-normal, which is to be expected with data from autopsy.  Non-parametric tests 

were employed instead of parametric tests because the data were primarily comprised of ordinal 

variables and the data are non-normal (Madrigal 2012). 

 

Hypothesis One: Multi-Stain Histology 

The first hypothesis stated that the use of multiple stains would allow additional 

structures from healing to be visualized over those visible with standard staining alone (i.e. 

H&E).  While Iron and Elastin stains are solely used to visualize the presence of iron and elastin 

respectively, H&E and trichrome stains are used for broad, general analysis of multiple tissue 

Table 5.8. Frequency of slides with bacterial and fungal growth over time using 

trichrome.  

Time Since Autopsy Absent (n) Present (n) Highly Present (n) Total (n) 

At Time of Autopsy 20 (100%) 0 0 20 (100%) 

Two Weeks 4 (28.57%) 7 (50%) 3 (21.42%) 14 (100%) 

Four Weeks 4 (25%) 5 (31.25%) 7 (43.75%) 16 (100%) 

Six Weeks 1 (25%) 2 (50%) 1 (50%) 4 (100%) 

Note: Percentages are calculated from time cohorts. 
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types and structures.  A Mann-Whitney U Test was used to determine if there was a difference 

between the structures and cells that could be visualized with H&E and trichrome stains.   

 A Mann-Whitney U Test was performed, comparing H&E to trichrome stain.  Only the 

number of osteocyte nuclei visible was significantly different between the two stains (p = 0.005).  

All other variables were not statistically significant.  Table 5.9 shows test results for all variables.  

Raw data are presented in Figures 5.1-5.6, A1-A4 and Tables 5.2-5.8. 

 

 

  

Each variable not scored on a binary scale was then re-categorized into one as described 

in Chapter 4.  A Mann-Whitney U Test was performed, comparing H&E to trichrome stain.  As 

with the more detailed scale, only the percentage of visible osteocyte nuclei was significantly 

different between the two stains (p = 0.001).  All other variables were not statistically significant.  

Test results are listed in Table 5.10 for all variables.  These results indicated little difference 

between the visualization capabilities of trichrome and H&E stains.  The difference between the 

number of osteocyte nuclei visible may be due to differences in staining procedure.   

 

Table 5.9. Significance values for Mann-Whitney U Test of seven variables between H&E 

stain and trichrome stain. 

Variable n U Z p 

Presence of Hemorrhage 100 1150.000 -0.907 0.364 

Number of Osteocyte Nuclei Visible 99 844.000 -2.780 0.005* 

Number of Visible Nuclei in the Marrow 100 1244.000 -0.065 0.948 

Desiccation of Marrow 100 1250.000 0.000 1.000 

Presence of Bacteria 98 1162.500 -0.293 0.769 

Presence of Fibrin 100 1225.000 -0.583 0.560 

Identification of fracture 50 312.5 0.000 1.000 

Note: p is considered significant below 0.05; * denotes significant values  
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Hypothesis Two: Healing Factors 

 Hypothesis Two stated that microscopic evidence of healing would be visible in a 

sequential pattern.  The data used in the following tests only included fracture samples taken at 

time of autopsy (n=20).  This removed confounding factors from decompositional differences 

and focused on the samples that would be undergoing healing processes instead of control 

samples.  Ten variables were tested: H&E and trichrome presence of hemorrhage, H&E and 

trichrome presence of fibrin, H&E and trichrome percentage of osteocyte nuclei visible, H&E 

and trichrome percentage of nuclei from cells in the marrow visible, elastin stain presence of 

elastin, and iron stain presence of hemorrhage.  Hard callous samples were omitted from analysis 

involving the visibility of osteocyte nuclei and nuclei of cells in the bone marrow due to the hard 

callous fractures originating on different bones from the other fracture samples.  The hard callous 

fractures were also sampled using a modified protocol.  The H&E and trichrome presence of 

bacteria and fungi and H&E and trichrome bone marrow dehydration variables were also not 

included because they are measures for decomposition stages. 

 A Kruskal-Wallis 1-way ANOVA Test was performed to determine whether there was a 

significant difference for the any of the ten variables between the three survival time ranges.  Of 

the ten variables, only two variables significantly different between the groups were the presence 

Table 5.10. Significance values for Mann-Whitney U Test of binary variables between 

H&E stain and trichrome stain. 

Variable n U Z p 

Number of Osteocyte Nuclei Visible 99 819.500 -3.369 0.001* 

Number of Visible Nuclei in the Marrow 100 1225.000 -0.279 0.781 

Desiccation of Marrow 100 1250.000 0.000 1.000 

Presence of Bacteria 98 1151.000 -0.402 0.688 

Note: p is considered significant below 0.05; * denotes significant values 
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of elastin (p < 0.005) and the trichrome visualized presence of hemorrhage (p < 0.05).  Test 

results are shown in Table 5.11 and Table 5.12. 

 

 

 

 

 

Variables not scored on binary scales (H&E percentage of osteocyte nuclei visible, 

trichrome number of osteocyte nuclei visible, H&E percentage of cells in the marrow with 

visible nuclei, and trichrome percentage of cells in the marrow with visible nuclei) were then 

reclassified as discussed in Chapter 4.  Mann-Whitney U Tests were then performed on all four 

variables comparing the survival times of “at time of death” and “one day survival”.  Results are 

shown in Table 5.13.  As discussed previously, these variables couldn’t be collected for samples 

with a survival time of over one month because these four samples were taken from bones other 

Table 5.11. Significance values for Kruskal-Wallis 1-way ANOVAs of six variables 

between survival times of at time of death, one day, and over one month. 

Variable n X2 df p 

Iron Stain Presence of Iron 20 0.905 2 0.636 

Elastin Stain Presence of Elastin 20 12.537 2 0.002* 

H&E Presence of Hemorrhage 20 3.921 2 0.141 

Trichrome Presence of Hemorrhage 20 7.690 2 0.021* 

H&E Presence of Fibrin 20 0.000 2 1.000 

Trichrome Presence of Fibrin 20 0.429 2 0.807 

Note: p is considered significant below 0.05; * denotes significant values 

 

Table 5.12. Significance values for Mann-Whitney U Tests of four variables between 

survival times of at time of death and one day. 

Variable n U Z p 

H&E Percentage of Osteocyte Nuclei Visible 16 11.000 -0.700 0.700 

Trichrome Percentage of Osteocyte Nuclei Visible 15 8.000 -1.018 0.476 

H&E Percentage of Visible Nuclei in the Marrow 16 14.000 0.000 1.000 

Trichrome Percentage of Visible Nuclei in the Marrow 16 14.000 0.000 1.000 

Note: p is considered significant below 0.05 
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than ribs and had a modified sampling procedure.  Raw data are presented in Figures 5.1-5.6, 

A1-A4 and Tables 5.2-5.8. 

 

 

 

Hypothesis Three: Taphonomy and Decompositional Changes 

 For the following tests, the samples taken from healed fractures that were only submitted 

at time of autopsy were removed which prevented the addition of confounding factors in an 

analysis aimed at change since time of death.  Fourteen variables were tested in total: presence of 

elastin from elastin stain; presence of hemorrhage from iron stain; and presence of hemorrhage, 

level of desiccation of marrow, presence of bacteria and fungi, presence of fibrin, number of 

osteocyte nuclei visible, and number of nuclei visible in the marrow from both H&E and 

trichrome stains.  Control samples were tested against fracture samples within each time cohort 

to ensure that these sample types were comparable.  A Mann-Whitney U Test was performed on 

each variable for samples at time of autopsy (n=16), two weeks post-autopsy (n=16), four weeks 

post-autopsy (n=16), and six weeks post-autopsy (n=4) to compare control and fracture samples.  

All variables were non-significant in all time cohorts, confirming that control and fracture 

samples decompose in similar manners. 

A Kruskal-Wallis 1-way ANOVA was then run on each variable comparing time cohorts.  

All variables were significant at least at the p < 0.05 level except three: presence of elastin as 

Table 5.13. Significance values for Mann-Whitney U Tests of four binary-reclassified 

variables between survival times of at time of death and one day. 

Variable n U Z p 

H&E Percentage of Osteocyte Nuclei Visible 16 13.000 -0.378 0.933 

Trichrome Percentage of Osteocyte Nuclei Visible 15 10.000 -0.734 0.686 

H&E Percentage of Visible Nuclei in the Marrow 16 14.000 0.000 1.000 

Trichrome Percentage of Visible Nuclei in the Marrow 16 14.000 0.000 1.000 

Note: p is considered significant below 0.05 
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shown by the elastin stain and presence of fibrin as shown by H&E and trichrome stains.  These 

three variables were removed from the following Cluster Analyses because they were shown not 

to be significantly different between time cohorts.  Levels of significance for all variables are 

shown in Table 5.14. 

 

  

The eight variables not scored on a binary scale were then reclassified and Mann-

Whitney U Tests were run to assess the similarity of distribution of each variable between 

fracture and control samples within each time cohort.  All variables were not significantly 

different.  These results are consistent with those above. 

 A Kruskal-Wallis 1-way ANOVA was then run on the eight variables to assess the 

distribution across time cohorts.  All eight variables were found to be significantly different at 

least at the p < 0.05 level.  These results are also consistent with those found using the non-

binary scales.  All significance values are listed in Table 5.15. 

Table 5.14. Significance values for Kruskal-Wallis Test of fourteen variables between 

two-week time cohorts. 

Variable n X2 df p 

H&E Presence of Hemorrhage 50 15.856 3 0.001* 

H&E Number of Osteocyte Nuclei Visible 50 14.787 3 0.002* 

H&E Number of Marrow Nuclei Visible 50 28.235 3 <0.0005* 

H&E Desiccation of Marrow 50 44.894 3 <0.0005* 

H&E Presence of Bacteria 50 28.839 3 <0.0005* 

H&E Presence of Fibrin 50 2.125 3 0.547 

Trichrome Presence of Hemorrhage 50 22.500 3 <0.0005* 

Trichrome Number of Osteocyte Nuclei Visible 49 16.977 3 0.001* 

Trichrome Number of Marrow Nuclei Visible 50 26.920 3 <0.0005* 

Trichrome Desiccation of Marrow 50 44.894 3 <0.0005* 

Trichrome Presence of Bacteria 50 21.047 3 <0.0005* 

Trichrome Presence of Fibrin 50 1.148 3 0.765 

 Elastin Stain Presence of Elastin 50 1.521 3 0.677 

Iron Stain Presence of Hemorrhage 50 7.918 3 0.048* 

Note: p is considered significant below 0.05; * denotes significant values 
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A Hierarchical Cluster Analysis using Ward’s cluster method and squared Euclidean 

distance was performed using the eleven variables found to be significantly different in the 

Kruskal-Wallis ANOVA to see if samples would group according to time since autopsy.  

Groupings of two through five clusters were recorded and box plots showing the frequency of 

each time cohort grouped into each cluster for two to five clusters are displayed in Figure 5.7 

(Appendix A, Figure A5 shows the full dendrogram result).  Figure 5.7 shows the distribution of 

sample time cohorts within each cluster.  Four and five cluster groups result in clusters that 

contained samples with the same range of time since autopsy (e.g. cluster 2 and 3 in the four 

cluster grouping).  Two and three cluster groupings were more unique, but did not provide 

clusters that contained only a single time cohort.  Refer to Table A1 (Appendix A) which 

provides a more detailed description of the frequency distributions.  Variables reclassified using 

binary scales were then used to replicate the previous Hierarchical Cluster Analysis.  The results 

are shown in Figure 5.8.  Refer to Figure A5 (Appendix A) for the full dendrogram result.  

Visualization of the change over time of each variable is presented in Figures 5.1-5.6, A1-A4 and 

Tables 5.2-5.8.   

Table 5.15. Significance values for Kruskal-Wallis Test between two-week time cohorts 

of eight variables reclassified into binary scales. 

Variable n X2 df p 

H&E Number of Osteocyte Nuclei Visible 50 8.768 3 0.033* 

H&E Number of Marrow Nuclei Visible 50 29.160 3 <0.0005* 

H&E Desiccation of Marrow 50 49.000 3 <0.0005* 

H&E Presence of Bacteria 50 29.415 3 <0.0005* 

Trichrome Number of Osteocyte Nuclei Visible 49 12.300 3 0.006* 

Trichrome Number of Marrow Nuclei Visible 50 27.125 3 <0.0005* 

Trichrome Desiccation of Marrow 50 49.000 3 <0.0005* 

Trichrome Presence of Bacteria 50 23.100 3 <0.0005* 

Note: p is considered significant below 0.05; * denotes significant values 
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Figure 5.7. Box plots showing the distribution of cluster data from groupings of two through five 

clusters from the Hierarchical Cluster Analysis.  From left to right and top to bottom, two 

clusters, three clusters, four clusters, and five clusters. 

 

As shown in Figure 5.8, four and five cluster groups resulted in clusters with samples that 

had the same range of time since autopsy (e.g. clusters 2 and 3 from the four cluster grouping).  

The two and three cluster groups avoided clusters with the exact same range, but still contained 

overlap similar to those from the previous hierarchical cluster analyses.  In both of these 

groupings, however, the first cluster only contained every sample from time of autopsy.  Refer to 



70 
 

Table A2 (Appendix A) which provides a more detailed description of the frequency 

distributions of time cohorts in each cluster.  

 

 

Figure 5.8. Box plots showing the distribution of cluster data from groupings of two through five 

clusters from the Hierarchical Cluster Analysis using binary variable scales.  From left to right 

and top to bottom, two clusters, three clusters, four clusters, and five clusters. 

 

A K-Means Cluster Analysis was then performed using ten iterations on the eleven 

variables used for the Hierarchical Cluster Analysis for two through five cluster groups.  Figure 
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5.9 displays boxplots that show the frequency of samples from time cohorts in each cluster.  

Figure A6 (Appendix A) shows the full dendrogram result.  

 

 

Figure 5.9. Box plots showing the distribution of cluster data from groupings of two through five 

clusters from the K-Means Cluster Analysis.  From left to right and top to bottom, two clusters, 

three clusters, four clusters, and five clusters. 

 

Cluster groupings of three, four, and five clusters resulted in clusters with samples that 

had the same range of time since autopsy (e.g. clusters 2 and 3 in the four cluster grouping).  The 

two cluster group avoided clusters with the same range, but contained overlap of time cohorts 
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between the two clusters.  Refer to Table A3 (Appendix A) which provides a more detailed 

description of the frequency distributions.  Variables using binary scales were then used to 

replicate the K-Means Cluster Analysis above for two through five groups.  Figure 5.10 shows 

boxplots depicting the time from autopsy distribution within each of the cluster groups.  Cluster 

groupings of three, four, and five clusters resulted in clusters with samples that had the same 

range of time since autopsy (e.g. clusters 2 and 3 in the four cluster grouping).  The two cluster 

group avoided clusters with the same range, but contained overlap of time cohorts between the 

two clusters.  Refer to Table A4 (Appendix A) which provides a more detailed description of the 

frequency distributions.  

A Kruskal-Wallis 1-way ANOVA was then run on each cluster grouping from each 

analysis to determine if there was a significant difference between the distributions of the four 

time cohorts.  All cluster groupings for both normal and binary-scale variables had significantly 

different distributions of time categories at the p < 0.0005 level.  According to the Kruskal-

Wallis ANOVA initially performed, eleven of the fourteen tested variables were significantly 

different between time cohorts.  These eleven variables were then used to perform two different 

types of cluster analysis to determine which method could best group time cohorts using the 

statistically significant variables.  Hierarchical Cluster Analysis resulted in more unique 

groupings than the K-Means Cluster Analysis.  The two and three cluster groupings from the 

Hierarchical Cluster Analyses of both the original variables and the binary-scale variables 

created clusters that contained samples with unique ranges of time since autopsy, unlike the four 

and five cluster groupings.  Only the three cluster group using the binary-scale variables resulted 

in clusters that only contained samples from two or less time cohorts.  Clusters from this three 

cluster group also have unique ranges and median values.  When viewed together, the five 
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variables found to be significant between time periods for H&E and trichrome begin to show a 

pattern of the progression of decomposition.  A summary of the results is shown in Table 5.16. 

 

 

Figure 5.10. Box plots showing the distribution of cluster data from groupings of two through 

five clusters from the K-Means Cluster Analysis using binary-scale variables.  From left to right 

and top to bottom, two clusters, three clusters, four clusters, and five clusters. 
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Table 5.16. The progression of stages of decomposition found by H&E and trichrome 

stains. 

Time Period Observations 

At Time of Autopsy Hemorrhage visible 

50-100% Osteocyte nuclei visible 

 Nearly all marrow nuclei visible 

Marrow not dehydrated 

No bacteria present 

Two Weeks Post-Autopsy No hemorrhage visible 

25-75% Osteocyte nuclei visible 

75-100% Marrow nuclei visible 

Marrow slightly to moderately dehydrated 

Small amounts of bacteria visible 

Four Weeks Post-Autopsy No hemorrhage visible 

25-50% Osteocyte nuclei visible 

50-100% Marrow nuclei visible 

Marrow slightly to moderately dehydrated 

Small to large amount of bacteria visible 

Six Weeks Post-Autopsy No hemorrhage visible 

0-50% Osteocyte nuclei visible 

0-50% Marrow nuclei visible 

Marrow severely dehydrated 

Large amount of bacteria visible 
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CHAPTER SIX: 

DISCUSSION 

 

 Three hypotheses relating to the use of multiple stains in the timing of wounds and 

establishing the time since death using skeletal histology were tested by analyzing 224 slides.  

The results from this preliminary study are important to anthropology for use in creating more 

advanced methods to narrow the perimortem time period and have other applications to legal 

medicine.  The analyses demonstrate that H&E, trichrome, and elastin stains are useful in 

skeletal histology to assist in determining wound age and time since death.  This chapter 

discusses the results of the various stains, the grouping of wound age, and the grouping of time 

since death. 

 

Hypothesis One: Multi-Stain Histology 

 The first hypothesis stated that the use of multiple stains would allow better visualization 

of different microscopic structures associated with the timing of skeletal fractures.  Four stains 

were employed, two for general purposes and two for specialized structures.  The hematoxylin 

and eosin (H&E) staining procedure is a standard stain used for most tissue types for general 

analysis.  Trichrome is a combination stain used to highlight multiple tissue types and structures, 

and can be used for many of the same purposes as H&E.  Iron stain highlights remote 

hemorrhage, and elastin stain shows the presence of elastin. 
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 H&E and trichrome stains were both evaluated for seven variables: identification of the 

fracture edge, presence of hemorrhage, number of osteocyte nuclei visible, number of visible 

nuclei in the marrow, dehydration of marrow, presence of fibrin, and presence of bacteria and 

fungi.  The data was tested for differences between H&E and trichrome stains.  As shown in 

Table 5.9 in the previous chapter, the only variable that shows a significant difference between 

the two stains is the number of visible osteocyte nuclei.  For most variables, this is expected.  

The lack of difference in identification of fibrin is unexpected, however, as fibrin deposits 

accumulate during early wound healing and trichrome stain is often used in fibrin identification 

(Presnell et al. 1997).  Cattaneo et al. (2010) reported the presence and identification of fibrin 

after a week-long maceration process and suggested its use in wound age estimation.  

 The rate of fracture edge identification was not significantly different between the two 

stains.  Inking helps with identification, and is highly recommended in future work.  The cut side 

was inked so it did not obscure the fracture edge.  A similar method was employed by Cattaneo 

et al. (2010), in which the fracture edge was dipped in ink before decalcification and staining.  

While this highlights the fracture, it can also obscure structures at the fracture edge. 

 Hemorrhage can be seen using both stains, and the difference was non-significant 

between them.  While non-significant, trichrome stain did find more evidence of hemorrhage in 

more samples.  This may be attributed to the difference in colors that trichrome stain utilizes.  

Erythrocytes are shown in bright red compared to a blue or pink background in trichrome stain, 

while H&E stains erythrocytes a light red among a field of various shades of pink. 

 The number of osteocyte nuclei visible is the only variable to show a significant 

difference between the two staining procedures.  In autopsy specimens, the range of visibility 

was approximately the same, however the median is lower in trichrome stained samples.  The 
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number of nuclei visible after two weeks and four weeks is also less in the trichrome slides than 

in the H&E slides.  By six weeks after time of autopsy, the number of visible nuclei is similar.  

Slides for both stains were cut from the same sample and subsequently stained, so it is 

reasonable to conclude that the difference must be an artifact due to the different processes used 

during the two staining procedures. 

 Both the number of nuclei in the marrow and the dehydration of the marrow showed no 

significant difference between the two stains.  The significance value for the number of nuclei 

visible in the marrow was p = 0.948, and the significance value for dehydration of the marrow 

was p = 1.000 (Table 5.9).  The similarity for marrow dehydration found between stains may 

partially be due to the fact that the measure is a comparative estimate based on the state of the 

marrow at time of autopsy.  These findings show very little difference in the visualization 

capabilities between the two stains for the number of visible nuclei in the marrow. 

 The presence of fibrin was also not significantly different between the H&E and 

trichrome stained slides and neither stain highlighted fibrin deposits at an acceptable level.  In 

total, there were only three positives (H&E n=1, trichrome n=2).  Lack of samples positive for 

fibrin could be due to short survival times.  According to Dettmeyer (2011), fibrin deposition 

occurs roughly between the first and second day of healing.  In the future, a more specialized 

stain should be employed to better observe this structure.  Stains like Phosphotungstic Acid-

Hematoxylin Stain (PTAH), which stains fibrin and muscle blue and collagen pink or red, or the 

Lendrum Acid Picro-Mallory Method, which stains fibrin red, collagen blue, and erythrocytes 

orange, should be used (Presnell et al. 1997).  Cattaneo et al. (2010) were able to identify fibrin 

on a sample with five days of healing using Weigert stain, which is especially notable as the 

sample had also undergone a weeklong maceration process to simulate decomposition. 
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 The presence of bacteria and fungi also showed no significant difference between the two 

stains.  The significance value was p = 0.769 (Table 5.9), which shows that the two data sets 

were similar.  Either stain could easily visualize the presence of bacteria and fungi. 

 Comparisons between H&E and trichrome stain were only significantly different for one 

variable.  This analyses shows that either stain could be used for the purposes mentioned above 

but, because of the contrast provided by multiple colors in the trichrome staining method, those 

with less histological experience may be able to see important structures more easily with 

trichrome than with the more traditional H&E stain.  Future work should focus on inter- and 

intra-observer error using these two different stains. 

 After number of osteocyte nuclei visible, number of visible nuclei in the marrow, 

desiccation of marrow, and presence of bacteria and fungi were reclassified using binary scales 

as previously noted, the results of the Mann-Whitney U Tests were similar to those found with 

the original scale.  Number of osteocyte nuclei visible remained the only variable with statistical 

significance, p = 0.001 (Table 5.10).  Due to the similarities in the results, a binary scale may 

prove to be a more accurate and repeatable method due to less subjective category separations. 

 Iron stain was used to identify remote hemorrhages in each sample.  Any positives from 

this stain were weak, and often scattered throughout the entire slide with no correlation to the 

fracture site.  These weak systemic positives were found in both fracture and control samples, 

further weakening the use of this stain for this application.  Normally, an iron stain is employed 

to visualize older hemorrhages in which the erythrocytes have already begun to decay due to 

natural healing processes.  Phagocytes ingest the clotted material and break down the 

erythrocytes into smaller particles.  The hemoglobin present in the erythrocytes then degrades 

into hemosiderin and becomes concentrated into one area in and around the phagocytic cell.  The 
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degradation of the organic component in the hemoglobin “unmasks” the iron which causes the 

Prussian blue iron stain to show a positive reaction (Dettmeyer 2011; Presnell et al. 1997).  The 

iron stain showed negative results, possibly because the hemorrhages in these samples were 

acute and more diffuse than they would be through the process of phagocytosis found in healing.  

This agrees with Betz and Eisenmenger (1996) who found that the earliest positive findings of 

hemosiderin in skin wounds was in a 3-day-old lesion. 

 Elastin stain specifically highlights the elastin protein.  The stain was originally chosen to 

highlight the elastin present in the growth of granulation tissue and the vascularization stage of 

wound healing, which occurs approximately two to three days after fracture (Dettmeyer 2011).  

Instead, the elastin stain gave the strongest positive in the well healed fractures in the periosteum 

and within the hard callous, which is not described in the literature.  Elastin stain may have 

further use to better age well healed calluses.  Further study is needed to see if the presence of 

elastin in hard calluses could provide additional context on the fracture age. 

 

Hypothesis Two: Healing Factors 

 Samples taken from fractures at time of autopsy (n=20) were split into three groups 

determined by the time from injury to death.  The three categories were fractures that occurred at 

the time of death, fractures that occurred one day before death, and fractures that occurred 

greater than 4 weeks before the time of death.  Ten variables, H&E and trichrome presence of 

hemorrhage, H&E and trichrome presence of fibrin, H&E and trichrome percentage of osteocyte 

nuclei visible, H&E and trichrome percentage of nuclei from cells in the marrow visible, elastin 

stain presence of elastin, and iron stain presence of hemorrhage, were tested for significant 

differences using a Kruskal-Wallis ANOVA. 
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 Out of the ten variables, two were significantly different between the groups which 

supports the hypothesis that there is an ordered progression of healing.  The hypothesis is also 

supported by the literature (Dettmeyer 2011; McKinley and O'Loughlin 2008).  Trichrome 

stained slides showed a significant difference, p = 0.021 (Table 5.11), in the frequency of 

hemorrhage reported between groups.  Fractures caused at or near the time of death had varying 

amounts of hemorrhage, while the sample with a one day survival time had a large hemorrhage 

visible throughout the sample.  The hard callous phase samples showed no hemorrhage, which is 

also consistent with the literature on healing (Dettmeyer 2011; McKinley and O'Loughlin 2008).  

The results appear significant because of this distribution and small sample size.  The literature 

supports the hypothesis that the amount of hemorrhage can increase with the progression of time 

through the first day after injury (Dettmeyer 2011; McKinley and O'Loughlin 2008).  A larger 

sample size with varying survival times would allow for a further definition of the timeline for 

the presence of hemorrhage.  The presence of elastin, stained using an elastin stain, was the most 

statistically significant, p = 0.002 (Table 5.11).  The two well healed specimens in the hard 

callous phase both displayed the presence of elastin in the periosteum and within the callous.  

While samples from other survival time categories were positive for elastin, the associations to 

the fracture were weak or not present.  Elastin stain was initially included because of the 

hypothesis that fractures sustained a short time before death would be more highly positive for 

elastin due to vascular proliferation into the wound during early healing phases.  Samples with 

short survival times showed only a few areas positive for elastin despite elastin being highly 

present in the walls of the vascular system.  Sample healing times were one day or less or over 

four weeks.  According to Dettmeyer (2011), elastin should start forming approximately after 

two to three days of healing, which could explain the lack of elastin in the samples.  Considering 
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the strong association between elastin and well healed fractures, this should be investigated 

further with a larger sample size. 

 Results were similar with no significant difference across survival time categories when 

using a binary scale for H&E percentage of osteocyte nuclei visible, trichrome number of 

osteocyte nuclei visible, H&E percentage of cells in the marrow with visible nuclei, and 

trichrome percentage of cells in the marrow with visible nuclei.  Due to the similarities in the 

outcomes from the statistical tests between the binary scales and the original scales, it appears 

that both methods will yield similar results.  In future research, a binary scale may prove to be a 

more accurate and repeatable method due to less subjective category separations. 

 Despite the group sample sizes being small, especially for the groups with survival times 

of one day and greater than one month, the results are encouraging and do follow expected trends 

from the literature.  The only unexpected finding is the presence of elastin in both of the fractures 

with hard callouses.  Further study with an additional larger sample size is necessary to 

corroborate and reinforce these results. 

  

Hypothesis Three: Taphonomy and Decompositional Changes  

 At time of autopsy, three to four samples were taken from each specimen.  One was 

submitted immediately for staining, while the others were set aside and submitted in two week 

intervals.  This allowed the progression from time of autopsy to six weeks after autopsy in two 

week increments to be visualized and tested for decompositional changes.   

 The well-healed slides were removed for the statistical analysis because samples were 

only taken and submitted at the time of autopsy.  Due to the samples being in the hard callous 

phase, the results were different from more recent fractures and would have caused artifacts in 
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the data to artificially inflate the difference between the samples from the time of autopsy and the 

samples from the other time points. 

 The literature lacks a conclusion on whether fracture samples and unfractured samples 

decompose in a similar manner.  To test this, a Mann-Whitney U test was performed to 

determine if there was any difference between the control and fracture samples within each time 

cohort.  No variables were found to be significantly different.  It can therefore be concluded that 

the control and fracture samples deteriorate in a similar progression and manner, allowing direct 

comparison for the rest of the analyses.  This allowed for a larger total sample size. 

 A Kruskal-Wallis ANOVA was then performed to assess significance between the time 

points.  During initial testing, three out of fourteen variables were found to be non-significant 

between the four time points tested.  The variables for presence of fibrin in both H&E and 

trichrome stains and presence of elastin using elastin stain were removed from the following 

cluster analyses to prevent complicating factors. 

 The current literature is lacking published data on early histological taphonomic changes, 

and the results presented here begin to fill that gap.  There are numerous articles that have been 

published on the taphonomic changes to bone on the microscopic level, but the vast majority 

focus on archaeological bone that has been undergoing taphonomic modifications for decades or 

centuries.  Expected values were pulled from numerous sources, often relying on multiple papers 

or book chapters to come to a general prediction. 

 In both H&E and trichrome stained slides, hemorrhage was only visible after time of 

autopsy in two instances.  This should be expected, as erythrocytes degrade quickly in most 

conditions through autolysis or putrefaction (Clark et al. 1997). 
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 The number of osteocyte nuclei also decayed over time however some nuclei were visible 

six weeks after autopsy.  Dettmeyer (2011) stated that osteocyte death becomes evident due to 

empty lacunae approximately after 2-3 days of healing post-fracture and that there should be a 

clear delineation between live and dead bone at this time.  However, Zumwalt and Fanizza-

Orphanos (1990) stated that nuclear collapse of osteocystes is often caused by tissue processing 

and should not be used for evidence of bone necrosis.  The earliest dissappearance of nuclei from 

necrotic bone fragments occurs one week after injury and normally occurs after two to four 

weeks (Zumwalt and Fanizza-Orphanos 1990).  This delineation was not seen in any samples, 

and the presence of visible osteocytes after death and six weeks of decomposition is interesting.  

Non-visible nuclei were not only noted at the fracture, but were also documented throughout the 

samples.  After six weeks post-autopsy, there were also residual nuclei at the fracture margin of 

some samples, showing that not all dead osteocyte nuclei degrade quickly. 

 The number of nuclei visible in the marrow also dropped over time, and changed in 

conjunction with the dehydration of the extracellular matrix in which these cells are incased.  

Both measures seemed to have more drastic changes in the periods between autopsy and two 

weeks and between four weeks and six weeks post-autopsy.  Both measures stayed 

approximately constant between two and four weeks after autopsy.  Cells in the marrow are 

similar to erythrocytes in that they have high metabolic rates so they degrade quickly, although 

more slowly than blood (Clark et al. 1997). 

 The presence of bacteria and fungi increased as time passed from the time of autopsy in 

all samples for both H&E and trichrome stains.  The increase in the amount of bacteria and fungi 

growth seems to slow after four weeks.  It was expected that bacteria and fungi would begin 

growing on the samples, although the literature is currently lacking on timing and growth rates in 
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the period shortly following death (Bell 2011; Clark et al. 1997; Schultz 1997a).  If further 

research could better define these growth rates in a similar matter to those in forensic 

entomology, this could be another potential tool to determine time since death. 

 Using both a Hierarchical and a K-Means Cluster Analysis, the samples were grouped 

according to the previously mentioned eleven variables.  Groups of two through five clusters 

were created.  It was hypothesized that the four-cluster group would roughly emulate the four 

time points.  To determine the cluster set that best fit the data, the median and range of each 

cluster within each group was compared to other clusters in the group for uniqueness, and 

therefore more easily defined clusters.   

 In the initial Hierarchical Cluster Analysis, the two and three cluster groupings contain 

clusters with unique medians and minimally overlapping clusters.  After converting all variables 

to binary scales and running another Hierarchical Cluster Analysis, the two and three cluster 

groups were again the only groups to contain clusters with both unique medians and ranges.  In 

the initial K-Means Cluster Analysis, the two and three cluster groupings contain clusters with 

unique medians and ranges.  After converting all variables to binary scales and running another 

K-Means Cluster Analysis, only the two cluster group contained clusters with unique variables 

and range distributions. 

 Of the two cluster analyses, the Hierarchical Cluster Analysis results had fewer outliers 

and less overlap than the K-Means Cluster Analysis results.  The data appears to be best 

clustered using methods based on connectivity and not on centroids.  Using binary variables also 

appears to help reduce the number of outliers in each cluster.  The inconsistencies seen within 

each variable in the current dataset make it impossible to narrow the time points further, however 

additional data may refine the abilities of the analysis.  The Cluster Analysis results not 
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following the expected trend of four groupings lend support to the idea that decomposition 

proceeds at slightly different rates for each sample.  Further studies are needed to better identify 

confounding factors and would benefit from adopting study designs used in macroscopic 

decompositional studies.  
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CHAPTER SEVEN: 

CONCLUSION 

 

 Bone and teeth are the last structures in the body to decompose and are often the only 

physical remains available for study by anthropologists in the fields of forensics, bioarchaeology, 

and paleopathology.  Fortunately, due to growth, development, and maintenance, hard tissue 

microstructure contains information relating to biological processes that occurred during life.  

Forensic anthropologists have the added benefit of working with more recently deceased 

individuals that may have residual soft tissues remaining.  The incorporation of techniques taking 

advantage of residual soft tissue, like the presence of erythrocytes at fracture sites, could lead to 

better understanding of perimortem events. 

 H&E, trichrome, and elastin stains were found to be useful in examining wound age, and 

H&E and trichrome stains were found to assist in examining time since death.  Prussian blue iron 

stain was not found useful in this study because it shows remote hemorrhages and not acute 

hemorrhages, like those seen in this study.  These results support further testing with larger 

sample sizes including samples with additional survival times.  More quantitative methodologies 

should be explored, like the use of geographic information systems proposed by Rose et al. 

(2012), which will be discussed in this chapter. 
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Hypothesis One: Multi-Stain Histology 

The first hypothesis tested the use of multiple stains to increase visualization of different 

microscopic structures to increase accuracy when timing skeletal fractures.  Four stains were 

used: 1) hematoxylin and eosin (H&E) and 2) trichrome stains are used for general analysis, 3) 

iron stain is used to visualize remote hemorrhage, and 4) elastin stain is used to highlight the 

presence of the elastin protein.  H&E is a low-cost and common staining method used for general 

analysis of many tissue types.  Trichrome is not a stain that is typically used for bone, but is used 

for general histological analysis.  Out of seven variables tested, the two stains were only 

significantly different when showing the number of osteocyte nuclei.  This is presumably 

because of a difference in staining procedure.  Despite this, the stains allow visualization of the 

same structures in a similar way.   

Other factors may influence the use of one stain over another.  As stated, H&E is a 

standard stain and is therefore more widely available.  The ability of the trichrome stain to 

differentially color several tissue types in large color contrast may allow unpracticed researchers 

to better visualize specific reactions and identify specific structures.  Further research in inter- 

and intra- observer error and differences in abilities of those with different skill levels would 

prove to support or refute this new hypothesis. 

Prussian blue iron stain is typically used to identify remote hemorrhages which have 

undergone some healing processes.  It highlights a product of the phagocytosis of erythrocytes 

and subsequent decomposition of hemoglobin.  For the samples collected in this project, iron 

stain was neither useful for visualization of hemorrhage at time of autopsy nor after allowing 

time for decomposition.  According to Dettmeyer (2011) and Presnell et al. (1997), this stain is 

often used to determine age of an injury by highlighting remote hemorrhage.  Betz and 
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Eisenmenger (1996) reported the earliest positive findings in skin wounds were from a 3-day-old 

lesion.  Its usefulness to test for a remote hemorrhage in dry bone has yet to be tested and is an 

avenue for future research.   

Elastin stain highlights the elastin protein.  All four samples from fractures with hard 

callouses were positive for the presence of elastin at the bone surface in the periosteum and three 

out of four samples were positive for the presence of elastin within the callous.  With further 

research to corroborate these findings, the presence of elastin as visualized by elastin stain may 

prove to be useful in identifying the age of a hard callous. 

 The results of this analysis are important because they better define the uses of four stains 

in aging skeletal wounds.  H&E is the best stain for general analysis for someone practiced in 

histology due to cost and availability, while trichrome stain may be better for someone less 

experienced.  The Prussian blue iron stain wasn’t positive for any of the samples in this study, 

but is useful for determining the age of a partially healed injury.  The elastin stain highlighted 

areas of slides from healed fractures in the hard callous stage, which was unexpected.  Further 

research into this may prove useful to better determine age of hard callouses. 

 The first hypothesis was accepted, but additional research needs to be done to further 

define the uses of each stain.  Iron was not useful for the age of fractures tested, but has been 

shown in literature to be useful for wounds with at least three days of healing (Betz and 

Eisenmenger 1996).  Trichrome was equivalent to H&E in terms of structures seen, but could be 

useful for researchers less used to H&E stains.  Elastin showed positive reactions in callus-stage 

fractures, and should be further researched. 
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Hypothesis Two: Healing Factors 

The second hypothesis stated that healing processes occur in ordered stages and could 

therefore be used to age survival time of an individual after an injury using histological analysis.  

Despite a small sample size, the results are encouraging and support the established literature.  

Two variables were statistically significant between the survival time groups, further showing 

that there are identifiable stages in healing processes. 

The first variable with a significant difference between survival times of the decedent 

was the presence of hemorrhage.  Samples taken at time of autopsy from fractures caused near 

the time of death showed either minor acute hemorrhage or no hemorrhaging around the fracture 

site.  The specimen with a one-day survival time showed heavy hemorrhaging around the 

fracture at time of autopsy.  With additional samples, iron stain should help differentiate between 

survival times between one day and one month.  The two fractures in the hard callous phase 

showed no hemorrhaging.  This is an expected result, but one that is easily seen from histological 

analysis. 

The second significantly different variable was the presence of elastin.  Both hard callous 

fractures showed regions within the callous that were positive for elastin, and the periosteum was 

also strongly positive.  Fractures with less survival time exhibited little to no elastin around the 

fracture site, however the periosteum was sometimes lightly stained and therefore only slightly 

positive for elastin.  This is an interesting finding unexplained in the literature and warrants 

further research.   

 Statistical results were similar when using the modified binary and the original scale.  

This supports the idea that the use of a binary scale would mirror the results of the original scale.  
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A binary scale may increase ease of use and decrease inter- and intra-observer error.  Future 

research would be able to confirm or refute this new hypothesis. 

 

Hypothesis 3: Taphonomy and Decompositional Changes 

The third hypothesis tested whether trichrome, H&E, elastin, and iron stains could 

observe decomposition at a cellular level in in a progression of ordered stages.  At time of 

autopsy, each specimen was divided into multiple samples.  One sample was submitted for 

staining immediately, while the other samples were submitted in two week intervals.  This 

allowed the visualization of changes occurring from time of autopsy up to six weeks later.  A 

Kruskal-Wallis ANOVA was run to assess the significance between time points, and eleven 

variables were found to be significant out of the fourteen tested. 

Hemorrhaging was only visible in two samples after time of autopsy, confirming that 

hemorrhages degrade quickly.  Osteocyte nuclei degrade as time passes, however the process 

doesn’t seem to be completely regular; different samples degraded at different paces.  Osteocyte 

nuclei can also be visible for at least six weeks after death.  Nuclei of cells in the bone marrow 

are easily visible through four weeks after autopsy.  After six weeks post-autopsy, the number of 

nuclei visible dropped by approximately 50%.  The dehydration of the marrow extracellular 

matrix followed the same trend as the visibility of nuclei of cells in the marrow.  There was no 

dehydration at time of autopsy, slight to moderate dehydration at two and four weeks after 

autopsy, and then a large increase in dehydration at six weeks.  Bacterial and fungal colonies 

spread slowly into the samples.  No samples showed bacterial or fungal growth at the time of 

autopsy, small amounts of bacteria and fungi were visible after two weeks, small to large 

amounts were visible after four weeks, and large amounts in nearly all samples were present six 
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weeks after autopsy.  Several samples still showed no bacterial or fungal growth after four 

weeks, but all samples showed at least a small number of colonies after six weeks.  A summary 

of findings from these variables is shown in Table 5.16, and can be used as a basis for further 

research into the estimation of time since death and fracture age using skeletal histology. 

Once all of the variables were reclassified using binary scales, similar statistical results 

were found.  This further encourages the possibility of using a binary scale for ease and 

reproducibility.  A three cluster Hierarchical Cluster Analysis using binary variable scales 

appeared to best fit the data in terms of unique medians and ranges for all clusters.  Additional 

samples will increase confidence in this choice, and may be able to refine the results.  These 

findings are significant to the anthropological and forensic communities because a detailed 

histological analysis of the weeks immediately following death has yet to be published.  These 

findings, along with those in the literature, provide a foundation for future research that may lead 

to additional supporting evidence to narrow the perimortem window. 

 

Study Limitations and Future Work 

This project is a preliminary study into the use of multiple stains to help determine age of 

fractures and to explore histological evidence of taphonomic processes.  Despite a small sample 

size and limited availability of samples with varying amounts of healing, the results from the 

current study are encouraging because of the similarities found among nearly all samples in 

terms of fracture aging and taphonomy.  The sample size was restricted due to a limited amount 

of funding and the lack of available fractured samples with varying survival times.  The 

availability of samples is a common issue in this type of research, and can only be mediated by 
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extending time of collection.  A future study with a larger sample size including varying survival 

times will help to corroborate the conclusions presented here. 

The presented methods could be adapted to an applied forensic setting if reproducibility 

was shown and error rates were calculated so as to satisfy the Daubert criteria.  Further research 

into inter- and intra-observer error would show that the methodology created for this project is 

reproducible and useful for an applied forensic setting.  Studies of practitioners with varying 

histological experience would confirm the usefulness of trichrome as an alternative to H&E. 

The temperature and humidity were allowed to fluctuate within the storage room at the 

HCMEO where the taphonomic samples were stored.  For comparison of samples within this 

study, all samples were stored within an approximate two month period where day-to-day 

temperatures stayed fairly constant.  Comparison of the presented data with samples outside of 

this study becomes a larger issue due to the absence of exact temperature measurements in the 

storage room.  For future studies, the use of an automated temperature logger could resolve this 

issue by allowing researchers to monitor the temperature throughout the study period.  Including 

equipment to measure humidity and other environmental variables could allow the use of 

taphonomic equations such as Accumulated Degree Days to better describe and define time 

periods and decompositonal stages.  Submitting samples to additional environmental effects, 

such as additional temperature ranges, would also help better describe microscopic taphonomic 

stages. 

The current study used four stains common in histological analysis due to limitations 

caused by availability and cost.  The use of additional stains, including advanced staining 

procedures like immunostains, could aid in highlighting specific structures.  For example, the use 

of the immunostain Glycophorin A, which selectively stains a protein in the cell membrane of 
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red blood cells, may be able to identify acute hemorrhages even after the erythrocytes are no 

longer visible with H&E or trichrome stains.  Other possible stains include Phosphotungstic 

Acid-Hematoxylin Stain (PTAH), which stains fibrin and muscle blue and collagen pink or red, 

or the Lendrum Acid Picro-Mallory Method, which stains fibrin red, collagen blue, and 

erythrocytes orange. 

The coding methodology created for this project should be considered subjective, which 

is a common issue raised in histological studies.  A study on intra- and inter-observer error could 

support or refute this hypothesis.  An alternative methodology that would be less subjective 

could involve a larger reliance on histomorphometrics, as proposed by Stout and Crowder 

(2011).  The use of geographic information system (GIS), like ArcGIS, to analyze the spatial 

relationships of microscopic structures on the slide would further increase objectivity and 

repeatability.  GIS are computer systems used to create, store, analyze, and display 

geographically distributed data.  Traditionally these software packages are used to geo-reference 

spatial data by tying and mapping records to GPS coordinates and geographic locations.  This 

newly created data set can then be analyzed using numerous powerful spatial analysis tools 

embedded in the chosen software package.  Recently, it was proposed that GIS could be useful in 

histomorphometric analyses (Chang 2012; Rose et al. 2012). 

To use a GIS software package, data are imported into the software and stored in layers, 

which can be visualized together or separately in order to better observe trends in the data.  

Additional layers can be added, including data tables linked to spatial data, or can be created 

from combining or splitting existing layers.  This allows the researcher to save data sets for 

future analysis or to reanalyze existing data with additional parameters.  GIS is used for research 
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in a number of fields and disciplines due to the flexibility in data management and power in 

analysis tools (Chang 2012; Rose et al. 2012). 

The only study to apply GIS to skeletal microstructure is that of Rose et al. (2012).  Rose 

et al. used a GIS software package to identify and analyze microstructural patterns within bone 

in order to examine functional adaptation.  The authors use a cross section of the right first 

metatarsal to test two hypotheses about biomechanics, however the goal of the article was to 

prove that GIS could be used in histomorphometric spatial analysis.  Rose et al. took numerous 

digital images of the prepared slide and combined them using photo editing software.  Using 

ArcGIS, the authors marked points, and used parameters like osteon area and osteon proximity to 

analyze the image (Rose et al. 2012).  Using a modified version of the methodology presented 

here, a GIS software package could be used to analyze the slide of a fracture to provide more 

exact quantitative data. 

 

Recommendations of Best Practices for Forensic Anthropologists and Pathologists 

 The majority of results from this study are preliminary and exploratory, but several 

recommendations can be made based on the analysis for their application in casework and future 

research. 

1) When taking samples of fractures, use histology ink to delineate edges that were cut 

to aid in fracture identification during analysis. 

2) Use stains appropriate for potential time periods: 

a. H&E should be used as a basic stain for all histological analysis.  It is 

common in labs and can delineate most necessary structures. 
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b. Prussian blue (iron) stain should be used to determine if remote hemorrhage is 

present.  As per Betz and Eisenmenger (1996), the earliest healing time that 

can be seen is three days after injury.  It is currently unknown if this would be 

useful on partially decomposed remains. 

c. Trichrome stain can be used to supplement H&E staining and can be used for 

added contrast between microscopic structures. 

Histological analysis of skeletal fractures can aid forensic anthropologists and pathologists in 

determining the vitality and age of a wound, adding additional information about a decedents’ 

death.  Increased visibility and use in the field will enable additional research projects and 

expand the current knowledge base to levels consistent with the Daubert criteria, giving 

investigators an additional tool to help speak for the dead. 
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Figure A1. Box plots showing the distribution of scores of visibility of osteocyte nuclei within 

time cohorts.  H&E results are on the left, Trichrome results are on the right.   

  

 

 

 

 
Figure A2. Box plots showing the distribution of scores of visibility of nuclei of cells in the 

marrow within time cohorts.  H&E results are on the left, Trichrome results are on the right.   
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Figure A3. Box plots showing the distribution of scores of presence of bacteria and fungi within 

time cohorts.  H&E results are on the left, Trichrome results are on the right.   

 

 

 

 

 

 

 
Figure A4. Box plots showing the distribution of scores of marrow dehydration within time 

cohorts.  H&E results are on the left, Trichrome results are on the right. 
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Figure A5. Dendrogram showing the Hierarchical Cluster Analysis results using original 

variables.  The far left column shows the time since autopsy in weeks. 
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Figure A6. Dendrogram showing the Hierarchical Cluster Analysis results using binary 

variables.  The far left column shows the time since autopsy in weeks. 
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Table A1. Frequency of samples by time since autopsy in clusters from Hierarchical 

Cluster Analysis using original variables. 

Cluster 

Groups 
Cluster 

Frequency of Samples  by Time Since Autopsy Median 

(Weeks) 0 Weeks 2 Weeks 4 Weeks 6 Weeks 

2 
1 15 14 12 - 2 

2 - - 4 4 5 

3 

1 15 5 3 - 0 

2 - 9 9 - 3 

3 - - 4 4 5 

4 

1 15 - - - 0 

2 - 9 9 - 3 

3 - 5 3 - 2 

4 - - 4 4 5 

5 

1 15 - - - 0 

2 - 9 9 - 3 

3 - 5 3 - 2 

4 - - 2 2 5 

5 - - 2 2 5 

 

 

Table A2. Frequency of samples by time since autopsy in clusters from Hierarchical 

Cluster Analysis using binary variables. 

Cluster 

Groups 
Cluster 

Frequency of Samples  by Time Since Autopsy Median 

(Weeks) 0 Weeks 2 Weeks 4 Weeks 6 Weeks 

2 
1 15 - - - 0 

2 - 14 16 4 4 

3 

1 15 - - - 0 

2 - 14 12 - 2 

3 - - 4 4 5 

4 

1 15 - - - 0 

2 - 10 9 - 2 

3 - 4 3 - 2 

4 - - 4 4 5 

5 

1 15 - - - 0 

2 - 4 3 - 2 

3 - 3 2 - 2 

4 - 7 7 - 3 

5 - - 4 4 5 
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Table A3. Frequency of samples by time since autopsy in clusters from K-Means Cluster 

Analysis using original variables. 

Cluster 

Groups 
Cluster 

Frequency of Samples  by Time Since Autopsy Median 

(Weeks) 0 Weeks 2 Weeks 4 Weeks 6 Weeks 

2 
1 15 14 12 - 2 

2 - - 4 4 5 

3 

1 14 5 2 - 0 

2 1 9 10 - 3 

3 - - 4 4 5 

4 

1 14 5 2 - 0 

2 1 9 10 - 3 

3 - - 2 2 5 

4 - - 2 2 5 

5 

1 14 4 1 - 0 

2 1 3 1 - 2 

3 - 7 10 - 4 

4 - - 2 2 5 

5 - - 2 2 5 

 

 

Table A4. Frequency of samples by time since autopsy in clusters from K-Means Cluster 

Analysis using binary variables. 

Cluster 

Groups 
Cluster 

Frequency of Samples  by Time Since Autopsy Median 

(Weeks) 0 Weeks 2 Weeks 4 Weeks 6 Weeks 

2 
1 15 2 1 - 0 

2 - 12 15 4 4 

3 

1 15 - - - 0 

2 - 8 5 1 2 

3 - 6 11 3 4 

4 

1 12 - - - 0 

2 3 - - - 0 

3 - 14 12 1 2 

4 - - 4 3 4 

5 

1 12 - - - 0 

2 3 - - - 0 

3 - 7 10 - 4 

4 - 1 2 3 5 

5 - 6 4 1 2 
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