
Figure 51.: The reconstruction of the stack of two cups. Ground truth is shown as a wire frame.

Figure 52.: The reconstruction of the yarn ball. Ground truth is shown as a wire frame.

for φ. The yarn ball was the largest of all objects tested at 150mm in length and 100mm in diameter.

And though such an object is likely too large to be grasped by most domestic sized manipulators,

the accuracy is sufficient to plan the maneuver provided the manipulator has sufficient capacity. It

is noted that the size parameters a1, a2, a3 can be directly used as a criteria to determine if an object

is within capability limits of the manipulator.

6.4.4 Cardinal Statue

The figurine of the cardinal was included to test how the algorithm performs when provided with

data that does not fit well with the reconstruction model and assumptions. This test case is shown

in Figure 53. Since it would be difficult to model the ground truth as a wire frame, the results of

the surface approximation phase of the algorithm are used instead. From the figure, it is clear that

there would be no way to infer from the box shape which is the final reconstruction that the original

object was a bird. However, it is interesting to note that the reconstruction is very close to what a
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Figure 53.: The reconstruction of the cardinal statue. (a) Side view. (b) Top view. (c) Rear view.

The points are the results of the surface approximation phase. The opaque surface is the fitted

superquadric. A perspective projection shadow is clearly evident in the bottom right corner of the

point cloud in (c).

human would likely provide if asked to select a bounding box that best describes the object. That

is, the reconstructed shape does an excellent job of capturing the bulk form of the statue despite the

fact that the data is ill formed with respect to the modeling assumptions. It is not a stretch of the

imagination to think that a grasp could be accurately planned for this object using the reconstructed

shape.

This example shows that, even when the object does not take a form that can be accurately mod-

eled by a single superquadric, the algorithm still generates useful results.

6.5 Limitations

This section details the main limitations encountered during the implementation and testing of

the algorithm on the robotic hardware.

The simulation environment developed in this work demonstrated excellent reconstructions when

three orthogonal views of the object were available with the object centered in each view. In actual

implementation, it was found that it is difficult for the robot to reach three mutually orthogonal

positions without exceeding its joint limits or reaching singular positions, thus the positions reached

were only approximately orthogonal and they were not, in general, centered on the object.

There is however, no hard requirement from the algorithm that the object be centered in the frame.

Indeed, it is designed to function provided only that the object is completely visible in the frame,

wherever that may be. However, when the object is located at an oblique location from the camera,
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Table 2: Experimental Results

Shape Battery Box Cup Stack Yarn Ball Cardinal Statue

Truth Reco Truth Reco Truth Reco Truth Reco

a1 30 32.9 34 41.0 50 57.1 251 24.0

a2 15 16.9 34 37.8 50 51.5 251 18.4

a3 52.5 51.6 60 61.2 75 74.4 301 29.5

ε1 0.1 0.2 0.1 0.3 0.7 0.6 * 0.1

ε2 0.1 0.2 1.0 1.4 1.0 1.1 * 0.4

φ 0.0 3.12 0.0 -0.3 -0.17 3.07 * -9.35

θ 1.57 1.56 0.0 3.10 1.53 1.52 * -0.82

ψ 0.0 0.10 0.0 -2.60 0.0 0.86 * 6.01

px 880 878.4 898 893.8 898 893.9 898 892.0

py -924 -924.6 -915 -917.5 -915 -912.7 -915 -908.9

pz 865 864.9 892 894.8 855 854.1 862 867.3

vf 1.18 1.13 1.14 *

1Approximation based on the bounding box

that would encompass the bulk of mass.

∗The value has no meaning in the context of this shape.
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large perspective projection shadows are introduced, and this tends to stretch the reconstructed shape

in the direction of the shadow. This error can be handled in one of two ways. First, if the centroid

of the silhouette is determined to be too far from the image center, the robot can be repositioned and

a new image captured. Second, the direction and amount of skew can be determined by analysis of

the set of points and the effect compensated for by placing constraints on the appropriate variables

before executing the minimization routine.

Image segmentation is widely regarded as one of the more difficult problems in computer vision.

Up to this point, we have developed our system without regard to the process of segmenting the

object of interest from the background. i.e. we have assumed a perfect silhouette to be available.

In a simulated environment, perfect segmentation is trivial to achieve, as full control over the envi-

ronment is available. The situation become exceedingly dire, however, in a real environment with

an unstructured background, fluorescent lighting, and other confounding effects. Our testing envi-

ronment consisted solely of red objects with very little to no reflectance. This drastically simplified

the task of segmentation, though the results were still not perfect, and the thresholds had to be man-

ually tuned for various lighting conditions or variations in color shade. These simplifications and

manual threshold tuning are obviously unacceptable in the context of achieving our original goal of

requiring no prior information about the object.
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Chapter 7

Conclusion and Future Work

This work has developed an algorithm capable of recovering the three dimension geometry of a

novel object using only three camera views. It was shown that by capturing the three images of

the novel object taken from disparate locations, the algorithm is able to calculate a parametrized

model of that object with sufficient accuracy to allow for the planning of robotic grasping and ma-

nipulation maneuvers. In contrast to other efforts in the literature, the proposed algorithm requires

fewer images, significantly less computation time, and yields an overall higher reconstruction ac-

curacy. Furthermore, the parameters of the reconstructed model can be directly used for grasp and

manipulation planning. No further analysis of the shape or time consuming statistical methods are

necessary.

The algorithm was implemented in both simulation and hardware. In both environments, the

algorithm yielding exceedingly accurate reconstructions. Despite additional sources of error and

uncertainty in the hardware environment, the accuracy of the algorithm decreased only marginally.

Furthermore, when presented with data that were unable to be modeled accurately according the

modeling paradigm, the algorithm still generated useful and logical results. With respect to the

results presented here, the algorithm has met the objectives of Section 1.2 and it is believed that there

is merit to further investigation and research into this proposed method of novel object recognition.

7.1 Future Work

Future plans include integrating a grasping algorithm based on the reconstructed superquadric pa-

rameters and testing the accuracy of the grasp on a variety of household objects; specifically those

involved with ADLs. The algorithm will also be tested to observe the behavior when the viewing

locations become less and less disparate. It is planned to investigate what can be done to increase

the accuracy to an acceptable level when such a condition arises, such as incorporating the appear-
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ance data that is discarded by using only silhouettes. That is, an attempt will be made to incorporate

structure that can be inferred from the raster images with the structure of the superquadric to im-

prove the accuracy and overall robustness of the reconstruction. It is also planned to investigate

incorporating other sensory information to augment the abilities of the optical reconstruction by

providing depth information that cannot be recovered due to projection shadows. Work in this area

has already begun with the use of a single point laser range finder. We also plan to investigate robust

regression techniques that will fit multiple superquadrics to the point cloud, thereby allowing us to

reconstruct complex objects as a sequence of superquadrics. Finally, since our algorithm depends

on high quality silhouettes in order to achieve accurate results, having facilities for robust segmen-

tation is a high priority. We will investigate the adoption of segmentation algorithms that can, to a

large extent, automatically adapt to various lighting conditions and object façades.
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