






kink energy between them. Let us consider a circuit with N cells, denoted by X1� � � � �XN,

with the first r of them representing the input cells. Let the polarization of the i-th cell be

denoted by xi � ��1�1�. For each switching of the input cells, we compute the power by

keeping track of the before and after polarization of the cells. Let xi�k be the polarization of

the i-th cell for the k-th possible input combination. We can compute this polarization using

any of the simulation methods that are available for QCA circuits [42]. In our experiments

we use the Bayesian Network modeling technique in [25] to probabilistically determine the

polarizations in an efficient manner. Since in this work, we are interested in a hard upper

bound on the total power dissipated in a circuit, hence we actually round off the computed

polarization of each cell to the nearest pure value, i.e. -1 or 1 value.

To compute the power dissipated at each cell, we need to compute the effective kink

energy of rest of the cells, Si� and Si� as the input switches from k-th combination to the

m-th combination. This is easily computed as

Si� � ∑
j�Ne�Xi�

Ek f jx j�k and Si� � ∑
j�Ne�Xi�

Ek f jx j�m (4.21)

where the sum can be restricted to a local neighborhood of the cell since the distance

related term, f j, falls off as 5-th power of the distance from the cell. Using these values,

and knowledge of the low and the high clock energies, γL and γH , we can compute the

leakage �Pleak
i�k�m� and the switching �Pswitch

i�k�m� power (energy per clock cycle) bounds at each

cell (Eq. 4.20). Given these estimates we can compute different design related parameters

as outlined below. Note that the quantities we compute are actually bounds of the respective

quantities; we do not emphasize the bound aspect to reduce notational clutter.

64



� Total Dissipated Power: for transition from the k-th input state to the m-th input state

is given by

Ptot
k�m �

N

∑
i��r�1�

Pleak
i�k�m�Pswitch

i�k�m (4.22)

� Average Power (over all input transitions): is given by

Pavg �
1
2r ∑

k�m

Ptot
k�m (4.23)

� Maximum Power (over all input transitions): is given by

Pmax � max
k�m

Ptot
k�m (4.24)

� Hot Spots: Power is not uniformly dissipated at each cell. It is important from a

thermal error analysis point of view to identify the cells in a design where the power

dissipation is high. Once we compute the average power dissipation at each cell over

all input transitions, we can identify the hot-spot as the cells with k maximum power

dissipation.

argk-max	
1
2r ∑

k�m

Pi�k�m�i � r�1�N
 (4.25)

4.5 Results

We first present empirical validation of the power bounds by computing exact power

of one QCA cell under different clocking conditions and show that the bound holds. We

follow this by showing examples of how this bound estimate can be used for QCA design

automation. The size of QCA cells used in this study is 20nm x 20nm with a grid spacing of

20nm.We compute power dissipation bounds for some basic QCA logic elements such as

the majority gate, inverter, AND gate, OR gate, crossbar and clocked majority gate. Since
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Figure 4.3. Variation of (a) switching power and (b) leakage power dissipated in a single cell
with different amount of clock smoothing for different clock energy γ levels. Adiabaticity
of the switching process is controlled by smoothness of the clock transition. The horizontal
line plots the upper bounds for each case as computed using the derived expressions.

power is dependent on the inputs, we show the maximum, minimum and average power

dissipated in each of these circuits over all possible input transitions. Further, we make

use of the power model to estimate power dissipated in two different designs of single bit

adders and the thermal layout for both designs. Finally, we demonstrate the model for some

large circuits – the 4x1 multiplexer and a single bit ALU design [131]. The ALU design

consists of seven inputs and two outputs. The single bit ALU can be used to perform logical

operations such a AND, OR and inversion. It can also perform mathematical operations

such as addition and subtraction between two single bit numbers.

4.5.1 Energy Dissipation per Clock Cycle in a Single QCA Cell

The power dissipated at each cell is a function of the rate of change of the clock and the

clock energy. We estimated the actual power dissipated using quantum model for various

values of these parameter and compared them with the power bounds. Fig. 4.3.(a) and (b)

shows the variation of switching and leakage power dissipation with varying amount clock
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different clock transitions. (a) 0�0 (b) 0�1 (c) 1�0 and (d) 1�1. Note that the plots for
cases (a) and (d) overlap completely and so does the plots for cases (b) and (c).

smoothing and for different values of clock energy. The power bounds, which are functions

of the clock energy(γ), are shown as horizontal lines. Adiabaticity of the system is directly

proportional to the amount of clock smoothing. Higher clock smoothing implies more

adiabaticity. We see that bounds do indeed hold and are reached when the clock smoothing

is zero, i.e. abrupt clock changes, representing the fully non-adiabatic case.

Fig. 4.4. shows how the dissipated energy bound is different for different state transi-

tions (a) 0�0 (b) 0�1 (c) 1�0 and (d) 1�1, as the clock energy supplied to the cell is

increased from 0�05Ek to 2Ek. Note that energy is dissipated even if the state of a cell does

not change, i.e. for cases (a) and (d). This is because the high clock state only partially

depolarizes a cell and there is change in this partial polarization with input change. As the

high clock energy is increased, the cell gets depolarized to a greater extent and the contri-

bution to overall dissipation due to switching states is less. However, as we see in Fig. 4.4.,

the total dissipated energy also increases; this is due to the contribution of dissipative event

associated with clock transitions, i.e. “leakage power.” So, even though high clock energy

is desirable to depolarize the cell and ensure when the clock energy supplied to the cell is
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increased from 0�05Ek to 2Ek for correct operation, it has to be limited from power con-

siderations. Hence there is a trade-off between power and error when choosing the clock

energy.

4.5.2 Energy Dissipation per Clock Cycle in Basic QCA Circuits

We consider arrangements of QCA cells implementing crucial QCA circuit elements.

In Table 4.2. for each circuit, we visualize the energy dissipated at each cell, averaged over

different input transitions. We use grayscale shading to visualize the dissipation at each

cell – darker the cell, more the dissipation. We will refer to this kind of visualization as the

thermal layout. Note that the dissipation scale for each circuit is different. We can clearly

see that not all the cells of the circuits dissipate same amount of energy.

In addition to the energy dissipation, averaged over all input combinations, we also

show the maximum dissipation over all input conditions and the minimum dissipation over

all input conditions. The minimum energy dissipation case is when the input cells do

not switch. These three quantities convey some idea about the overall variability of the

dissipation with input. We have tabulated these results for three values of Ek.

The number of cells in the table refer to the number of cells that participate in energy

dissipation. We do not include input cells in calculating the total energy dissipation. We

can see, that in case of a clocked majority gate shown in Table 4.2.(a) even though the total

energy dissipated is much higher than that of an inverter shown in Table 4.2.(b), weak spots

in the inverter design dissipate higher amount of energy than in a majority logic. This is

evident from the scale associated with the color code. Hence the inverter design is more

susceptible to thermal breakdown.

We can also see that even though the energy dissipated for the circuits listed in Table 4.2.

greatly depends on the number of cells for each design, still the average (over all input
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Table 4.2. Thermal layout visualizing the energy dissipated at each cell averaged over dif-
ferent input transitions for some basic QCA logic elements. Darker the color, more the
dissipation.

(a) Clocked Majority (b) Inverter (c) Crossbar
No. of Cells 16 9 10

Thermal
Layout at
γ�EK=0.5
(Energy
Dissipation
scale is in
terms of
10�3 eV)
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γ�EK 0.5 1.0 1.5 0.5 1.0 1.5 0.5 1.0 1.5

Avg
Ediss(meV)

32.91 39.10 47.48 17.41 21.26 26.16 17.58 26.01 35.70

Max
Ediss(meV)

71.99 73.84 77.76 31.76 33.54 36.58 28.52 33.67 41.36

Min
Ediss(meV)

4.27 13.86 25.49 3.06 8.97 15.75 6.97 18.37 29.98

(d) Simple Majority (e) AND Gate (f) OR Gate
No. of Cells 3 4 4

Thermal
Layout at
γ�EK=0.5
(Energy
Dissipation
scale is in
terms of
10�3 eV)
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γ�EK 0.5 1.0 1.5 0.5 1.0 1.5 0.5 1.0 1.5

Avg
Ediss(meV)

5.99 7.19 8.78 6.20 8.09 10.46 6.20 8.09 10.46

Max
Ediss(meV)

14.71 15.03 15.70 18.72 18.61 19.21 18.72 18.61 19.21

Min
Ediss(meV)

0.75 2.46 4.57 0.99 3.30 6.16 0.99 3.30 6.16

69



Average Energy Dissipation per cell at Clock_High = 0.5 Ek

0

0.0005

0.001

0.0015

0.002

0.0025

ALU

MUX 4x
1

Adder 
1

Adder 
2

Clock
ed

 M
aj

Cro
ss

bar

Inve
rte

r

Majo
rit

y OR
AND

En
er

gy
 D

is
si

pa
te

d 
(e

V 
/ c

el
l)

Average Energy
Dissipation / cell

Figure 4.5. Energy dissipation bounds per cell for different QCA logic elements, averaged
over different input combinations. The number of cells for each circuit refers to the number
of cells that dissipate energy during a switching event. The graph shown here is for γ�EK

= 0.5. Note that the color mapping scale for each circuit is different.

combinations) energy dissipation per cell for clocked majority gate, inverter, crossbar and

simple majority gate does not vary greatly as can be seen from the graph shown in Fig 4.5.

4.5.3 Energy Dissipation per Clock Cycle in QCA Adder Circuits

Table 4.3. shows the comparative study of energy dissipated in two different QCA

adders designs. As we can see from the table, Adder-1 has much higher energy dissipation,

as it has 359 energy dissipating QCA cells present in its layout as compared to Adder-2

design that has only 165 such cells. We can see from the table that thermal energy layout

for each design shows that the highest average energy dissipation for any particular cell in

both designs is almost the same, even though the Adder-2 design has comparatively larger

number of such ’high energy dissipation’ dissipating cells present in its layout. We can also

see from the graph in Fig. 4.5. that even though the total energy dissipation for both designs

may vary greatly, still the average (over all input) power dissipation per cell is almost the
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Table 4.3. Thermal layout visualizing the energy dissipation at each cell, averaged over all
possible input combinations for two QCA adder designs.

(a) Adder 1 (b) Adder 2
No. of Cells 359 165

Thermal
Layout at
γ�EK=0.5
(Energy
Dissipation
scale is in
terms of
10�3 eV)

0
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4
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4

γ�EK 0.5 1.0 1.5 0.5 1.0 1.5

Avg Ediss

(meV)
857.74 1110.45 1421.66 379.56 499.44 645.18

Max Ediss

(meV)
1524.42 1655.32 1868.33 671.80 736.98 840.29

Min Ediss

(meV)
203.82 576.53 984.33 97.42 271.06 458.34
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same for both designs. For both designs, the maximum energy dissipation occurred when

the input combinations switched from 000�111.

This result seem to be interesting because it has been already shown in [27] that Adder-2

design is more prone to error than Adder-1 design. Whereas, we can see that when it comes

to power, Adder-2 is more energy efficient even though it has more hot-spots present in its

layout.

4.5.4 Energy Dissipation per Clock Cycle in Large QCA Circuits

In order to demonstrate that this work is applicable to even larger designs, we also

present the results for a 4x1 multiplexer and a single bit ALU designs. The ALU design

consists of over 800 QCA cells. Fig. 4.6. shows the thermal layout for average power

dissipated at each cell in a 4x1 multiplexer design and Fig. 4.7. shows the thermal layout

for a single bit adder design. We can clearly see the thermal hot-spots in both designs.

These hot spots dissipate large power, averaged over all input combinations, and in order to

make the designs less susceptible to thermal breakdowns, designers can target these weak

spots in the design for further reinforcements. The fabrication scientists can also use these

results to select different types of devices.

In order to evaluate the multiplexer and ALU design we ran a simulation to model all

possible input vector combinations and determine the average power dissipation over all

possible input vector set transitions. In case of 4x1 multiplexer there were 6 inputs and

hence we have a vector set comprising of 64 input vectors. In case of ALU since there are

seven inputs, hence we have 128 possible input combinations. Table 4.4. shows the average

(over all input combinations), maximum (over all input combinations), and minimum (over

all input combinations) power dissipation bounds for these designs at γ � 0�5EK, γ � 1�0EK

and γ � 1�5EK. Since the ALU design has much larger number of cells as compared to the

multiplexer design, it obviously dissipates more energy compared to the multiplexer. It can
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Figure 4.6. Thermal Layout for average energy dissipated in each cell of a 4x1 MUX circuit.
The dark spots are the ones that dissipate larger amount of energy on an average. The layout
was obtained by simulating over all possible input switching combinations from 000000�
111111 for γ�EK = 0.5. The energy dissipation scale for each cell is in terms of 10�3 eV.
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Figure 4.7. Thermal Layout for average energy dissipated in each cell of a single bit ALU
circuit. The dark spots are the ones that dissipate larger amount of energy on an average.
The layout was obtained by simulating over all possible input switching combinations from
0000000 � 1111111 for γ�EK = 0.5. The energy dissipation scale for each cell is in terms
of 10�3 eV.
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Table 4.4. Statistics of the energy dissipation per cell for a 4x1 MUX and a single bit ALU
over all possible input combinations and for different possible clock energies. We show the
average, maximum, and minimum energy per cell over all input combinations.

(a) Single Bit ALU (b) 4x1 MUX
No. of Cells 801 270
γ�EK 0.5 1.0 1.5 0.5 1.0 1.5

Avg Ediss

(meV)
1781.97 2370.33 3083.37 668.67 850.92 1080.00

Max Ediss

(meV)
3192.91 3525.86 4030.15 1174.97 1274.37 1432.77

Min Ediss

(meV)
456.62 1279.19 2185.83 136.69 404.03 707.49

be seen that the per cell energy dissipation still remains more or less the same for both

designs (in Fig. 4.5.). We also see from the thermal layout of the two designs that some

of the cells in multiplexer dissipate much higher energy on an average than any cell in the

ALU design.

Apart from calculating the thermal layout for the average energy dissipation in an ALU

design, we also studied the thermal energy layout in case of maximum and minimum en-

ergy, over all input transitions. In Fig 4.8.(a) and (b) we show the thermal layout of ALU

circuit for the maximum and minimum energy dissipation cases, respectively. The dark

spots are the ones that dissipate larger amount of energy. The layout was obtained by

simulating worst case and best case input switching vectors at γ�EK = 0.5. The energy

dissipation scale in Fig 4.8.(b) is much smaller than that in Fig 4.8.(a) since energy is

dissipated only due to leakage component and hence is much less than Fig 4.8.(a) where

switching energy plays a dominant role in total energy dissipation of a cell. It can be clearly

seen from the layouts that the energy dissipated in almost all cells of Fig. 4.8.(a) is more

than that of cell dissipating highest energy in Fig 4.8.(b) On an average each cell in Fig

4.8.(a) dissipates a magnitude higher energy than that in case of Fig 4.8.(b) The reason be-

hind this is that in case of minimum power dissipation, none of the input cells switch state.

And the total energy dissipated at each cell in this case is only the leakage energy (which
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tion of leakage and switching components of energy dissipated for various values of γ�EK

(b) Shows the variation in maximum and minimum energy dissipated for various values of
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is quite low compared to the switching component of energy). However, this conclusion is

not valid for higher clock energies.

In Fig. 4.9.(a) we plot the variation of the dissipation (averaged over all input transi-

tions) with clock energy. We see that switching component of energy reduces when we

increase the clock energy, but the leakage component increases much more significantly,

resulting in overall increase in power dissipation. At γ � 0�9EK, the leakage component of

energy and switching component contribute equally to the total energy dissipation of the

circuit. Beyond this value of γ, the leakage component of energy dissipation contributes

more than the switching component towards total energy dissipation. This result will be of

great use to designers or even circuit fabricators to choose the most optimum clock energy

to be supplied to a QCA circuit. Fig 4.9.(b) shows the variation of maximum and minimum

energy dissipation in a QCA ALU design with respect to the clock energy. We can see that

while it is desirable to have higher clock energy in order to reduce errors in QCA opera-

tion, it can be seen clearly from the results that if the clock energy is raised significantly,

the energy dissipation is high.
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CHAPTER 5

HIERARCHICAL DESIGN IN QCA USING PROBABILISTIC
MACROMODELING

5.1 Introduction

Time is ripe to look beyond just device level research in emerging devices such as

QCA and explore circuit level issues so as to scope out the types of circuits that can be

built [133, 86, 134, 87, 110, 111]. However, QCA modeling tools available for such de-

signs have been at the layout level. There are several approximate simulators available

at the layout level, such as the bistable simulation engine and the nonlinear approxima-

tion methods [135, 136, 42]. These methods are iterative and do not produce steady state

polarization estimates. In other words, they estimate just state assignments and not the

probabilities of being in these states. The coherence vector based method [126, 42] does

explicitly estimate the polarizations, but it is appropriate when one needs full temporal

dynamics simulation (Bloch equation), and hence is extremely slow; for a full adder de-

sign with about 150 cells it takes about 500 seconds for 8 input vectors. Perhaps, the only

approach that can estimate polarization for QCA cells, without full quantum-mechanical

simulation is the thermodynamic model proposed in [121], but it is based on semi-classical

Ising approximation. In [24, 137, 25], it was shown that layout-level QCA cell probabilities

can be modeled using Bayesian probabilistic networks.

To advance design with QCA, it is necessary to look beyond the layout level. Hier-

archical design at multiple levels of abstraction, such as architectural, circuit, layout, and

device levels, has been a successful paradigm for the design of complex CMOS circuits. It
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is only natural to seek to build a similar design structure for emerging technology. Hen-

derson et al. [26] proposed an hierarchical CMOS-like top-down approach for QCA blocks

that are analyzed with respect to the output logic states; this is somewhat similar to func-

tional logic verification performed in CMOS. We also advocate building an hierarchical

design methodology for QCA circuits. However, such an hierarchy should be built based

on not just the functionality of the circuit, but it should also allow the abstraction of im-

portant nano-device parameters. It is not sufficient just to abstract a QCA circuit in terms

of 0-1 boolean logic based majority gates and other logic components, we have to also

represent the probabilistic nature of the operations. Thus, for each logic variable X , we

have to assign the probabilities associated with the logic values, i.e. P�X � 1� or P�X � 0�.

In the parlance of QCA, the specific design variable is the “polarization” of cell, which is

P�X � 1��P�X � 0�. These probabilities (or polarizations), which are governed by quan-

tum mechanics, are dependent on temperature, which is an important design variable for

QCAs that needs to be represented at upper design levels. Another need for probabilistic

representations arise due to the nature of the QCA operations. QCA circuits are designed

so that the intended logic is mapped to the lowest-energy (ground state) of the cell ar-

rangement. So, it is important that the circuit be kept near ground state during operations,

using mechanisms such as four-phased adiabatic clocking. Logical errors in QCA circuits

can arise due to the failure to the settle to the ground state. It is important to compute

the difference between the probability of lowest-energy state configuration that results in

correct output and the lowest-energy state configuration that results in erroneous output.

It would indeed be useful to be able to compute these erroneous configurations at higher

levels of design. Building a device-level characterization sensitive macromodel will facili-

tate answering the following kinds of questions at higher design levels of abstraction itself.

What is expected polarization of the outputs? How does it change with temperature? How

sensitive is the design with respect to operational errors?
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In this chapter [27, 28], we formulate a probabilistic framework for higher level of ab-

straction of QCA circuits that would enable one to characterize designs with respect to

thermal profiles and errors, the two most important design issues in nano-circuit design.

Standard QCA circuit elements such as majority logic, lines, wire-taps, cross-overs, invert-

ers, and corners are represented using conditional probability distributions defined over the

output states given the input states. The probabilistic macromodels allow us to model QCA

circuits at an abstract level above the current practice of layout level; we term this higher

level as the “circuit” level. The full circuit level model is constructed by chaining together

the individual logic element macromodels. This circuit represented using the graphical

probabilistic models known as Bayesian networks, where the nodes of the graphs are the

individual macromodels and the links represent the connection between them. The nodes

are quantified by the macromodel conditional probabilities. The complete network repre-

sents a joint probability distribution over the whole circuit. Since conditional distribution

over the inputs and outputs are obtained based on quantum mechanical probabilistic char-

acterization, the circuit level model is also faithful to the underlying quantum-mechanical

phenomena.

Computations using the macromodel translates to different kinds of probabilistic infer-

ence problems. For instance, computation of ground state polarization is done using the

average likelihood propagation on the built Bayesian network macromodel. Similarly, the

most-likely configuration of the internal nodes corresponding to first-excited, also called

near-ground state or the most likely error state at the outputs, can be isolated at the macro-

model circuit level itself using maximum likelihood propagation on the same Bayesian

network macromodel. We demonstrate and validate our model using commonly studied

QCA circuits and elements, whose behaviors are pretty well understood by others. First,

we show that the ground state polarization probabilities of the output nodes as well as the

intermediate nodes in the macromodel of the QCA logic circuit closely match with those
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obtained from a full layout level implementation [24] at different temperatures. We show

examples of characterization of thermal behavior of a QCA logic circuit that can be carried

out. Second, we demonstrate that both the ground and the next excited (error) state config-

uration of the macromodel exactly match the corresponding configurations of the detailed

layout cells. The mismatch between the ground and the next excited error state configura-

tion can be used to identify weak spots in circuit design. Using the macromodel, this can

now be done at an higher level of abstraction. Isolation of error-prone components would

be useful in applying redundancy selectively to the necessary components rather than to the

whole circuit. Third, we use the circuit level implementation to vet between alternate de-

sign choices. We show examples of this design space exploration process with the example

of two adders. We find that one adder design, Adder-1, in spite of its larger area, is better in

terms of polarization which is an extremely important measure for the QCA circuits. Also,

we see that for Adder-1, number of error-prone components is less than a second adder

design, Adder-2, and hence the needed redundancy measures would be less for Adder-1.

The organization of this chapter is as follows. In Section 5.2, we begin by explaining

the hierarchical modeling scheme used in this work. Then we proceed in subsection 5.2.1

to summarize the quantum-mechanical nature of the probabilities associated with the QCA

cells. In Section 5.2( 5.2.2), we show how an arrangement of QCA cells can be mod-

eled by a joint probability function, represented as a Bayesian network. Further down in

Section 5.2( 5.2.3) we present the theory behind the macromodels. We demonstrate how

using these macromodels we can (i) model full circuits Section 5.2( 5.2.4), (ii) explore de-

sign space exploration in QCA circuit layouts (Section 5.4( 5.4.3)), and (iii) conduct error

studies (Section 5.3). We comment on the computational advantage of the circuit level

representation over the layout level one in Section 5.4 and we conclude with Section 7.
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5.2 Modeling Theory

In this section, we explain the hierarchical modeling scheme. We focus on two levels:

the layout level and the circuit level, where groups of QCA cells, corresponding to a basic

logic element, are represented as one macroblock. For both these levels, we will use the

graphical probabilistic model called Bayesian Networks to represent the underlying joint

probability of the entire set of nodes. Note that probabilistic representation is essential to

capture the inherently uncertain nature of the computing with QCAs.

Bayesian Networks[122] are efficient representations of the joint probability distribu-

tion over a set of random variables using a Directed Acyclic Graph (DAG). Each random

variable of interest is represented as a node and links between the nodes denote direct de-

pendencies (cause-effect interactions) between the random variables. For our problem, the

random variables are the states of the QCA cells at the layout level or the I/O states of the

macromodels. The links are guided by the interaction neighborhood of the cells and the

logical flow of information from inputs to the outputs. For QCA circuits these cause-effect

directions would be determined by direction of propagation of quantum-mechanical infor-

mation propagation with change in input. Clocks determine the causal order between cells.

Within each clock zone, ordering is determined by the direction of propagation of the wave

function [36]. Since the Coulombic interaction between cells fall off faster than the fifth

power of the distance between them, we need to consider links between cells that are within

a small neighborhood of each other, typically 2 cell distance.

In Fig 5.1.(a), we show the QCA layout of a NAND gate. Fig 5.1.(b) shows the layout

level Bayesian representation. Note that we have 18 random variables representing the

state of 18 QCA cells. Fig 5.1.(c) shows the circuit level abstraction of a NAND gate. The

Bayesian representation of circuit level abstraction as shown in Fig. 5.1.(d) has fewer cells.

Note that each node at the circuit level is the collection of cells from the layout level.
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Figure 5.1. A NAND logic gate (a) QCA layout (b) Bayesian model of QCA layout (c)
Macromodel block diagram (d) Bayesian network of macromodel block diagram.

In this work, we will use X to represent the random variable denoting the states of

a QCA cell at the layout level (Fig. 5.1.(b)). The input cell states will be denoted by

X1� � � � �Xr, the non-input QCA cells will be Xr�1� � � �XN and Xs will denote one of the output

cell where r � 1 � s � N. Similarly for the circuit level, we will use Y to represent the

random variable denoting the line states. The Y1� � � � �Yr are set of input cells, Yr�1� � � �YM

are the non-input QCA cells and Ys denotes one of the output cell where r�1� s� M.

The nodes of the Bayesian network are quantified by the conditional probabilities. At

the layout level, we need to specify the conditional probability of the state of a cell given

the states of parent neighbors, i.e. P�x�pa�X�� where Pa�X� are the direct causes of the

random variable X or the parents of the node X in the directed graph representation. We

use lowercase to indicate value of a random variable. i.e. P�x� denotes the probability of

the event X � x or P�X � x). We estimate this using the quantum mechanical modeling

of QCA cells. At the circuit level, we need to specify the conditional probability of the

output states of a macromodel given the states of the inputs, P�y�Pa�Y ��. These conditional

probabilities are estimated from the conditional probabilities for in the layout level model

of the QCA cells comprising the macromodel, at different temperatures.
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In general, a Bayesian network encodes the joint probability function as a set of factored

conditional probabilities, of minimal representational complexity. Proof of minimality can

be found in standard Bayesian network texts such as [122].

P�x1� � � � �xn� �
m

∏
k�1

P�xk�pa�xk�� (5.1)

In the conditional probability term P�x�pa�X��, pa�X� represents the values taken on

by the parent set, Pa�X�.

Inference or computation with Bayesian networks exploits the sparsely connected graph

structure. The most common schemes involve passing messages among the nodes. As we

shall see, for we will need to conduct both average case and maximum likelihood infer-

ences. For both the average and maximum likelihood propagation, we adopt the cluster

based exact inference scheme. We refer the reader to [122, 138, 137] for details on the

inference scheme. However, it suffices to note that the propagation schemes are based on

message passing and are similar, differing only in the kinds of messages that are passed.

The original Bayesian network, which is a DAG structure, is first transformed into a junc-

tion tree of cliques and then marginal probabilities are computed by local message passing

between the neighboring cliques. These methods result in exact inference of probabilities.

In the rest of this section, we provide details of the process. We start with discussion of

the macromodel construction process by the Bayesian network model at the layout level,

which was proposed in [137]. Then, we present the construction of the macromodels and

circuit level Bayesian representation.
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5.2.1 Quantum Mechanical Probabilities

We sketch how the state probabilities of a QCA cell are dependent on the state proba-

bilities of its layout neighbors, distance to the neighbors, and temperature. Each cell has

2 electrons that can occupy 4 possible dots. Among all the possible occupancy configura-

tions, there are two lowest energy configurations corresponding to the diagonal occupancy

of the cells. These represent the two logical states, 0 or 1. So, following Tougaw and

Lent [36] and other subsequent works on QCA, we use the two-state approximate model

of a single QCA cell. We denote the two possible, orthogonal, eigenstates of a cell by

�1� and �0�. The state at time t, which is referred to as the wave-function and denoted by

�Ψ�t��, is a linear combination of these two states, i.e. �Ψ�t��� c1�t��1�� c2�t��0�. Note

that the coefficients are function of time. The expected value of any observable, �Â�t��, can

be expressed in terms of the wave function as �Â� � �Ψ�t��Â�t��Ψ�t�� or equivalently as

Tr�Â�t��Ψ��t��Ψ�t���, where Tr denotes the trace operation, Tr�� � �� � �1� � � � �1�� �0� � � � �0�.

The term �Ψ�t���Ψ�t�� is known as the density operator, ρ̂�t�. Expected value of any ob-

servable of a quantum system can be computed if ρ̂�t� is known.

A 2 by 2 matrix representation of the density operator, in which entries denoted by

ρi j�t� can be arrived at by considering the projections on the two eigenstates of the cell, i.e.

ρi j�t� � �i�ρ̂�t�� j�. This can be simplified further.

ρi j�t� � �i�ρ̂�t�� j�

� �i�Ψ�t���Ψ�t�� j�� ��i�Ψ�t����� j�Ψ�t����

� ci�t�c�j�t�

(5.2)

The density operator is a function of time and using Loiuville equations we can capture the

temporal evaluation of ρ�t� in Eq. 5.3.
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ih̄ ∂
∂t ρ�t� � Hρ�t��ρ�t�H (5.3)

where H is a 2 by 2 matrix representing the Hamiltonian of the cell and using Hartree

approximation. Expression of Hamiltonian is shown in Eq. 5.4 [36].

H �

�
�� �1

2 ∑i EkPi fi �γ

�γ 1
2 ∑i EkPi fi

�
���

�
�� �1

2EkP̄ �γ

�γ 1
2EkP̄

�
�� (5.4)

where the sums are over the cells in the local neighborhood. Ek is the “kink energy” or

the energy cost of two neighboring cells having opposite polarizations. f i is the geometric

factor capturing electrostatic fall off with distance between cells. Pi is the polarization of

the i-th cell. And, γ is the tunneling energy between two cell states, which is controlled by

the clocking mechanism. The notation can be further simplified by using P̄ to denote the

weighted sum of the neighborhood polarizations ∑i Pi fi. Using this Hamiltonian the steady

state polarization is given by

Pss ��λss
3 � ρss

11�ρss
00 �

EkP̄�
E2

k P̄2 �4γ2
tanh�

�
E2

k P̄2�4� γ2

kT
� (5.5)

Eq. 5.5 can be written as

Pss �
E
Ω

tanh�Δ� (5.6)

where E � 0�5∑i EkPi fi, the total kink energy, Ω �
�

E2
k P̄2�4� γ2, the Rabi frequency,

and Δ � Ω
kT is the thermal ratio. We use the above equation to arrive at the probabilities of

observing (upon making a measurement) the system in each of the two states. Specifically,

P�X � 1� � ρss
11 � 0�5�1�Pss� and P�X � 0� � ρss

00 � 0�5�1�Pss�, where we made use of

the fact that ρss
00 �ρss

11 � 1.
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Figure 5.2. Majority logic (a) QCA cell layout (b) Bayesian network model (c) Macromodel
(d) Probability of the correct output value for a 5 cell majority gate at different temperatures
and for different inputs.

5.2.2 Layout Level Model of Cell Arrangements

To enable us to form macromodels of various cell arrangements, we need to represent

the joint state probabilities of a collection of cells at the layout level. In this section, we

summarize how this joint probability can be efficiently represented using Bayesian net-

works, as shown in [137, 24]. We will use the majority logic arrangement of QCA cells in

Fig. 5.2.(a) to illustrate the process.

Each cell is represented by a random variable, taking on two possible values, shown in

the Bayesian network in Fig. 5.2.(b). Each node in the network has a conditional probability

table (CPT), capturing the probabilities of that node, given the states of the parent (cause)

nodes. For example, the center node X4, will be associated with the conditional probability

P�x4�x1�x2�x3�. The product of these CPTs determine the joint probability distribution

over all the variables in the network. Thus, the joint probability P�x1�x2�x3�x4�x5� �

P�x4�x1�x2�x3�P�x5�x4�x3�x2�x3�. The polarization of the output cell X5 is a function

of the remaining four cells in the layout. The center node X4 is actually the one which

gets polarized based on the majority of inputs. The output cell depicted here receives

the polarization of the central cell X4 and also the three inputs, X1, X2, and X3. The
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interaction between the output cell and the central cell will be much more than the inputs.

This is because the kink energy (which determines the amount of interaction between two

neighboring cells), decays as the fifth power of distance.

For a given set of possible parent node assignments, the conditional probability values

are computed using the Hartree-Fock approximation, applied locally. The parent states are

constrained to be as specified in the required conditional probability. We fix the children

states (or polarization) so as to maximize Ω �
�

E2
k P̄2�4� γ2, which would minimize the

ground state energy over all possible ground states of the cell. Thus, the chosen children

states are

ch��X� � arg max
ch�X�

Ω � arg max
ch�X�

∑
i��Pa�X��Ch�X��

EkP̄ (5.7)

The steady state density matrix diagonal entries (Eq. 5.6 with these children state assign-

ments are used to decide upon the conditional probabilities in the Bayesian network (BN).

P�X � 0�pa�X�� � ρss
00�pa�X��ch��X��

P�X � 1�pa�X�� � ρss
11�pa�X��ch��X��

(5.8)

Note that once the conditional probabilities between the nodes and its parents are obtained

the Bayesian Network is quantified completely. Some of the important parameters used

in this model that effect the polarization of a cell apart from temperature are: relative

permitivity = 12.9, radius of effect = 4, cell dimension = 20nm, cell to cell pitch = 10nm,

CLOCK HIGH � 6�1�10�2eV and CLOCK LOW � 1�9�10�15eV .

5.2.3 Macromodel

The basic circuit elements of a QCA circuit consists of typical logic elements, such

as Majority, NAND, AND, OR, and NOT, and QCA specific elements such as wires and

crossbars. The macromodels of different circuit elements are the conditional probability of
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Table 5.1. Macromodel design blocks

Macromodel QCA Layout Bayesian Model Block Dia-
gram

Thermal Properties

(a)
Clocked
Majority B

A

B

C

CM
Out

0 4

0 5

0 6

0 7

0 8

0 9

1

1 2 3 4 5 6 7 8 9

Temperature (K)

Po
ut

nput 000
nput 001
nput 010
nput 011

(b) In-
verter

INV

Out

In

0 4

0 6

0 8

1

1 2 3 4 5 6 7 8 9

Temperature (K)

Po
ut

Input = 0/1

(c) Corner
CO

In

Out

0 4

0 5

0 6

0 7

0 8

0 9

1

1 2 3 4 5 6 7 8 9

Temperature (K)
Po

ut Input = 0/1

(d) Line Line

In

Out
0 4

0 5

0 6

0 7

0 8

0 9

1

1 2 3 4 5 6 7 8 9

Temperature (K)

Po
ut

Input = 0/1

(e) In-
verter
Chain

IC

In

Out 0 4

0 5

0 6

0 7

0 8

0 9

1

1 2 3 4 5 6 7 8 9
Temperature (K)

Po
ut

nput = 0/1
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Table 5.2. Macromodel design blocks

Macromodel QCA Layout Bayesian Model Block Dia-
gram

Thermal Properties

(a) Even
Tap

o

Input

ET
Out

0 4

0 5

0 6

0 7

0 8

0 9

1

1 2 3 4 5 6 7 8 9

Temperature (K)

Po
ut

Input = 0/1

(b) Odd
Tap OT

Input

Out

0 4

0 5

0 6

0 7

0 8

0 9

1

1 2 3 4 5 6 7 8 9

Temperature (K)

Po
ut

Input = 0/1

(c) Cross-
bar

O2

CB
In1 Out1

In2

Out2

0 4

0 5

0 6

0 7

0 8

0 9

1

1 2 3 4 5 6 7 8 9

Temperature (K)

Po
ut

Horizontal Line
Vertical Line

(c) And
Gate

AND
A

B

Out

0 4

0 5

0 6

0 7

0 8

0 9

1

1 1

1 2 3 4 5 6 7 8 9

Temperature(K)

Po
ut

Input 00
Input 01
Input 10
Input 11

(c) OR
Gate

OR
A

B

Out

0 4

0 5

0 6

0 7

0 8

0 9

1

1 2 3 4 5 6 7 8 9
Temperature(K)

Po
ut

Input 00
Input 01
Input 10
Input 11
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output cells given the values of the input cells. We compute this by marginalizing over the

internal cells. The underlying premise of the macromodeling is that if the joint probability

distribution function P�x1� � � � �xn� over all the n cells in the layout is available, using the

process outlined in the previous subsection 5.2.2, then we can always obtain the exact

distribution over subset of cells by marginalizing the probabilities over rest of the variables.

For instance, the joint probability over just three cells, xi�x j� and xk, can be obtained by

P�xi�x j�xk� � ∑
�xm�m��i� j�k

P�x1� � � � �xn� (5.9)

Hence, at the circuit level, we do not represent all the m internal cells. Note that at cir-

cuit level, we only represent P�xi�x j�xk� and represent them with different variable Y ,

which essentially captures the input-output dependence but is faithful to the layout level

quantum interaction since the macromodel is built by marginalizing the layout level cells.

This marginalizing is achieved by conducting average likelihood inference [122, 138] on

the Bayesian network representation over all the cells in the macromodel unit. Note that

Eq. 5.9 will yield different results at different temperatures and we store the conditional

probabilities at various temperature points.

Fig. 5.2.(d) shows the thermal models for the majority gate in Fig. 5.2.(a). The macro-

model probability distribution is defined over the output and the 3 input nodes. At a tem-

perature of 1K, if inputs are 0, 0 and 0 then the probability of output node is at state 0 is

”0.999963”. As the temperature is increased, this probability decreases. We also notice

that the thermal behavior is dependent on the input values. Note that, for correct operation,

the probability of correct output should be greater than 0.5.

In the rest of this section, we present results for other basic building blocks: clocked

majority gate (Table. 5.1.(a)),inverter (Table. 5.1.(b)), line (Table. 5.1.(c)), corner (Ta-

ble. 5.1.(d)), inverter chain (Table. 5.1.(e)), even tap (Table. 5.2.(a)), odd tap (Table. 5.2.(b)),
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crossbar (Table. 5.2.(c)), AND gate (Table. 5.2.(d)) and OR gate (Table. 5.2.(e)). For each

macro-cell, we show the QCA layout, layout level Bayesian model, circuit level input-

output relation and magnitude of polarization drop with temperature. All the conditional

probabilities are stored at various point of temperatures.

We make three important observations. First, a clocked majority gate, which is neces-

sary to synchronize all the input signals reaching the majority gate, has weaker polarization

at higher temperature compared to the simple majority shown in Fig. 5.2.(d) as number of

cells are higher in the clocked majority gate. Hence if inputs to a majority gate are arrive

at the same time, then simple majority yields better polarizations at higher temperatures.

Second, inverters have larger drop of polarization over the odd-tap structure at higher tem-

peratures. Third, the crossbar structure, which allows two signal to cross each other in a

coplanar way, has a different drop for the two signals.

5.2.4 Circuit Level Modeling

Table 5.3. lists all the symbols used for macromodel design blocks that we have used

in our designs. A macromodel library stores the input-output characteristics (output node

probabilities for each input vector set) of each macromodel block based on temperature.

That means for each temperature, we have a library of macromodel blocks listed in the

Table 5.3.. Once we know the logic components required to build a circuit, we simply

extract the macromodel logic blocks and the required connectivity blocks (e.g. Line, Cor-

ner, Inverter Chain, etc.) from the library at a given temperature and use them to build the

logic circuit. We form a Bayesian macromodel using the input-output probabilities of each

block. The output from one macromodel block is fed to the input(s) of next macromodel

block.

We illustrate the process using the full adder circuit, Adder-1, shown in Fig. 5.3.(a).

It consists of five majority gates with no inverters. Fig. 5.3.(b) shows the corresponding
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Figure 5.3. A full adder circuit (Adder-1) (a) QCA cell layout (b) Layout level Bayesian
network representation. (c) Circuit level representation. (d) Circuit level Bayesian network
macromodel. Note: Node elements are generic.
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Table 5.3. Abbreviations used for Macromodel Blocks for designing QCA architectures of
Full Adders and Multiplier

Symbol Macromodel

Maj Simple Majority Gate
CM Clocked Majority

Gate
Inv Inverter
Line Line Segment
CO Corner
IC Inverter Chain
OT Odd Tap
ET Even Tap
CB Crossover
AND And Gate
OR Or Gate
ZL z-line

layout level Bayesian network. We model the circuit level QCA macromodel shown in

Fig. 5.3.(c) which is the circuit level abstraction of Fig. 5.3.(a). The Bayesian macromodel

is shown in Fig. 5.3.(d). Each signal (node) can either be a primary input, or an output cell

of a macroblock like line, inverter etc. The links are directed from the input to the output of

each macroblock and are quantified by the device macromodels. Thus, we arrive at directed

acyclic graph easily from the circuit model in Fig. 5.3.(c).

5.3 Error Computation

Apart of the computation of the polarization of each QCA cell or macromodel line,

which we can arrive at by using average case propagation, another analysis of interest when

comparing designs is the comparison of the least energy state configuration that results

in correct output versus those that result in erroneous outputs. What is the probability

of the minimum energy configuration that results in error at the output, xs, for a given

input assignment, x1� � � � �xr? This can be arrived at by conditional maximum likelihood

propagation. In essence, we compute argmaxx1�x2�			�xr P�xr�1� � � � �xN�x1� � � � �xr�xs� and the
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minimum energy configuration of all the cells that generates the erroneous output xs is

	xe
1�x

e
2� � � �x

e
r�1� � � �x

e
N
. This configuration corresponds to the most likely error state at the

output xs. Whenever we have xg
i �� xe

i , the ith cell is considered sensitive to error at output

xs (also termed as weak spots).

The above computational problem of maximization of a product of probability func-

tions can be factored as product of the maximization over each probability functions, these

maximizations can also be computed by local message passing [122]. The exact maxi-

mum likelihood inference scheme is based on local message passing on a tree structure,

whose nodes are subsets (cliques) of random variables in the original DAG [138]. This tree

of cliques is obtained from the initial DAG structure via a series of transformations that

preserve the represented dependencies. The details of the inference scheme can be found

in [137]. At this transformed point, we have a tree of cliques where each clique is a sub-set

of random variables. Two adjacent cliques that share a few common variable play a key

role in inference. The joint probability of all the variables can be proven to be the prod-

uct of individual clique probabilities. Since the problem of maximization of a product of

probability functions can be factored as product of the maximization over each probability

functions, this maximization can also be computed by local message passing [138]. The

overall message passing scheme involves the neighboring cliques using the maximum op-

erator where the clique probabilities are updated till the marginal probability of the shared

variables are the same.

This kind of maximum likelihood analysis can be conducted both at the layout and

the circuit levels. Let us say that the circuit level macroblocks have Y1� � � � �Yr as inputs

and Yr�1� � � � �YM as internal circuit level lines (nodes). Let us say that the ground state

macroblock cell polarizations are denoted by 	yg
1�y

g
2� � � �y

g
r�1� � � �y

g
M
. With respect to the

the erroneous output ys, let the minimum energy configuration is 	ye
1�y

e
2� � � �y

e
r�1� � � �y

e
M
.
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As in the case of layout, whenever we have yg
j �� ye

j, the j-th cell is considered sensitive to

error at output ys.

In the next section, we will presents results that show that the error modes of the circuit

and layout levels match. That is, whenever Yj is sensitive to the first-excited error state for

output Ys, the corresponding layout level model, shows the set of 	Xi
 that constituted the

macroblock Yj is also sensitive . This is an extremely important finding that indicates that

weak spot in the design can be identified at the circuit level itself without obtaining the cell

layout. Also this is an important design metrics and can be used to vet one design over and

above the thermal profile of the output polarization.

5.4 Results

We present results using the full adder design, which has been widely studied by others.

We also use a multiplier design, which is a somewhat larger design. First, we will show that

the ground state polarization probabilities of the output nodes as well as the intermediate

nodes in the macromodel of the QCA logic circuit closely match with those obtained from

a full layout level implementation [24] at various temperatures. Second, we demonstrate

that both the ground and the next excited (error) state configuration of the macromodel ex-

actly match the corresponding configurations of the detailed layout cells for two full adders

designs. Third, we use the circuit level implementation to vet between alternate design

choices. We show examples of this design space exploration process with the example of

two adders.

5.4.1 Polarization

Fig. 5.4. plots the polarization estimates at the layout and the circuit levels for various

temperature, and for different inputs for Adder-1 architecture shown inFig. 5.3.a (layout
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Figure 5.4. Probability of correct output for sum and carry of Adder-1 based on the layout-
level Bayesian net model and the circuit level macromodel, at different temperatures, for
different inputs (a) (0,0,0) (b) (0,0,1) (c) (0,1,0) (d) (0,1,1).
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96



level) and Fig. 5.3.c (circuit level). Fig. 5.5.(a) shows second adder architecture (Adder-2),

consisting of three majority gates and two inverters [139]. Fig. 5.6. plots the polarization

estimates at the layout and the circuit levels for various temperature, and for different in-

puts. We see that the difference in probability of correct output node between circuit and

layout level model design is low for both the adders. We also see that in both layout and

circuit level designs, the probability of the output node is dependent on the input vector set.

Similar trends is also seen for the 2x2 multiplier circuit shown in Fig. 5.7.(a). The

multiplier circuit is somewhat larger than the full adder circuit and consists of two AND

gates and two half adders. We made use of a half adder similar to Adder-2 full adder

design, for the simple reason that it occupies less area. The polarization of the output

nodes in the multiplier layout is almost similar to that obtained at the outputs of multiplier

circuit designed using the macromodel blocks. In Fig. 5.9. and 5.10., we show the variation

of output nodes C0,C1,C2 and C3 of the multiplier with respect to temperature for both

layout and macromodel design.

5.4.2 Error Modes

We compute the near-ground state configurations that results in error in the output carry

bit Cout of the QCA full adders (Adder-1 and Adder-2) using both the layout and circuit

level models. These are shown in Fig. 5.11. and 5.12. and Fig 5.13. and 5.14. We show

four cases, for input vectors (0,0,0), (1,0,0), (0,1,0) and (1,1,1). The other four input vector

sets will have similar results due to symmetry in design. We use red marker to point to the

components that are weak (high error probabilities) in both the layout and circuit level. We

can easily see that the nodes with high error probabilities in QCA layout are the ones that

are clustered to form an erroneous node in the macromodel circuit design. In other words,

if a node (a macromodel block) in macromodel circuit layout is highly error prone for a

given input set, then some or all the QCA cells forming that macromodel block are highly
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prone to error. This indicates that weak spot in the design can be identified early in the

design process, at the circuit level itself.

5.4.3 Design Space Exploration

We show that even at the macromodel circuit level, we have the ability to explore the

design space with respect to different criteria. In addition, to obvious criteria such as gate

count, we can use polarization as a design metric. The probabilistic macromodel allows us

very fast estimates of polarization that correlate very well with layout level estimates. As

an example we use the two adders in Fig. 5.3.(a) and Fig. 5.5.(a). The two adders shown

here have been designed using different macromodel blocks, occupying different design

areas.

The outputs of Adder-1 circuit is given by

Sum � A �B �Cin� Ā � B̄ �Cin� Ā �B �C̄in�A � B̄ �C̄in

� m�m�Ā�B�Cin��m�A�B�C̄in��m�A� B̄�Cin��

Cout � m�A�B�Cin�

(5.10)

where m�A�B�Cin� is the majority gate containing A,B and Cin as inputs. Similarly, for

Adder-2 circuit the outputs are given by [139]

Sum � m� ¯Cout �Cin�m�A�B�C̄in��

Cout � m�A�B�Cin�
(5.11)

We see that Adder-1 circuit uses five majority gates and three inverters for implemen-

tation while Adder-2 circuit uses three majority gates and two inverters. Hence the design

circuit design of Adder-2 is certainly superior to Adder-1 in terms of area. However, as it

can be seen from the thermal study, inverter has one of the worst polarization drop with

respect to temperature and inverters in series path will reduce the overall polarization by a
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Figure 5.9. Probability of correct output at the four output nodes of 2x2 Multiplier circuit
based on the layout-level Bayesian net model and the circuit level macromodel, at different
temperatures, for different inputs (a) (0,0),(0,1) (b) (0,0),(1,1) (c) (0,1),(0,1) (d) (0,1),(1,1)
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Figure 5.10. Probability of correct output at the four output nodes of 2x2 Multiplier circuit
based on the layout-level Bayesian net model and the circuit level macromodel, at different
temperatures, for different inputs (a)(1,0),(0,1) (b) (1,0),(1,1) (c) (1,1),(0,1) (d) (1,1),(1,1).
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Figure 5.11. Error-prone nodes for first-excited state at carry output QCA Adder-1 Circuit
and its Macromodel design. It can be seen that the erroneous nodes in the layout are
effectively mapped in the macromodel design. Input vector set for (a) and (b) is (0,0,0) and
that for (c) and (d) is (1,0,0). Note: Node elements are generic.

102



S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S S

S

S S

S

S S

S

S S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S S

S S S

S

S S

S S S

S

S S

S S S

S S S

S

S S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S S S S S

S

S S S S S

S

S S S S S S

S

S

S S S S S S

S

S S S S S

S

S S S S S

S

S S S S S S

S

S

S

S

S S S S S

S

S S S S S

S

S S S S S S

S

S

S

S S S S

S S S S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S S S

S

S

S

S S S S S

S S S S S

S S S S

S

S

S

S

S X X X X X X X s0s s1s s2s

s3s

s4s

s5s

s6s

s7s

s8s

s9s

s10s

s11s

s12s

s13s

s14s

s15s

s16s

s17s

s18s

s19s

s20s

s21s

s22s

s23s

s24s

s25s

s26s

s27s

s28s

s29s

s30s

s31s

s32s

s33s

s34s

s35s

s36s

s37s

s38s

s39s

s40s

s41s

s42s

s43s

s44s

s45s

s46s

s47s

s48s

s49s

s50s

s51s

X52X

s53s

s54s

s55s

s56s

X57X

s58s

(a) (b)
S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S S

S

S S

S

S S

S

S S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S S

S S S

S

S S

S S S

S

S S

S S S

S S S

S

S S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S S S S S

S

S S S S S

S

S S S S S S

S

S

S S S S S S

S

S S S S S

S

S S S S S

S

S S S S S S

S

S

S

S

S S S S S

S

S S S S S

S

S S S S S S

S

S

S

S S S S

S S S S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S

S S S

S

S

S

S S S S S

S S S S S

S S S S

S

S

S

S

S X X X X X X X

s0s s1s s2s

s3s

s4s

s5s

s6s

s7s

s8s

s9s

s10s

s11s

s12s

s13s

s14s

s15s

s16s

s17s

s18s

s19s

s20s

s21s

s22s

s23s

s24s

s25s

s26s

s27s

s28s

s29s

s30s

s31s

s32s

s33s

s34s

s35s

s36s

s37s

s38s

s39s

s40s

s41s

s42s

s43s

s44s

s45s

s46s

s47s

s48s

s49s

s50s

s51s

X52X

s53s

s54s

s55s

s56s

X57X

s58s

(c) (d)

Figure 5.12. Error-prone nodes for first-excited state at carry output QCA Adder-1 Circuit
and its Macromodel design. It can be seen that the erroneous nodes in the layout are
effectively mapped in the macromodel design. Input vector set for (a) and (b) is (0,1,0) and
that for (c) and (d) is (1,1,0). Note: Node elements are generic.
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Figure 5.13. Error-prone nodes for first-excited state at carry output QCA Adder-2 Circuit
and its Macromodel design. It can be seen that the erroneous nodes in the layout are
effectively mapped in the macromodel design. Input vector set for (a) and (b) is (0,0,0) and
that for (c) and (d) is (1,0,0). Note: Node elements are generic.
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Figure 5.14. Error-prone nodes for first-excited state at carry output QCA Adder-2 Circuit
and its Macromodel design. It can be seen that the erroneous nodes in the layout are
effectively mapped in the macromodel design. Input vector set for (a) and (b) is (0,1,0) and
that for (c) and (d) is (1,1,0). Note: Node elements are generic.
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great extent. Hence for larger circuits, a design criteria might look at Adder-1 in a different

light.

Note that in the context of error modes, presented earlier, we saw that Adder-1 again

shows less number of error-prone nodes than Adder-2 (Fig. 5.11. shows error-prone nodes

for first-excited state at carry output) for most likely errors in the outputs. Note that, ideally

this conclusion requires the detailed layout, however, maximum-likelihood propagation of

the circuit level Bayesian Network yields the same error modes as the detailed layout. This

measure indicates that cost of addition error correction required for Adder-2 would be more

than that of Adder-1.

Last but not the least, we observe that an odd tap shown in Section 5.2. is a good target

for one inverter as the polarization loss is less than an inverter and an even tap works better

than an even number of inverter chains. The multiplier design that we show, utilizes these

facts to arrive at better design with respect to output polarization and this, in turn, improves

the multiplier’s thermal characteristics.

5.4.4 Computational Advantage

To quantify the computational advantage of a circuit level macromodel with a layout

level model, we consider the complexity of the inference based on the Bayesian net mod-

els for each of them. As we mentioned earlier, in the cluster-based inference scheme, the

Bayesian Network is converted into a junction tree of cliques and the probabilistic inference

is performed on the junction tree by local computation between the neighboring cliques of

the junction tree by local message passing [122, 24]. Space complexity of Bayesian infer-

ence is O�n�2�Cmax�� where n is the number of variables, �Cmax� is the number of variables

in the largest clique. Time complexity is O�p�2�Cmax��, where p is the number of cliques in

the junction tree. We tabulate the complexity terms for the two adder designs in Table 5.4.,

along with the corresponding values for n, p and �Cmax�. We can see that macromodel is
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Table 5.4. Layout and macromodel time (Tc) and space (Ts)complexities. Please see text
for an explanation Cmax�, n, and p.

Adder 1 Adder 2 Multiplier
Parameters Layout

model
Macromodel Layout

model
Macromodel Layout

model
Macromodel

Cmax 15 8 10 5 15 5
p 215 57 96 30 436 119
n 278 64 125 34 539 130
Tc � p�2�Cmax� 7045120 14592 98304 960 14286848 3808
Ts � n�2�Cmax� 9109504 16384 128000 1088 17661952 4160

order of magnitude faster especially due to the reduction in �Cmax� which would be impor-

tant in synthesizing larger networks of QCA cells. Another observation is that Adder 2 is

less expensive in terms of computation even though polarization drops are more due to the

presence of inverters.

As we can see from the Table 5.5., the simulation time required to evaluate a circuit is

orders of magnitude lower than that in QCADesigner tool. Moreover, we see that the sim-

ulation timing for bayesian macromodels of the adder circuit are much lower than bayesian

full layout model. The graphs depicted in Fig. 5.4., Fig. 5.6., Fig. 5.9. and Fig. 5.10. present

the crux of this work. The drooping characteristic of output node polarization with rise in

temperature is a universally known fact. What we have shown in this work (as depicted

in these graphs) is that the polarization of the output node in our macromodel design is

showing the same drooping characteristics and is almost the same as that of the full layout.

We can see that macromodel is order of magnitude faster specially due to the reduction

in �Cmax� which would be important in synthesizing larger networks of QCA cells. An-

other observation is that Adder 2 is less expensive in terms of computation even though

polarization drops are more due to the presence of inverters.

107



Table 5.5. Comparison between simulation timing (in seconds) of a Full Adder and Multi-
plier circuits in QCADesigner(QD) and Genie Bayesian Network(BN) Tool for Full Layout
and Macromodel Layout

Simulation Time Adder-1 Adder-2 2x2 Multiplier

278 cells 125 cells 539 cells
QD Coherence Vector 566 253 966
QD Bistable Approx. 5 3 15
QD Nonlinear Approx. 3.5 2 8
BN Full Layout model 0.240 0.030 0.801
BN Macromodel Layout 0.010 0.000 0.08
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CHAPTER 6

EFFECT OF KINK ENERGY IN QCA DESIGN

In chapter 3 we showed how to calculate the ground state polarization probabilities and

build a graphical probabilistic model based on that. We used these graphical probabilistic

models to detemine thermal error at the output at different temperatures. In [140], an

efficient method, based on graphical probabilistic models was presented, to compute the

N-lowest energy modes of a clocked QCA circuit. In QCA, an erroneous state may result

due to the failure of the clocking scheme to switch portions of the circuit to its new ground

state with change in input. This error state of a single cell in turn causes the error in the

neighboring cells resulting in an erroneous output. Due to the quantum mechanical nature

of operation of a QCA device, temperature plays an important role in determining the

ground state polarization of each cell. Power dissipation in a QCA circuit primarily results

due the the application of a non-adiabatic clocking scheme. We have also seen in chapter 4,

how clock energy affects the overall power dissipation in a QCA circuit.

In this chapter we perform studies to determine the error and power tradeoff in a QCA

circuit design by studying the effect of kink energy on the output error and power dissipa-

tion in a QCA circuit. We use three different sizes of QCA cells and grid spacing to study

the polarization and power dissipation for basic QCA circuits using these cells.

We first simulate a number of basic QCA circuits such as majority gate and inverter to

study the polarization error at the output for each input vector set. We also determine the

power dissipation in these circuits for different kink energies. All other parameters such

as temperature and clock energy are kept constant. We show how this study can be used
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Energy of Energy of

Kink Energy  (EK) =

Figure 6.1. Kink energy between two neighboring QCA cells

by comparing two single bit adder designs. The study will be of great use to designers

and fabrication scientists to choose the most optimum size and spacing of QCA cells to

fabricate QCA logic designs.

6.1 Kink Energy

Two electrons in a a simple four dot QCA cell occupy diagonally opposite dots in the

cell due to mutual repulsion of like charges. A QCA cell can be in any one of the two

possible states depending on the polarization of charges in the cell. The two polarized

states are represented as P = +1 and P = -1. Electrostatic interaction between charges in

two QCA Cells is given as:

Em �
1

4πεoεr

4

∑
i�1

4

∑
j�1

qi
mq j

k

�ri
m� r j

k�
(6.1)

This interaction is determines the kink energy between two cells.

Ekink � Eopp�polarization�Esamepolarization (6.2)

Kink energy (Fig 6.1.) is the energy cost of two neighboring QCA cells having opposite

polarization. Kink energy between two cells depends on the dimension of the QCA cell as

well as the spacing between adjacent cells. It does not depend on the temperature.
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Table 6.1. Different types of QCA cells and grid spacing used in this study

QCA cell Size Grid Spacing Associated Kink Energy

Cell-1 10nm 5nm Ek1 � 4Ek

Cell-2 20nm 10nm Ek2 � 2Ek

Cell-3 40nm 20nm Ek3 � Ek

6.2 Results

In this section we present the results obtained from the study of variation of kink energy

on error and power dissipated in the circuits. We obtained these results by simulating each

of the circuits at a constant temperature of 2K. The three different types of cell sizes used

in this study are elaborated in Table 6.1.

Here Ek1 is the maximum kink energy for the cell layout with smallest cell dimensions

(and grid spacing). Similarly, Ek3 is the maximum kink energy for the QCA layout with

largest cell dimensions (and grid spacing). As we can see from the table, Ek1 � 2Ek2 �

4Ek3.

6.2.1 Node Polarization Error

We quantify the error in a circuit as a measure of its output node polarization. In

chapter 3, using temperature as a variable and keeping the kink energy constant we have

shown how the output node polarization drops steadily with rise in temperature leading to

more erroneous outputs. This effect becomes more and more significant with the increase

in the number of cells in a design. Hence two different designs representing similar logic

but having unequal number of cells will have different polarizations at the output nodes.

Similarly, in this study, by varying the kink energy of the circuit and keeping the tem-

perature constant we see that the gain (drop) in output node polarization of a circuit is

directly proportional to the increase (decrease) in maximum kink energy (Ek)of the circuit.
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Table 6.2. Output node polarization of a simple majority gate for different Kink Energies

Maximum Kink Energy (Ek)
Input Ek3 = 0.75 meV Ek2 = 1.5 meV Ek1 = 3.0 meV

0 0 0 0.9278 0.9999 1.0000
0 0 1 0.9880 0.9999 1.0000
0 1 0 0.9880 0.9999 1.0000
0 1 1 0.9075 0.9999 1.0000
1 0 0 0.9075 0.9999 1.0000
1 0 1 0.9880 0.9999 1.0000
1 1 0 0.9880 0.9999 1.0000
1 1 1 0.9278 0.9999 1.0000

Table 6.3. Output node polarization of a QCA Inverter for different Kink Energies

Maximum Kink Energy (Ek)
Input Ek3 = 0.75 meV Ek2 = 1.5 meV Ek1 = 3.0 meV

0 0.9750 0.9998 1.0000
1 0.9843 0.9998 1.0000

Here increase in Ek refers to decrease in QCA cell size and grid spacing. Similar effect was

seen for different values of temperature.

As an example, refer to the output node polarization of a simple majority gate shown

in Table 6.2. As we have shown earlier, we first form a Bayesian network of the QCA

circuit and use a graphical simulator to obtain the polarization probability for each QCA

cell (represented as a node) in the design. We can see that the polarization probability at the

output of the Bayesian network rises with the increase in kink energy. Hence, we can infer

that designs with lower value of maximum kink energy are more prone to error and this

error is more significant when the number of cells in a design increase or the temperature

is raised. Table 6.3. shows the output node polarization probability of a QCA inverter. We

would liike to make a clarification on the term error used in this study. In chapter 5, we

used the term error to signify the first excited state of a QCA cell. Here error refers to the

drop in polarization probability at the output node of a QCA design.
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Table 6.4. Power dissipation in QCA majority gate for different Kink Energies

Maximum Kink Energy (Ek)
Ek3 = 3.0 meV Ek2 = 1.5 meV Ek1 = 0.75 meV

Max Ediss (in meV) 0.0294 0.0147 0.0051
Avg Ediss (in meV) 0.0120 0.0060 0.0018
Min Ediss (in meV) 0.0015 0.0008 0.0002
Avg Eleak (in meV) 0.0018 0.0009 0.0003
Avg Esw (in meV) 0.0102 0.0051 0.0015

Table 6.5. Power dissipation in QCA Inverter for different Kink Energies

Maximum Kink Energy (Ek)
Ek3 = 3.0 meV Ek2 = 1.5 meV Ek1 = 0.75 meV

Max Ediss (in meV) 0.0785 0.0392 0.0196
Avg Ediss (in meV) 0.0425 0.0213 0.0106
Min Ediss (in meV) 0.0066 0.0033 0.0016
Avg Eleak (in meV) 0.0066 0.0033 0.0016
Avg Esw (in meV) 0.0359 0.0180 0.0090

6.2.2 Switching Power

We performed an exhaustive study on the effect of varying kink energy on the power

dissipated during a switching event in a QCA circuit. While we have presented the result

of power dissipated in a QCA circuit with varying clock energy in chapter 4, in this chapter

we intend to analyze the effect of the size of a QCA cell and the kink energy associated with

it on the power dissipated in the circuit. As can be seen from in Table 6.4., increasing the

value of kink energy in a circuit leads to an increase in the overall average power dissipated

in the circuit. Table 6.5. shows the energy dissipation in a QCA inverter for different values

of kink energy.

Some very interesting observations were obtained from this study of effect of kink en-

ergy on the overall power dissipation and probability of error in QCA circuit design. We

have seen that while it is desirable to design circuits with lower error probabilities (by

increasing the kink energy between cells), it inadvertently increases the power dissipated

in the circuit. This effect is more pronounced in larger circuits such as single bit adders.
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Table 6.6. Output node polarization at SUM output node of Adder-1 and Adder-2 QCA
designs

Ek3 = 1.09meV Ek2 = 2.18meV Ek1 = 4.36meV

Input Adder-1 Adder-2 Adder-1 Adder-2 Adder-1 Adder-2
0 0 0 0.9110 0.8095 0.9998 0.9964 1.0000 1.0000
0 0 1 0.7311 0.8058 0.9935 0.9965 1.0000 1.0000
0 1 0 0.7440 0.6833 0.9944 0.9667 1.0000 0.9991
0 1 1 0.7090 0.6312 0.9931 0.9569 1.0000 0.9989
1 0 0 0.7090 0.6312 0.9931 0.9569 1.0000 0.9989
1 0 1 0.7440 0.6833 0.9944 0.9667 1.0000 0.9991
1 1 0 0.7311 0.8058 0.9935 0.9965 1.0000 1.0000
1 1 1 0.9110 0.8095 0.9998 0.9964 1.0000 1.0000

Table 6.7. Non-Adiabatic Energy dissipation in Adder-1 and Adder-2 QCA designs

Ek1 = 4.36meV Ek2 = 2.18meV Ek3 = 1.09meV

Adder-1 Adder-2 Adder-1 Adder-2 Adder-1 Adder-2
Max Ediss (in meV) 3.0939 1.3556 1.5404 0.6778 0.8127 0.3389
Avg Ediss (in meV) 1.7398 0.7650 0.8665 0.3825 0.4556 0.1912
Min Ediss (in meV) 0.4083 0.1949 0.2038 0.0974 0.1041 0.0487
Avg Eleak (in meV) 0.4089 0.1956 0.2041 0.0978 0.1043 0.0489
Avg Esw (in meV) 1.3309 0.5693 0.6624 0.2847 0.3513 0.1423

Table 6.6. compares the results of output polarization at SUM node of two adders for dif-

ferent kink energies. As we can see that even though Adder-2 has a more efficient design

and uses less number of cells, the polarization at its output is worse than that of Adder-1

for different input vector sets. Similarly, Table 6.7. compares the energy dissipation in the

two adder designs. Power dissipation in Adder-2 is greater than that of Adder-1 since it

has significantly more number of cells. However, we do see that the energy dissipation in

a QCA circuit is almost linearly proportational to the maximum kink energy of the circuit.

As we can see from the results the output node polarization error improves while power

dissipation deteriorates when the kink energy is increased. Hence designers need to choose

the size of QCA cells based on circuit requirements to optimize power and error. This is

different from thermal studies performed on QCA circuits which resulted in increase in

output error and power dissipation at higher temperatures. From the results obtained for
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polarization and power dissipation in small and big QCA circuits, we have clearly seen that

kink energy is an important factor to design most optimum circuits at a given temperature

and clock energy. Hence designers need to make careful use of kink energy as parameter

for designing QCA circuits to optimize error and power.
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CHAPTER 7

CONCLUSION AND FUTURE WORKS

In this dissertation, we proposed an efficient Bayesian Network based probabilistic

scheme for QCA circuit design that can estimate cell polarizations, ground state probability,

and lowest-energy error state probability, without the need for computationally expensive

quantum-mechanical computations. Bayesian modeling captures the inherent causal nature

of QCA devices and offers a fast approximation based method to estimate error, power and

reliability in QCA design.

Some of the limitations and scope of this work are listed below:

� In hierarchical macromodeling it is assumed that the designer has some idea the

layout level design of the same circuit

� In the power model we ave not taken into account the power dissipation in the clock

circuit itself.

� In error-power tradeoff study by variation of maximum kink energy we have assumed

that this model will accurately capture all the effects even at a smaller scale.

� Finally, the scope of this work is limited to a 4-dot electronic QCA implementation.

The model will be different for other types of implementations such as molecular and

magnetic QCAs.
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For the purpose of this work we verified the ground truth using the coherence vector

based method in QCADesigner simulator. A summary of important contributions of this

dissertation is summarized below

� To the best of our knowledge, our non-adiabatic power dissipation modeling scheme

is the first work in a QCA design which provides a realistic estimate of worst case

power dissipated during a switching event. This model can be used to quickly com-

pute the worst case power dissipated at each individual cell in a QCA layout for any

input vector transition. This enables us to locate cells in a layout, early on in the de-

sign process, that are critical in terms of power dissipation and also identify the input

vector transitions that result in large power dissipations. We have also demonstrated

the effect of clock energy on overall power dissipated in a QCA design.

� To the best of our knowledge, the macromodel design scheme is the first work to

model QCA designs at a hierarchical circuit level. Our results demonstrated that

both the polarization and the error mode estimates at the circuit level match those

at the layout level. The developed models in this work can be used to selectively

identify weak components in a design early in the design process. It would then

be possible to reinforce those weak spots in the design using reliability enhancing

strategies.

� Study the effect of Kink energy on circuit design. We performed error-power tradeoff

studies to by varying the kink energy of a QCA circuit. We found that the output node

polarization error as well as the power dissipation decrease when the kink energy is

increased. This is different from thermal studies which resulted in increase in output

error and power dissipation at higher temperatures.
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One interesting future study using this model could be to see the effect of highly error-

prone cells on the thermal hotspots in a QCA design. That is to see if the highly error-prone

cells are the same cells that cause the maximum energy dissipation.

Another possible future direction of this work involves the extension of the BN model

to handle sequential logic. This is possible using an extension called the dynamic Bayesian

networks, which have been used to model switching in CMOS sequential logic [141].

There is also a vast scope to conduct probabilistic modeling to estimate error, power

and other design related issues on other emerging nanotech devices such as magnetic and

molecular QCA, spintronics, nano-CMOS and photonic devices.
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