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Abstract: Finding clusters of events is an important task in many spatial analyses. Both confirmatory and exploratory methods exist to accomplish this. Traditional statistical techniques are viewed as confirmatory, or observational, in that researchers are confirming an a priori hypothesis. These methods often fail when applied to newer types of data like moving object data and big data. Moving object data incorporates at least three parts: location, time, and attributes. This paper proposes an improved space-time clustering approach that relies on agglomerative hierarchical clustering to identify groupings in movement data. The approach, i.e., space–time hierarchical clustering, incorporates location, time, and attribute information to identify the groups across a nested structure reflective of a hierarchical interpretation of scale. Simulations are used to understand the effects of different parameters, and to compare against existing clustering methodologies. The approach successfully improves on traditional approaches by allowing flexibility to understand both the spatial and temporal components when applied to data. The method is applied to animal tracking data to identify clusters, or hotspots, of activity within the animal’s home range.
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1. Introduction

Finding clusters of events is an important task in many spatial analyses. Both confirmatory and exploratory methods exist to accomplish this [1]. Traditional statistical techniques are viewed as confirmatory, or observational, in that researchers are confirming an a priori hypothesis. Confirmatory clustering methods attempt to either identify the presence of clustering of lattice or point data or to find the location of these clusters. In contrast, exploratory methods rely on unsupervised machine learning algorithms to identify groups of data in n-dimensional space by using a similarity or dissimilarity metric [2]. Exploratory methods that identify clusters of spatiotemporal data fall under the domain of geographic knowledge discovery (GKD), where the goal is to “discover new and unexpected patterns, trends, and relationships” in the data ([3], p. 149).

In either the case of exploratory or confirmatory, many of the existing methods do not account for time-space or attribute spaces to identify clusters, and are often subject to so-called edge effects tied to the study area boundary [4]. To account for these effects, events closer to the edge are weighted more heavily than those further from the study area edges. This implies there is no explicit consideration of how clustering varies by scale. In addition, the traditional confirmatory methods often fail when applied to newer types of data like moving object data and big data. Mennis and Guo [5] list three reasons why these traditional methods fail with new data: limited perspective or relational model (e.g.,
linear regression), they were not designed to process the large quantity of information, and they were not designed for “newly [emerging] data types (such as trajectories of moving objects . . . )” ([5], p. 403).

Moving object data incorporate at least three parts: location, time, and attributes. These attributes may incorporate information about how the agent is moving (e.g., speed, mode, or direction), characteristics of the agent (e.g., age, sex, or income), or environmental/contextual factors (e.g., land use, temperature, weather). The movement of the object might be represented as a sequence of points (such as a trajectory), or distinct events representing known locations of the agent [6]. Although, in the former case, the continuity is created through interpolation between known locations. The idea of the sequence implies a dependence between observations that occur after each other in time. Uncertainty between the locations may be represented as a space-time prism [7–9].

If the objects are human agents, then their movement is often tied to existing transportation networks and may be network constrained events [10], that is, events that occur on a one-dimensional space. It has been shown that confirmatory clustering methods overestimate the clustering for linearly constrained point events [11–14]. This is because the use of a Euclidean distance underestimates the distance between the points. Thus, a network distance metric is preferred [14].

This paper proposes a new space–time clustering approach that relies on agglomerative hierarchical clustering to identify groupings in movement data. The approach, space–time hierarchical clustering, incorporates location, time, and attribute information to identify the groups across a nested structure reflective of a hierarchical interpretation of scale [15]. These three components are combined using weighted linear combination to create a modified distance metric. Each of the components are constrained through a scale factor. The method is developed for studying observations of discrete point events that may occur on and off of a network. The purpose of this new approach is to account for the cyclical nature of time, while incorporating physical distance, and the potential of viewing clusters at multiple temporal and spatial scales; which are not well accounted for in existing approaches. Emphasis is given to points representing repeated observations for a given period, such as the 24-h cycle of a day. Simulations are used to understand the effects of different parameters, and to compare against existing clustering methodologies. Finally, the method is applied to animal tracking data to identify clusters, or hotspots, of activity within the animal’s home range.

The paper is organized as follows. The next section discusses existing clustering algorithms and their limitations for spatiotemporal data. Particular emphasis is given to hierarchical clustering since this is foundational for the rest of the paper. Section 2 presents the distance metric for the hierarchical clustering algorithm and discussing each of the components separately. Section 3 discusses simulations used to estimate the different parameters in the distance metric and compares space-time hierarchical clustering to potential alternatives. Finally, the new approach is applied to animal tracking data and the results are discussed.

1.1. Background

Spatial data mining, or more generally GKD, is a subdiscipline of data mining and machine learning that focuses on the exploration of spatial and spatiotemporal data – specifically, the massive amount of fine resolution data derived from location-based services, real-time data, volunteered geographic information (VGI), or remote sensing [1,16–18]. Geographic knowledge discovery focuses on developing methods to handle this specialty data, with the goal of knowledge extraction. The broad domains include: segmentation or clustering, classification, spatial association rule mining, deviations, trends, and geovisualizations [3,5].

Often, the data for GKD will be messy, and the first step towards knowledge extraction will be to filter or clean it. The location may be prone to measurement errors either through the mobile device’s GPS or cellular network-based location [18,19]. Different steps for filtering or cleaning this may be to convert, or aggregate the locations to a significant place, or as Ashbrook and Starner [20] phrase it, a place where “a user spends her time” ([20], p. 278). A significant place’s time interval does not have to be over days but a few minutes. Andrienko et al. [21] use the idea of a stop to define a significant place.
“a place significant for a person can be recognized from the number and duration of stops” ([20], p. 10). A stop is a location where an agent stays for a certain duration. It is “manifested by a temporal gap between consecutive position records” ([21], p. 10).

1.2. Common Clustering Techniques

Clustering “is the process of grouping large data sets according to their similarity” ([22], p. 208). The two defining characteristics of any clustering analysis are determining the measure of similarity (or dissimilarity), and the algorithm used to identify the clusters. There are several measures of similarity that calculate the distance between observations, but Euclidean distance is the most common [23]. Exploratory methods of spatial clustering of point data fall into four categories: partitioning methods, hierarchical methods (agglomerative or divisive), density-based methods, and grid-based methods [22]. It is important to separate the conceptual task of clustering from the algorithms and measures of similarity used to achieve that task [23]. There are a multitude of algorithms used to achieve hierarchical clustering that may use the same or different methods of measuring similarity. The different clustering methods and common algorithms are summarized in Table 1.

A limitation with several of the clustering algorithms listed in Table 1 as applied to spatial data is that they do not necessarily account for the boundaries of the region, or spatial constraints [24]. This means that clusters generated from the spatial data may not be proximate or contiguous. Guo [24] defines regionalization as a “special form of clustering that seeks to group data items . . . into spatially contiguous clusters . . . while optimizing an objective function (e.g., a homogeneity measure based on multivariate similarities within regions)” ([24], p. 329). This is further complicated when there are two components that need to be integrated into the cluster with different boundaries: a physical/spatial boundary and a temporal boundary. The time difference, and temporal boundary, between the two events will depend on the application. Clustering that incorporates both space and time traditionally use a metric that identifies both spatial and temporal similarity [25].

There are various proposed approaches to incorporating temporal information. Birant and Kut [22] in their space–time extension of the density-based spatial clustering of application with noise algorithm (ST-DBSCAN), use a filter to measure the distance between neighbors only if they occurred consecutively, depending on the timescale (years, days, hours, etc.). They also separate the spatial and “non-spatial” information into two separate distance calculations to define the neighborhoods that generate the groupings [22]. Wang et al. [26] also use a neighborhood searching to adapt the DBSCAN algorithm (also called ST-DBSCAN), as well as an ST-GRID approach. Agrawal et al. [27] adopt a similar approach in their space-time extension of the OPTICS algorithm (ST OPTICS).

In some cases, the spatial distance is weighted by the temporal component [25,28]. In other cases, space and time is combined to form one spatiotemporal distance. Andrienko and Andrienko [29] method “proportionally transforms t [time] into an equivalent spatial distance,” and then uses Euclidean distance to combine the two ([29], p. 19). Oliveira et al. [30] adapted the shared-nearest-neighbor (SNN) density-based clustering approach to incorporate space-time, and non-spatial information by using a weighted combination of the three components (SNN-4D+) [31]. Other approaches have been developed that specifically target trajectory clustering rather than discrete events (see for example Lee et al.’s [32] trajectory clustering (TRAJCLUS) algorithm), or for measuring the similarity of trajectories [33].

Common to each of these methods discussed above is how these algorithms approach time. Typically, it is viewed as a linear, increasing function, so that the difference between two time events can be calculated. Of course, there are different ways to view time, such as cyclical or as the time of day. Often, time’s inclusion appears to be an afterthought to these methods. Time distance should be adaptable. They also do not contend with data that is network constrained, and use Euclidean distance for their calculation, although Manhattan distance could be substituted. Euclidean distance is the classic straight-line distance (as the crow flies), and Manhattan attempts to adjust for distances within a network.
Agrawal et al. [27] also provide several requirements for clustering of space-time data. The methods should be able to identify groups with arbitrary or irregular shapes. They should be able to manage high dimensional data and be scalable (in terms of computing power). Not surprisingly, they should have the “ability to deal with spatial, non-spatial and temporal attributes;” which also implies that they should be able to add and remove each of these components as needed ([27], p. 389). As Guo [24] also suggests, they should be able to manage nested and adjacent clusters, independent of the order of which they are entered into the algorithm. Finally, in order to be useful, the results should be interpretable. In addition to these, this research also suggests that incorporating a notion of scale into the analysis is important, particularly for the nested clustering. This can be done with a hierarchical clustering approach.

Table 1. Summary of clustering classifications and the common algorithms used to achieve partitioning, hierarchical, density-based, or grid-based approaches [3,23].

<table>
<thead>
<tr>
<th>Clustering Classification</th>
<th>Description</th>
<th>Common Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partitioning</td>
<td>Partitions the data into a user specified number of groups. Each point belongs to one group. Does not work well for irregularly shaped clusters.</td>
<td>k-means, k-medoids, clustering large applications based randomized search (CLARANS), and Expectation-Maximization (EM) algorithm.</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>Decomposes data into a hierarchy of groups, each larger group contains a set of subgroups. Two methods: agglomerative (builds groups from the observation up), or divisive (start with a large group and separate).</td>
<td>Balanced iterative reducing and clustering using hierarchies (BIRCH), Chameleon, Ward’s Method, Nearest Neighbor, (Dendrograms are used to visualize the hierarchy).</td>
</tr>
<tr>
<td>Density-based</td>
<td>Useful for irregularly shaped clusters. Clusters grow based on a threshold for the number of objects in a neighborhood.</td>
<td>DBSCAN, ordering points to identify cluster structure (OPTICS) and density based clustering (DENCLUE), SNN</td>
</tr>
<tr>
<td>Grid-based</td>
<td>Region is divided in to a grid of cells, and clustering is performed on the grid structure.</td>
<td>statistical information grid (STING), WaveCluster, and clustering in quest (CLIQUE)</td>
</tr>
</tbody>
</table>

1.3. Hierarchical Clustering

Hierarchical clustering is divided into agglomerative and divisive techniques, depending on whether the approach is to start from the bottom with individual observations considered each as a cluster then aggregated, or the top with all observations considered as one cluster then divided. In the agglomerative approach, there are at least four methods of merging clusters: single-linkage, complete linkage, average group linkage, and centroid linkage. Single-linkage defines the distance between groups as the distance between the nearest cluster members. Complete linkage methods use the furthest distance between members of clusters. Average group linkage takes the average of the distances between members of clusters, or the weighted average might be used (Ward’s method is an example of this). Another approach uses the centroids of the cluster to measure the distances between them [2]. The average approach, also known as unweighted pair group method with arithmetic mean (UPGMA), is appropriate when using a custom distance metric that will be defined below [34]. This method takes the (weighted) average of the distances between members of clusters as shown in Equation (1). In this equation K and L are two different clusters, while \( c_i \) and \( c_j \) are members of the cluster, and \( D(\cdot) \) is some distance function.

\[
D_{KL} = \frac{1}{N_K N_L} \sum_{i \in K} \sum_{j \in L} D(c_i, c_j) \tag{1}
\]
2. Proposed Approach

2.1. Space–Time Hierarchical Clustering with Attributes

Space–time hierarchical clustering uses a specific linear weighted combination of spatial distance, temporal distance, and attribute distances that are discussed in more depth below. These distance calculations are used by the traditional hierarchical clustering algorithm to identify clusters. The proposed space–time hierarchical clustering approach presented here meets the basic requirements set out by Agrawal et al. [27]. A flexible approach is adopted, which allows for different conceptions of spatial distance and temporal distance to easily be incorporated into a single distance metric. By modifying only the distance metric \( D(\cdot) \) instead of developing a new algorithm, the method can easily be ‘plugged’ into existing algorithms such as those listed in Table 1, although hierarchical clustering is selected for this paper. This existing algorithm is selected so it is easier to use in existing software. The choice of an agglomerative hierarchical is selected for two reasons: there is no requirement for pre-selecting the number of clusters, and it easily brings in the notion of hierarchical scale, and ability to view clusters (and nested clusters) across different levels. The new distance metric used for hierarchical clustering is a weighted linear combination of spatial and temporal distances, and non-spatiotemporal attributes or variables. While similar conceptually to the approach adopted by Oliveira, Santos, and Moura Pires [30], there are several modifications to the weighting, scaling, and handling of the spatial and temporal components.

Given two clusters (or observations), \( c_i \) and \( c_j \), their similarity is measured by the combination of their location in time and space, and any external variables, as shown in E2. Each component is handled with a different distance calculation, then normalized and weighted before adding together. The distance function, \( D_m(\cdot) \), calculates the distance between the two locations represented as vectors \( x_i \) and \( x_j \) (simplified notation of \( x \) and \( y \) point coordinates). The distance between the locations is scaled, or normalized, by \( S_D \) and given a weight, \( w_1 \). The scale factor is the minimum distance to be considered as related, and the weight is emphasis put on a particular component. The temporal distance between the clusters is calculated by the function \( D_t \), and does not assume a linear difference between \( t_i \) and \( t_j \). This temporal distance is scaled by \( S_T \), and given a weight of \( w_2 \). Assuming the potential for a high dimensional set of non-spatiotemporal variables, the last component is the summation of the attribute distance for multiple attributes from a to \( q \). Each attribute distance is scaled by a different factor, \( S_a \), depending on the type of variable (although it is assumed to be numeric), and each attribute is given a weight of \( w_{a+2} \). Once each component is added together, it is divided by the sum of the weights.

\[
D(c_i,c_j) = \frac{1}{\sum_{i=1}^{n} w_i} \left( w_1 \frac{D_m(x_i,x_j)}{S_D} + w_2 \frac{D_t(t_i,t_j)}{S_T} + \sum_{a=3}^{q} w_a \frac{D_a(a_i,a_j)}{S_a} \right) \tag{2}
\]

Equation (2) is purposefully general so that each of the distance functions \( D_m(\cdot), D_t(\cdot), \) and \( D_a(\cdot) \) can easily be adapted to fit different types of data. The spatial distance metric may accept Euclidean distance, or a network distance for network constrained or mixed events, or other metrics. The temporal distance may contend with linear or cyclical time. Each of the distance functions will be explored in more depth in the next sections. The subindex \( a \) refers to the index of the weight, and for attributes the weights will begin after 2 and increase for every new attribute.

2.1.1. Calculations for Distance

For point events defined in a two-dimensional planar space, distance may be calculated by the Euclidean distance between two events with \( x \) and \( y \) coordinates, as shown in Equation (3). As discussed above, using planar distances for points constrained to linear networks overestimates the clustering [11,13,14]. It is common for moving object human data, whether it be trajectories or discrete known locations, to be affected by the transportation network (e.g., motor-vehicle crashes on a street network). In these cases, network distance is based on the segment lengths of a physical transportation

\[
D_{\text{er}}(c_i,c_j) = \frac{1}{\sum_{i=1}^{n} w_i} \left( w_1 \frac{D_m(x_i,x_j)}{S_D} + w_2 \frac{D_t(t_i,t_j)}{S_T} + \sum_{a=3}^{q} w_a \frac{D_a(a_i,a_j)}{S_a} \right) \tag{3}
\]
network. Realistically, however, human movement will be a mixture of network constrained locations and two-dimensional planar locations. Thus, distance should be able to contend with this mixture.

\[ D_E(x_i, x_j) = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \]  

(3)

One way to manage this mixture of network constrained data and free flowing data is to develop a network around the unique locations in a set of point observations. To do this a neighborhood graph is developed from the set of points \( P \). Ideally the, the neighborhood graph will reflect the movement patterns of agents between known locations \[35\]. This means that the connection, or edge, between the points reflects the route the agent took to reach that point. One common neighborhood graph is the Delaunay triangulation (DT), which tessellates space into a series of connected triangles \[36\]. This is done for the set of \( P \) points such that no point is inside the circumcircle of any of the triangles in the plane \[37\]. The DT represents a rigid neighborhood structure. Figure 1 presents a DT for a set of animal tracking data, potentially reflecting the pathways the animal may follow given a sequence of points \[35\].

![Example of a Delaunay Triangulation using animal tracking points.](image)

Figure 1. Example of a Delaunay Triangulation using animal tracking points.

To calculate the distance for either a physical transportation network, or a network derived from the neighborhood DT structure, the network should be converted to a graph data structure. Where a graph, \( G \), is defined as a set of nodes (Equation (4)) and a set of edges (Equation (5)) such that \( G = (V, E) \) \[38,39\]. Edges are subsets of node pairs, defining the start and end nodes as shown in Equation (5). Each of these node pairs are assigned a property or weight, such as the physical distance between the features a node represents.

\[ V = \{v_1, v_2, \ldots, v_n\} \]  

(4)

\[ E = \{(v_i, v_j)\}_{i, j=1}^n \]  

(5)

\[ Path = v_1, e_1, v_2, e, \ldots, e, v_j \]  

(6)

A path on a graph from node \( v_1 \) and \( v_j \) is a sequence alternating nodes and links as shown in Equation (6) \[38\]. A common path of interest is the shortest path between nodes, and may be calculated using algorithms such as Dijkstra or A* \[39,40\]. Using this path approach, the distance between nodes \( v_1, v_2 \), is the shortest path between them, \( D_G(v_1, v_2) \).

The weighted linear combination shown in Equation (2) would accept either the planar distance, \( D_E(x_i, x_j) \), or network distance, \( D_G(v_1, v_2) \). Once the distance is calculated, it is scaled by \( S_D \). This
serves two purposes: to eliminate the units to place the distance on the same scale as the other components, and to create spatial constraint so that clusters are nested and address Guo’s [24] point regarding regionalization.

There are several options to pick the scaling value, $S_D$, for the distance component. For example, various fixed values may be selected such as the maximum distance between all points in the dataset, or the total network length if using a network distance. Oliveira et al. [30] suggest taking the distances from the lower left corner of the boundary of the study area and visualizing it to select the difference.

Alternatively, an adaptable distance could be used. In this case, $S_D$ changes for each cluster, $c_i$. For this research $S_D$ is set using the maximum distance of the $k$ nearest neighbors of $c_i$. This creates irregularly shaped clusters that adapt depending on how far away $c_i$ is from the other clusters. If only the spatial component is used ($w_{>1} = 0$), then the clusters are spatially nested within each other based on the agglomerative hierarchical clustering. Equation (7) shows the set of $k$ distances for a cluster, $c_i$, ordered by distance. The maximum of these values then becomes $S_D$ for a particular $c_i$. If the distance between $c_i$ and $c_j$ is greater than $S_D$ (the scale factor), then this component will be greater than 1. In essence, the scale factor can be interpreted as how far apart two events should be considered as near each other.

The selection of how many neighbors to use, $k$, is difficult. Local knowledge of the dataset may be used to set this parameter. In similar instances, the heuristic of using the natural logarithm of the number of observations could be used to determine a starting value for $k$ [22,41]. Simulations are used below to explore this option.

$$D_k(c_i) = \max\{d_1, \ldots, d_i, d_{j1}, \ldots, d_{jk}|d_1 < \cdots < d_i < d_j < \cdots < d_k\} \quad (7)$$

### 2.1.2. Calculations for Time

The second component in Equation (2) is that of time, made up a distance function, $D_t(t_i, t_j)$, and scale factor, $S_T$. The temporal distance function could take several forms depending on how time is considered. For example, with a cyclical view of time interest is not so much that the event occurred exactly near each other in time, but that the pattern of occurrence is similar. That is, two events occurred during the same part of the day and potentially months apart. This is applicable in identifying a significant difference.

In the second case, temporal proximity is whether the events occurred within a certain time frame from each other. This is a simple difference between $t_i$ and $t_j$. Closer events will have a smaller difference. Equation (8) presents one case of the absolute difference in time which is the total amount of time difference between two events. For example, the result may be the total seconds, or other unit dependent on the type of time values that are associated with a moving object.

The scale factor, $S_{T_1}$, when considering the temporal distance, will constrain temporal values to be more similar within a time frame. For example, scaling all values to one hour will make absolute differences less than an hour within one, or greater than one if over an hour. The scale factor should be in the same units as $D_t(t_i, t_j)$. The scale factor plays the same role as with the spatial distance. It constrains, and also places time on the same range of values as the spatial and non-spatial distances.

$$D_t(t_i, t_j) = \text{abs}(t_i - t_j) \quad (8)$$

In the case of repeated patterns, each event’s timestamp needs to be placed on the same timeline. This is easily done by placing the event on the same linear scale as the number of seconds from midnight. However, this treats times at midnight (0 h) and close to midnight (23 h) further apart. Realistically, an event at these times would be more similar than those between 0 h and 12 noon. To compensate for this similarity problem, the difference between event times is transformed to fit a cosine curve. This forces the difference between time at the end points (0 h and 23 h 59 min) to be closer in value. This is shown in Equation (9), where $\Delta t$ and $T$ are defined in Equation (10), assuming the
timeline is seconds from midnight otherwise T would have a different value. Each event’s time value, $t_c$ and $t_{jc}$, is centered around (43, 200 s), absolute difference is taken. The result of this difference is scaled to radians. The results of $t_{ij}$ are between 0 and 1. This value can be converted back to the Euclidean space using the law of cosines as shown in Equation (11) giving the value for $D_{ij}(t_i,t_j)$.

$$t_{ij} = \cos\left(\frac{\pi \cdot \Delta t}{T}\right)$$  \hfill (9)

$$\Delta t = \text{abs}(t_c - t_{jc}), \text{ and } T = 86,400 \text{ (seconds)}$$  \hfill (10)

$$D_{ij}(t_i,t_j) = \sqrt{(t_{ic}^2 + t_{jc}^2) - (2 \cdot t_{ic} \cdot t_{jc} \cdot t_{ij})}$$  \hfill (11)

The scale factor, $S_T$, is applied in the same way as the scale factor for distance, but should be in the same units as the time value (seconds for example). To constrain the temporal distance to one hour, use a value of 3600 s. The result is $S_T$ which places values within an hour to be less than one, and greater than an hour’s difference to be greater than one.

Figure 2 presents two examples of how the temporal distance between 23 h or 12 h and every other time in seconds from midnight. Note the distance result in $D_{ij}(t_i,t_j)$ is shown on the y-axis. The v-shape at the top panel in Figure 2 shows how distance from 12 h (noon) is at the maximum closer to midnight (0 h). In contrast, at 23 h, the distance is farthest at noon, but decreases closer to 0 s from 23 h and 86,400 s from midnight. In Figure 2, the sharp V-shape at the bottom panel indicates a distance of 0.0 at 23 h. The different shapes of the curve will change depending on what the center-point will be (v-shaped at 12 h and curved at 23 h). This is due to the conversion of time using the cosine function.

**Figure 2.** Considerations for the time component. Top panel presents temporal distance from 12 h (midday), and the bottom panel presents distance from midnight.
2.1.3. Calculations for Attribute Space

Non-spatial or temporal information may be further used to define the cluster. The distance, \( D(a_i, a_j) \), will may be a simple absolute difference between the values. This is scaled by, \( S_a \), to place the attribute values on the same measurement scale as distance and time; nearer events will have a value of less than 1 and far events will be greater than 1. The maximum value of the variable, or other relevant statistic, could be used to scale it. In the case of a binary value, the only scenario of difference is when one of the inputs equals 1 and the other is 0, when scaled by 1 it equals 1. Every other case results in 0. The choice in function will depend on the variable.

2.1.4. Implementation

Equation (2) was implemented in Python 2.7 using the SciPy and NetworkX packages [42,43]. A custom distance function created a distance matrix between events for Equation (2). Network distance was calculated as the shortest path between two nodes using Dijkstra’s algorithm, as implemented in NetworkX. The Delaunay triangulations calculated for the point datasets was created using the SciPy library. The hierarchical clustering algorithm used average linkages to develop clusters.

2.2. Relation to Spatial Scale

A primary reason for rooting the space-time analysis in hierarchical clustering is because it incorporates a view of scale as a nested hierarchy. Within this view, spatial and temporal scales are nested, creating larger groupings of observations along a vertical axis. The hierarchical view of scale is not new, particularly amongst biophysical geographers [44]. For example, Levin [45] proposed his hierarchy theory as an explanation of scale in natural systems and ecology. Hierarchy theory also implies a view that spatial and temporal scales covary. In many ways, this covariation is reflected in the space–time hierarchical distance that combines both components. In addition, attribute space may covary with the other components.

As with other spatial analyses, the modifiable areal unit problem (MAUP) notes that the results of an analysis will vary depending on the resolution of the spatial data (e.g., census blocks versus census tracts) [46]. Also, according to the uncertain geographic context problem (UGCP), the context of the phenomena under study will vary across different scales [47,48]. The space-time hierarchical clustering methodology will be affected by the overall spatial and temporal boundaries of the study area, but also has the flexibility of choosing and evaluating the clusters across different hierarchies or levels.

The choice of level is difficult to determine when the number of clusters are not known a priori (as is the case in the ground truthing simulations). However, at least three different approaches are available: empirical, fit, and operational. Empirical suggests an evaluation of the dendrogram to determine a level that is appropriate for evaluation, or identifying the number of clusters that could be useful for understanding the phenomena. For determining the number of clusters based on fit, a metric such as silhouette score could be used to determine which level provides the best score out of all levels. Finally, operational scale “refers to the logical scale at which a geographical process takes place,” and thus a level for the clusters based on knowledge of the processes that may have generated them ([44], p. 5).

3. Results

3.1. Simulations

In order to evaluate the influence of the nearest neighbor parameter and the choice of the temporal scale factor, fifty simulated datasets were generated. These were created using three variables: an x coordinate, y coordinate, and temporal variable simulated as seconds from midnight. Each variable used a standard deviation randomly selected from a uniform distribution between 1000 to 7000. The number of clusters generated for each simulation was randomly selected between 5 and 20 whole numbers. The centers for each cluster was also randomly selected from a uniform distribution of
500,000 to 780,000 for x coordinates, and 370,000 to 500,000 for y coordinates (reflective of the Universal Transverse Mercator zonal system). The temporal variable was randomly selected from a uniform distribution from a base of two times the randomly selected standard deviations to 86,400. This bottom value was chosen to avoid any values below 0. The make_blobs function part of the Sci-Kit Learn package was used to generate these simulated clusters [49]. A total of 1000 observations were generated for each simulation. Four of the simulations are presented in Figure 3. The variation in the standard deviation can be seen in the different figures, with some clusters spread out with some overlap, and some tightly constrained.

![Simulated Datasets](image.png)

**Figure 3.** Example simulated datasets of random different cluster groupings, used to evaluate the nearest neighbor and temporal scale parameters.

The space-time hierarchical clustering algorithm was applied to each simulation for different choices of $S_d$ (2, 4, 6, 7, 8, 10, 20, and 30) and $S_t$ (1000 to 9000, by 1000). Distance was calculated as network distance using a DT. To evaluate the best fit for each of the variables two performance metrics were used: homogeneity score, and average random index score [50,51]. These performance metrics compare the cluster assignments to a ground truth such as the original cluster label. The homogeneity score ranges from 0 to 1, with 1 being perfectly homogeneous, meaning all the clusters only contain observations of the same group. The adjusted random index score ranges from $-1$ to 1 with 0 being completely random assignment, and 1 being a perfect match to the ground truth clusters.

Figure 4 shows the average homogeneity score and average adjusted random index score for different values of $S_d$ and $S_t$. In Figure 4A, the average scores are for different values of the nearest neighbors averaged across the different values of $S_t$. There is a slight bend where performance improved between 4 and 10 nearest neighbors, then decreased for smaller values, 2, and larger values, $>20$. In Figure 4B, the average scores are for different values of the temporal scale averaged across the
different values of $S_d$. Performance improved to about 3000 s, but then leveled off, and there was not much improvement after that value.
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**Figure 4.** Average scores across different values for nearest neighbors across all the temporal scale values (A), and for different values of the temporal scale across all nearest neighbor scale values (B).

Also considered was the highest score for a combination of $S_t$ and $S_d$. The average of these for the adjusted random index score was a nearest neighbor of 6.9 (standard deviation of 7.4), and average temporal scale of 3490 (standard deviation of 2968). The average of $S_t$ and $S_d$ for the maximum homogeneity score was 6.8 (standard deviation of 7.2) for the nearest neighbor parameter, and 3607 (standard deviation of 3059). As suggested before, the natural logarithm heuristic might be used to determine the nearest neighbor parameter. The natural log of the sample size, 1000, is 6.9. In the case of most of the simulations, a value of 7 would have worked well. The temporal scale factor suggests a value of approximately 3600. This is one hour in seconds. This latter scale factor may be better set given external knowledge (e.g., using the average velocity of the object moving to understand the temporal range of the object).

### 3.2. Comparison with Alternative Clustering Approaches

To better understand the space–time hierarchical clustering approach, the results of applying it to a simulated dataset were compared to two other methods: Euclidean based hierarchical clustering, and ST-DBSCAN. The traditional hierarchical clustering (see Section 1.3) method is used to compare how the proposed space-time hierarchical clustering approach performs on spatiotemporal data to a naïve approach. ST-DBSCAN is a density-based algorithm for clustering spatiotemporal data based on certain parameters [22,52]. The approach for the ST-DBSCAN are different from hierarchical clustering...
in at least two ways: it reduces the noise in the data, and it automatically detects the number of clusters within the dataset.

The dataset was created as above, with twenty clusters and a sample of 1000 and 20 clusters. The spatial variables are randomly distributed cluster centers along the x and y coordinates, with a randomly selected standard deviation between 1000 and 7000. The temporal variable was simulated to reflect the nature of cyclical data. The center was randomly selected, but if the distribution fell over midnight (86,400 s) then it was switched to +0:00. The data is presented in Figure 5. In some cases, at the top of the z-axis (time), the cluster is split between midnight and 23:59.

The ST-DBSCAN requires a spatial threshold, which is a cutoff point for the spatial component, and temporal threshold, a time value cutoff. The latter is similar to the time scale in the space-time hierarchical clustering and the same value was used for both (1 h, or 3600 s). The space-time hierarchical clustering parameters were selected based on the simulation studies presented in Figure 4 (natural log of the sample size, and 3600 for the time scale). We compared the same parameter settings for the space-time hierarchical clustering and ST-DBSCAN, and then iteratively changed the parameters for ST-DBSCAN. One problem with the ST-DBSCAN in making direct comparisons is the number of clusters identified. Hierarchical clustering in general lets the user pick the number of clusters, whereas ST-DBSCAN identifies the number of clusters from the data, plus noise. When the same parameters were used for both approaches, ST-DBSCAN could only find 15 clusters and noise in the dataset. To better compare the two approaches, 15 clusters were selected for the space-time hierarchical clustering, and an iterative approach was used to identify better parameters for the ST-DBSCAN. Combinations for minpts (1 to 30), spatial threshold (1000 to 100,000), and temporal threshold (1800, 3600, 7200 s) were tested. For comparison to non-spatial and non-temporal approaches, the standard hierarchical clustering and DBSCAN algorithms were applied to the dataset. The parameters for DBSCAN were selected on the best performance of producing 20 clusters iteratively.

Like the simulations described above, the results of the clustering were compared against a ground truth using the homogeneity score (HS) and adjusted random index (ARI). Table 2 presents the results of the different methodologies, parameters, number of clusters, and scores on the performance metrics. Only the top scores and parameters are shown for the iterative ST-DBSCAN results that had 20 clusters and noise. Overall, the space-time hierarchical clustering performed as well as the ST-DBSCAN. The
low score when using ST-DBSCAN and the same parameters as space-time hierarchical clustering could be because it only identified 15 clusters plus noise. However, space-time hierarchical clustering had a better score even with 15 clusters, indicating it formed better shaped clusters. Overall, compared against the twenty-cluster ground truth, the space-time hierarchical clustering performed the best and this suggests parameter settings for the space-time hierarchical clustering perform well, regardless of the selection of the number of clusters. It also performed well against the standard hierarchical and DBSCAN approaches.

Table 2. Comparison of the different clustering algorithm and the performance compared to the true clusters.

<table>
<thead>
<tr>
<th>Method and Parameters</th>
<th>Clusters Selected or Identified</th>
<th>Homogeneity Score</th>
<th>Adjusted Random Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hierarchical Clustering with Euclidean Distance and average linkage</td>
<td>20</td>
<td>0.79</td>
<td>0.59</td>
</tr>
<tr>
<td>Space-Time Hierarchical clustering (Nearest Neighbors = 7, time scale = 3600)</td>
<td>20</td>
<td>0.89</td>
<td>0.77</td>
</tr>
<tr>
<td>Space-Time Hierarchical clustering (Nearest Neighbors = 7, time scale = 3600)</td>
<td>15</td>
<td>0.83</td>
<td>0.65</td>
</tr>
<tr>
<td>ST-DBSCAN (Spatial Threshold = 5000, Temporal Threshold = 3600, MinPts = 7)</td>
<td>15 + Noise</td>
<td>0.75</td>
<td>0.52</td>
</tr>
<tr>
<td>ST-DBSCAN (Spatial Threshold = 8000, Temporal Threshold = 1800, MinPts = 1)</td>
<td>20 + Noise</td>
<td>0.85</td>
<td>0.66</td>
</tr>
<tr>
<td>ST-DBSCAN (Spatial Threshold = 5000, Temporal Threshold = 3600, MinPts = 2)</td>
<td>20 + Noise</td>
<td>0.82</td>
<td>0.62</td>
</tr>
<tr>
<td>DBSCAN (eps = 0.05, Minimum Samples = 2)</td>
<td>20 + Noise</td>
<td>0.85</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Using the same dataset, the choice of hierarchical clustering linkage was explored. The initial comparison used average linkages, a robust technique that tends to create clusters with small variances [2]. This may not be appropriate for all data. For comparison, ward and single linkages were applied to the same dataset using the same parameters with 20 clusters: single linkages relatively worse (HS = 0.81 and ARI = 0.51) and ward linkages performed much better (HS = 0.93 and ARI = 0.87).

The shape of the anticipated clusters may affect the choice of linkage with hierarchical clustering. The datasets simulated above tended to have round shaped clusters across the spatial dimension. A different set of simulated clusters was generated (12 clusters, 10,000 points) with elongated spatial shapes in a north-east to south-west direction. Again, three different linkage methods were compared average (HS = 0.92 and ARI = 0.86), single (HS = 0.70, and ARI = 0.48), and ward (HS = 0.92, and ARI = 0.85). Average and ward produced similar results.

3.3. Application of Space-Time Hierarchical Clustering

To demonstrate its application in practice, space–time hierarchical clustering was used to identify movement patterns in animal tracking data. The goal of the analysis was to identify any clusters, or hotspots, of activity within the animal’s home range, in both space and time [35,53,54]. For this example, a GPS data set for a Muscovy duck (Cairina moschata) collected by Downs et al. [53] was used. Muscovy ducks are a nuisance species located in Florida, and native to Central and South America. They tend to have very infrequent flight patterns. The GPS data was collected from a single duck. The GPS device was set to record every four minutes, on for 15 h a day (beginning 05:39 in the morning), and off for nine hours at night (1003 observations). Figure 1 shows the distribution of the points with the DT. The period when the GPS device was turned off can be seen in a gap in the 3-dimensional views shown in Figure 6. For the space–time hierarchical clustering, the natural log of the sample size (number of observations) was used to determine the number of nearest neighbors (7 nearest neighbors), and 3600 s was used as the temporal scale factor.
The average silhouette score suggested that two or three clusters fit the data well. This is not surprising as there was visual evidence in Figure 1 of at least two different areas of activity in the west and east. Figure 6 presents an angle from viewing from the north to the south (to best show the temporal information). The two clusters in the upper left panel show the two areas that could be seen from Figure 1. The smaller section was most active around midday, whereas the larger section was active throughout the day. When 3 clusters are considered in the upper right panel, again the smaller section is separate, but now there are clusters showing activity late at night and midday in the larger area. This separation is useful in identifying activity centers at specific times of day.

Two further approaches to the space–time hierarchical clustering were considered with the Muscovy duck dataset. In the lower left panel, the distance component was given a low weight (0.2) and the temporal component a higher weight (1.0), emphasizing time over space. Here, the separation becomes between the activity around midday to late afternoon versus the activity late at night. Finally, in the lower-right corner the weights were reversed, emphasizing space over time. Here, the clusters show those two highly visited areas, but they are spread out over different parts of the day.

Figure 6. Applied Space-Time Hierarchical Clustering to clustering of GPS observations of a Muscovy Duck.

4. Discussion

This paper proposed an extension to the traditional hierarchical clustering method to incorporate space, time and attribute information. The space–time hierarchical clustering methodology is a flexible approach that can be applied to discrete time-stamped observation. While the approach is useful to any observation with a temporal component, particular emphasis was given to repeated observations, allowing clustering for data on a cycle. Also, the method focused on observations that were network
constrained, or would benefit from a neighborhood structure appropriate for sequential data (e.g., the Delaunay triangulation). The proposed space–time hierarchical clustering approach is an improvement for this discrete time-event data, based on the comparisons to existing space-time clustering methods and the base hierarchical clustering approach. The distance metric is better able to handle the combined spatial and temporal distance, and the cyclical nature of the temporal data.

When compared to other clustering approaches, the method performed well against a ground-truth, particularly compared against a simple Euclidean based agglomerative approach. Overall, the ST-DBSCAN and space-time hierarchical clustering have different advantages. The ST-DBSCAN reduces noise and still performs relatively well on cyclical data. The space-time hierarchical clustering performs slightly better with cyclical data, and allows for different numbers of clusters to be evaluated and compared, but does not remove the noise in the data.

When applied to real data, the method was able to identify two main home ranges for the Muscovy Duck. It also made it possible to use the nested hierarchical structure to disaggregate the data into more clusters, and examine home ranges at different times. The weighting available in Equation (2) makes it possible to emphasize the different components depending on need. However, the data likely contained some potential GPS errors, and this noisy data was captured by the different clusters. Therefore, the physical area of the duck’s home range would likely be overestimated.

One of the known limitations of the agglomerative averaging approach to hierarchical clustering, is the algorithm will make a merging decision based on a static model (see Equation (1)). This may cause incorrect merging, especially when there is noise present in the data [55]. Many of the spatiotemporal clustering algorithms discussed above (ST-DBSCAN, ST-OPTICS, SNN-4D+) include an approach to remove or reduce noise in the clustering approach. To remove noise requires a clear definition of what noise is. Noise could be considered for each dimension separately, or as a whole. For spatial data, noise may come from errors in the GPS recording of the information, but this depends on the type and quantity of data. The space-time hierarchical clustering approach could be adapted to filter noise as part of a preprocess then proceed to the clustering.

Andrienko and Andrienko [29] suggest another potential limitation with the use of a weighted linear combination of the different components. They note that this combination can make the clusters difficult to interpret. At least, the distance results can be difficult to interpret since there are several pieces that make up the result. However, the use of a centrality measure or some performance metric might be used to identify important clusters, and can aid in the interpretation of the results. Also, knowing the original values associated with each observation in a cluster can help interpret them through descriptive statistics of the different variables.

Finally, performance may be a concern for working with large point datasets. The method adopted here was to produce a distance matrix that fed into hierarchical clustering algorithms. Depending on the programming language, this matrix may need to be held in memory (20,000 points produces a 20,000 × 20,000 size matrix). The solution adopted here to speed up the calculation and store less memory was to use sparse matrices (the dataset simulated above with 10,000 points took two minutes of processing time on a 6-core-processor with 16 gb of RAM). The approach would need to be adapted in different ways to handle datasets involving millions or billions of points.

Further work is needed to understand the weighting criteria, and how attribute information would affect the clustering using more real data. Also, adapting the method to potentially remove noise prior to developing the clusters may be a useful option when appropriate.
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