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Forbidding and Enforcing of Formal Languages, Graphs and Partially Ordered Sets

Daniela Genova

ABSTRACT

Forbidding and enforcing systems (fe-systems) provide a new way of defining classes of structures based on boundary conditions. Forbidding and enforcing systems on formal languages were inspired by molecular reactions and DNA computing. Initially, they were used to define new classes of languages (fe-families) based on forbidden subwords and enforced words. This paper considers a metric on languages and proves that the metric space obtained is homeomorphic to the Cantor space. This work studies Chomsky classes of families as subspaces and shows they are neither closed nor open. The paper investigates the fe-families as subspaces and proves the necessary and sufficient conditions for the fe-families to be open. Consequently, this proves that fe-systems define classes of languages different than Chomsky hierarchy. This work shows a characterization of continuous functions through fe-systems and includes results about homomorphic images of fe-families. This paper introduces a new notion of connecting graphs and a new way to study classes of graphs. Forbidding-enforcing systems on graphs define classes of graphs based on forbidden subgraphs and enforced subgraphs. Using fe-systems, the paper characterizes known classes of graphs, such as paths, cycles, trees, complete graphs and k-regular graphs. Several normal forms for forbidding and enforced sets are stated and proved. This work introduces the notion of forbidding and enforcing to posets where fe-systems are used to define families of subsets of a given poset,
which in some sense generalizes language fe-systems. Poset fe-systems are, also, used to define a single subset of elements satisfying the forbidding and enforcing constraints. The latter generalizes graph fe-systems to an extent, but defines new classes of structures based on weak enforcing. Some properties of poset fe-systems are investigated. A series of normal forms for forbidding and enforcing sets is presented. This work ends with examples illustrating the computational potential of fe-systems. The process of cutting DNA by an enzyme and ligating is modeled in the setting of language fe-systems. The potential for use of fe-systems in information processing is illustrated by defining the solutions to the k-colorability problem.
Chapter 1

Introduction

The constant attempt to improve computational capabilities has led scientists to investigation of unconventional computational tools. The authors in [33] provide a comprehensive discussion of new computing paradigms. Many computational models in DNA computing, self-assembly, and membrane computing have been proposed (see [30, 32, 35, 41]). Introduced in [30] by Gh. Păun, P systems employ nested membranes as a computational tool. A set of evolution rules acts on a multiset of objects that are placed in the regions enclosed by the membranes. The objects evolve according to these rules and can pass through the membranes, whereas the rules never leave the regions they are in. All objects (words) collected outside the skin membrane form a language and thus determine the computational power of the P system. Many variants of P systems have been proposed (see [31]). In [3, 4] M. Cavaliere and the author propose one such variant called CR P systems, where objects remain in their regions and never leave them, whereas evolution rules can pass through the membranes and act on them. A variant of CR P systems is studied in [14].

Chemical properties of DNA and actions of restriction enzymes (see [37, 42]) have inspired many DNA computing models like [1, 22, 24, 41]. Encoding the problem using DNA molecules involves avoiding undesirable hybridization of DNA strands. DNA coding properties needed to properly encode a problem have been introduced in [21] and widely studied in recent years (see for ex. [23, 28]).

All of these models are based on classical formal language theory (see [20, 36])
where grammars and automata define languages deterministically. In [8] Rozenberg and Ehrenfeucht proposed a new way of defining classes of languages based on two types of boundary conditions that captures the non-determinism of biomolecular reactions. Forbidding conditions exclude certain combinations of words (molecules) in a language and enforcing conditions state that the presence of some words (molecules) will trigger other words (molecules) in the language (solution). Computation evolves according to the rules proscribed by the enforcing sets while avoiding the formation of forbidden combinations of words prescribed by the forbidding sets. Forbidding and enforcing systems (fe-systems) on formal languages were, also, studied in [9, 10, 40]. In [16], Jonoska and the author investigated the topological properties of fe-systems and their morphic images. In [5], Jonoska and Cavaliere used fe-systems to define new variants of P systems. In [13] fe-systems were used to define properties of DNA graphs. In [15], Jonoska and the author presented a generalized way to define classes of structures through the boundary constraints of forbidding and enforcing. The paper showed that fe-systems on formal languages can be used to model DNA splicing, to define new classes of graphs, and for information processing.

Chapters 2, 3, and 4 are an extended version of [16]. The basic topological notions are assumed and can be found in [29]. The definitions of fe-systems are stated along with some of their properties, including new normal forms. Theorem 2.4.3 provides a characterization of extended f-families. The minimal generated languages extend the notion of $E$-extensions introduced in [8]. The word metric 3.1.1 on the space of formal languages is the same as the one implicitly used in [10, 40] and follows a similar approach as in [26, 27]. This paper shows that the language space equipped with the word metric is homeomorphic to the Cantor space. A characterization of the continuous morphisms on that space is provided. Theorem 3.2.1 states that a morphism is continuous if and only if it is $\lambda$-free. This corresponds to the characterization of continuous maps on infinite sequences in [39]. In addition, examples of other continuous functions are presented that come from well known operations on languages such as taking products of languages with a fixed language,
Kleene star operation, intersection or union with a fixed language, etc. Considering the *language space* as a topological space only comes to interest when studying *fe*-systems, since as it is stated in Theorem 3.3.2 none of the Chomsky families corresponds to an open or a closed set in that space. *fe*-systems define families that are closed sets [8, 40]. Theorem 3.4.9 states the necessary and sufficient conditions for *fe*-systems to define open families of languages. Namely, *fe*-systems with empty forbidders and finitely many enforcers define nontrivial open subspaces. Hence, *fe*-systems provide a new way to classify formal languages, different from Chomsky’s hierarchy. In Proposition 3.4.7 the notion of generated languages is used to prove that infinite enforcing sets define non-open families of languages. Chapter 4 contains observations about morphisms that map *fe*-families into *fe*-families. This work shows that morphisms map an *f*-family to an extended *f*-family if and only if the morphism is induced by a symbol-to-symbol map. On the other hand, if an *e*-family is mapped into an *e*-family, the morphism is necessarily surjective.

In Chapter 5 an entirely new way of defining classes of graphs is presented based on boundary conditions. The chapter introduces a new notion called *connecting graphs*. Given a set of connected graphs, a connecting graph is a graph which contains each graph from the set as a subgraph. Minimal connecting graphs are defined with respect to subgraphs. This work shows that even small sets of graphs have an infinite number of minimal connecting graphs. This chapter defines forbidding sets of graphs as a collection of finite sets of connected graphs. The *f*-families are defined as all graphs that do not have forbidden combinations of subgraphs. Historically, forbidden graphs have only been defined as “strict” forbidding sets, where each forbider is a singleton. Such definition has only been used in the case of induced subgraphs rather than subgraphs. In [7, 12, 17]) the main objective of these forbidden graphs is to prove hamiltonicity. Forbidden graphs were, also, used in extremal graph theory in Turan type problems. For a comprehensive list of papers see [2, 18]. In this work, *e*-families are defined as graphs in which certain subgraphs are required to be “enclosed” in larger subgraphs. A new tool for representing the set of connected graphs called the $G_{\mathcal{U}}$ graph is introduced. It is used to represent
and study certain properties of forbidding and enforcing sets. Using \textit{fe}-systems, this paper characterizes some well-known classes of graphs such as trees, bi-partite graphs, paths and cycles, complete graphs, and \textit{k}-regular graphs. This work contains an investigation of redundant sets and several normal forms for forbidding sets and for enforcing sets are stated and proved.

Chapter 7 extends the forbidding and enforcing paradigm to partially ordered sets. In the first section the \textit{fe}-family is defined as a set of subposets and in this respect, it generalizes the language \textit{fe}-systems. Several normal forms for forbidding sets and enforcing sets from [8, 9, 40] are generalized to posets, including the minimal normal form and finitary normal form. The remaining sections of Chapter 7 define and study the \textit{fe}-family as a single poset and in this respect generalizes the graph model from Chapter 5 to an extent. Forbidding sets are a generalization of the graph forbidding systems, but the enforcing sets present a new way to define classes of structures using the concept of “weak” enforcing. Examples of different types of posets, such as the natural numbers with divisibility and words with subword order are presented. Such \textit{fe}-systems are used to characterize some familiar classes of structures. In the case of words, the \textit{fe}-systems define a single language, as opposed to the language \textit{fe}-systems discussed in Chapter 2, where a family of languages is obtained. Such approach of defining languages is entirely new compared to the traditional ways to define a language using a grammar or an automaton see [36]. Again, some normal forms for forbidding sets and enforcing sets are presented.

Chapter 8 is devoted to the motivation for and examples of applications of the forbidding and enforcing theory. The first section discusses an example of splicing with an enzyme and ligating DNA strands, which proves that \textit{fe}-systems can provide an equivalent definition of splicing, originally defined in [19]. The second example shows how \textit{fe}-systems can be used for information processing. Here, defining the solutions to the \textit{k}-colorability problem is used as an example.

This paper is organized as follows. Chapter 2 defines language \textit{fe}-systems and presents some of their properties. It investigates normal forms for \textit{fe}-systems, maximal languages in forbidding families, extended forbidding sets, and generated sets.
in enforcing families. Chapter 3 investigates the topological space of formal languages under the standard language metric and \( fe \)-families as subspaces. It shows this space is homeomorphic to the Cantor space and that based on topological properties \( fe \)-systems define classes of formal languages different than Chomsky classes. The continuous morphisms are, also, in this chapter, as well as, the characterization of \( fe \)-families that define open subspaces. Morphisms that map \( fe \)-families are investigated in Chapter 4. Chapter 5 introduces \( fe \)-systems in graph theory as a new way to define classes of graphs and presents some of their properties. It defines and investigates a new concept of connecting graphs of a set and presents \( fe \)-systems characterizations of familiar classes of graphs like trees, paths and cycles, bipartite, complete, and \( k \)-regular graphs. Chapter 6 presents normal forms for graph forbidding sets and enforcing sets. Chapter 7 defines \( fe \)-systems on partially ordered sets and investigates two generalized models. Chapter 8 presents two examples describing the computational capabilities of \( fe \)-systems.
Chapter 2

Forbidding and Enforcing of Formal Languages

Forbidding and enforcing systems were first defined on formal languages. Inspired by molecular reactions, the authors in [8] use boundary conditions of forbidding and enforcing to define classes of languages (fe-families). Properties of fe-systems are discussed in [8, 9, 10, 40]. The properties of fe-families discussed in this chapter are mainly from [16] and include maximal languages in f-families and generated languages in e-families.

2.1 Definitions

This section recalls the definitions of fe-systems from [8, 40] and discusses some of the basic properties of forbidding-enforcing systems. A finite set of symbols $A$ is called an alphabet and the set of all words (finite strings) over $A$ forms a free monoid $A^*$. A subset of $A^*$ is called a language and $\mathcal{P}(A^*)$ (named thereafter the language set) is the set of all languages over $A$. The length of a word $w \in A$ is denoted by $|w|$ and $A^m (A^{\leq m})$ is the set of all words over $A$ of length $m$ ($\leq m$). The empty word, denoted by $\lambda$ has length 0. The set of all words over $A$ with positive length is denoted by $A^+$ and forms a free semigroup. For a language $L \neq A^*$, $L^{\leq m}$ denotes the set of all words in $L$ with length $\leq m$. For $a \in A$, $a^*$ is the language containing all finite concatenations of $a$’s, i.e., $a^* = \{a^n \mid n \geq 0\}$. On the other hand, an infinite string of symbols from $A$ is called an $\omega$-word and the set of all infinite words over $A$ is denoted by $A^\omega$. So, $A^\omega = \{\xi_0\xi_1\xi_2\ldots \mid \xi_i \in A, i \geq 0\}$. 
The word \( y \in A^* \) is a \textit{subword (factor)} of the word \( x \in A^* \) denoted with \( y_{\text{sub}}x \), if there exist \( s, t \in A^* \) such that \( x = syt \). The set of all subwords of a word \( x \) is denoted by \( \text{sub}(x) \), i.e., \( \text{sub}(x) = \{ y \mid y_{\text{sub}}x \} \) and the set of all subwords of words in a language \( L \) by \( \text{sub}(L) \). Clearly, \( \text{sub}(L) = \bigcup_{x \in L} \text{sub}(x) \).

The definitions for forbidding and enforcing systems that follow are from [8, 40] with the exception of extended forbidding sets.

\textbf{Definition 2.1.1} A \textit{forbidding set} \( F \) is a (possibly infinite) family of finite nonempty subsets of \( A^+ \); each element of a forbidding set is called a \textit{forbidder}.

A forbidding set \( \hat{F} \) is called \textit{extended} if its forbidders are not necessarily finite.

A language \( L \) is said to be \textit{consistent with a forbidder} \( F \), denoted by \( L \con F \), if \( F \not\subseteq \text{sub}(L) \). A language \( L \) is \textit{consistent with a forbidding set} \( \mathcal{F} \) denoted by \( L \con \mathcal{F} \), if \( L \con F \) for all \( F \in \mathcal{F} \). If \( L \) is not consistent with \( \mathcal{F} \), the notation is \( L \ncon \mathcal{F} \). In other words, \( L \ncon \mathcal{F} \) if there is an \( F \in \mathcal{F} \) that \textit{forbids} \( L \), i.e., \( F \subseteq \text{sub}(L) \).

For a forbidding set \( \mathcal{F} \), the family of \( \mathcal{F} \)-\textit{consistent} languages (the \( \mathcal{F} \)-family) is \( \mathcal{L}(\mathcal{F}) = \{ L \mid L \con \mathcal{F} \} \).

The family \( \mathcal{L}(\mathcal{F}) \) is said to be \textit{defined} by the forbidding set \( \mathcal{F} \). A family of languages \( \mathcal{L} \) is a \textit{forbidding family (f-family)}, if there is a forbidding set \( \mathcal{F} \) such that \( \mathcal{L} = \mathcal{L}(\mathcal{F}) \). Two forbidding sets are \textit{equivalent} if they define the same family of languages. The equivalence relation is denoted by \( \sim \). In other words, \( \mathcal{F} \sim \mathcal{F}' \) if and only if \( \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathcal{F}') \).

\textbf{Example 2.1.2} Let \( \mathcal{F} = \{ \{a, b\}, \{ab\} \} \). Then, the \( \mathcal{F} \)-family consists of all languages that are subsets of either the language \( ba^* \cup a^* \) or the language \( b^*a \cup b^* \).

Note that the empty language \( \emptyset \) and \( \{\lambda\} \) are in \( \mathcal{L}(\mathcal{F}) \) for every \( \mathcal{F} \) (see [40]). The next remark simply says that if nothing is forbidden, then everything is allowed and vice versa.

\textbf{Remark 2.1.3} \( \mathcal{L}(\mathcal{F}) = \mathcal{P}(A^*) \) if and only if \( \mathcal{F} \) is empty.
**Proof.** If the forbidding set is empty, then for all $F \in \mathcal{F}$, $F \not\subseteq \text{sub}(L)$ for all $L \in \mathcal{P}(A^*)$ trivially. Conversely, suppose that $\mathcal{L}(\mathcal{F}) = \mathcal{P}(A^*)$. If $\mathcal{F}$ is not empty, then there is a forbider $F$ and any language $L$ for which $F \subseteq \text{sub}(L)$ is not consistent with $\mathcal{F}$. In particular, $F \not\con F$.

**Definition 2.1.4** An enforcing set $\mathcal{E}$ is a (possibly infinite) family of ordered pairs $(X, Y)$, where $X$ and $Y$ are finite languages and $Y \neq \emptyset$. Such a pair $(X, Y)$ is called an enforcer.

A language $L$ satisfies an enforcer $(X, Y)$, denoted $L \text{ sat } (X, Y)$, if $X \subseteq L$ implies $Y \cap K \neq \emptyset$. A language $L$ satisfies an enforcing set $\mathcal{E}$, denoted $L \text{ sat } \mathcal{E}$, if $L$ satisfies every enforcer in $\mathcal{E}$. If $L$ does not satisfy $\mathcal{E}$, the notation is $L \text{ nsat } \mathcal{E}$.

For an enforcing set $\mathcal{E}$, the family of $\mathcal{E}$-satisfying languages is $\mathcal{L}(\mathcal{E})$. The family of languages *defined* by the enforcing set $\mathcal{E}$ is $\mathcal{L}(\mathcal{E}) = \{ L \mid L \text{ sat } \mathcal{E} \}$. A family of languages $\mathcal{L}$ is called an enforcing family (e-family) if there is an $\mathcal{E}$ such that $\mathcal{L} = \mathcal{L}(\mathcal{E})$. Two enforcing sets are equivalent if they define the same family of languages, i.e., $\mathcal{E} \sim \mathcal{E}'$ if and only if $\mathcal{L}(\mathcal{E}) = \mathcal{L}(\mathcal{E}')$.

Observe that every $\mathcal{L}(\mathcal{E})$ contains the language $A^*$.

In both forbidding and enforcing, it is assumed that the languages under consideration contain words over a fixed finite alphabet $A$. If the alphabet is not specified, then it is assumed that $A$ is the set of all symbols that appear in the words of the set of forbidders and/or in the enforcing set.

The definition for enforcers allows the set $X$ in an enforcer $(X, Y)$ to be empty. In this case, for every language $L$, $L \text{ sat } (\emptyset, Y)$ implies that $L \cap Y \neq \emptyset$. Such an enforcer is called brute enforcer [8, 40]. A language $L$ satisfies the enforcer $(X, Y)$ trivially, if $X \not\subseteq L$.

**Example 2.1.5** Let $\mathcal{E} = \{ (\emptyset, \{a\}), (\{a\}, \{a^2\}), \ldots \}$, where $a$ is some symbol in the alphabet $A$. This enforcing set requires that every language that satisfies it contains $a^*$ as a subset, i.e., $\mathcal{L}(\mathcal{E}) = \{ L \mid a^* \subseteq L \}$. 

---
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If the enforcing set is empty, then the premise “for every enforcer in $E$” is false. Hence, every language satisfies the enforcing set. On the other hand, if $L(E) = \mathcal{P}(A^*)$ and $E \neq \emptyset$, $(X,Y) \in E$ implies that $X \cap Y \neq \emptyset$. An enforcer $(X,Y)$ such that $X \cap Y \neq \emptyset$ is called trivial and such enforcer is satisfied by every language. Hence, the following remark.

**Remark 2.1.6** $L(E) = \mathcal{P}(A^*)$ if and only if $E$ is empty or $E$ contains trivial enforcers only.

The enforcing set $E$ is trivial if $E$ is empty or $E$ contains trivial enforcers only and non-trivial otherwise. Thus, $E$ is non-trivial if and only if $L(E) \neq \mathcal{P}(A^*)$. In what follows, unless otherwise stated, all enforcers are non-trivial.

**Definition 2.1.7** Given an alphabet $A$, a forbidding-enforcing system ($fe$-system) is a pair $\Gamma = (F, E)$, where $F$ is a forbidding set over $A$ and $E$ is an enforcing set over $A$. The corresponding forbidding-enforcing family ($fe$-family) of languages, denoted $L(F, E)$, consists of all languages that are both consistent with $F$, and satisfy $E$. Hence, $L(F, E) = L(F) \cap L(E)$.

**Remark 2.1.8** The language set is an $fe$-family, i.e., $\mathcal{P}(A^*) = L(F, E)$, if and only if both $F$ and $E$ are empty.

**Example 2.1.9** Let $(F, E)$ be a $fe$-system, such that $F$ is as in Example 2.1.2, and $E$ is as in Example 2.1.5. Then, $L(F, E) = \{L \mid L \subseteq ba^* \cup a^* \text{ and } a^* \subseteq L\}$.

### 2.2 Minimal Normal Forms

This section presents some immediate properties of $fe$-systems.

From the definitions and observations in the previous section it follows that there is no forbidding set $F$, for which $L(F)$ is empty. Also, there is no enforcing set $E$, such that $L(E) = \emptyset$. The next remark is used in the proof of Theorem 3.4.9.

**Remark 2.2.1** There exist $fe$-systems with empty $fe$-families.
The following examples consider \( fe \)-systems that define empty \( fe \)-families. The first example considers a \( fe \)-system with an infinite forbidding set and a finite enforcing set and the second example - a \( fe \)-system with a finite forbidding set and an infinite enforcing set.

**Example 2.2.2** Consider \( F = \{ \{ w \} \mid w \in A^+ \} \) and \( E = \{ (\emptyset, \{ \lambda \}), (\{ \lambda \}, \{ w \}) \} \), where \( w \in A^+ \). Then, \( L(F) = \{ \emptyset, \{ \lambda \} \} \), but the languages \( \emptyset \) and \( \{ \lambda \} \) are not in \( L(E) \). Hence, \( L(F, E) = \emptyset \).

**Example 2.2.3** Consider \( F = \{ \{ a \} \} \) and \( E = \{ (\emptyset, \{ a \}), (\{ a \}, \{ a^2 \}), \ldots \} \), where \( a \in A \). Then, \( L(F) \) contains only languages that do not contain \( a \) in their subwords, whereas \( L(E) \) contains only languages that contain \( a^* \). Hence, \( L(F, E) = \emptyset \).

The following proposition characterizes the languages \( L \), for which there exists a nontrivial forbidding set \( F \) such that \( L \in L(F) \).

**Proposition 2.2.4** A language \( L \) is an element of \( L(F) \) for some \( F \neq \emptyset \) if and only if \( \text{sub}(L) \neq A^* \).

*Proof.* If \( \text{sub}(L) = A^* \) then no word can be forbidden, i.e., \( L \in L(F) \) if and only if \( F = \emptyset \). Conversely, if \( \text{sub}(L) \neq A^* \) there is a \( w \in A^* \) such that \( w \notin \text{sub}(L) \) and \( F = \{ \{ w \} \} \) is such that \( L \in L(F) \).

Note that for every language \( L \neq \emptyset \) there is a nontrivial \( E \) such that \( L \in L(E) \). For example, let \( E = \{ (\emptyset, \{ w \}) \mid w \in L \} \).

A forbidding set \( F \) is said to be in *minimal normal form* if \( F \) is subword free, i.e., a word in a forbiddner cannot be a subword of another word in the same forbidding, and subword incomparable, i.e., for any two forbiddners \( F_1 \) and \( F_2 \), \( \text{sub}(F_1) \nsubseteq \text{sub}(F_2) \) and \( \text{sub}(F_2) \nsubseteq \text{sub}(F_1) \). The following theorem is from [9].

**Theorem 2.2.5** For every forbidding set \( F \) there exists a unique equivalent forbidding set \( F' \) in minimal normal form.
Let $E$ be an enforcing set. Define $E^{(1)} = \{X \mid (X, Y) \in E\}$.

An enforcing set $E$ is said to be finitary, if for each $X \in E^{(1)}$, there is a finite number of enforcers $(X, Y_i)$ in $E$. The following theorem is from [8].

**Theorem 2.2.6** For every enforcing set there exists an equivalent finitary enforcing set.

The author of [40] observes that if $F' \subseteq F$ and $E' \subseteq E$, then $L(F) \subseteq L(F')$, $L(E) \subseteq L(E')$, and $L(F, E) \subseteq L(F', E')$. Also, for any two $F, F'$, and any two $E, E'$, $L(F \cup F', E \cup E') = L(F, E) \cap L(F', E')$ holds. The following remark is a direct corollary of these properties.

**Remark 2.2.7** For any $F, E' \subseteq E$ implies $L(F, E) \subseteq L(F, E')$. Similarly, if $F' \subseteq F$ then $L(F, E) \subseteq L(F', E)$ for any $E$.

Papers [8, 9, 40] discuss normal forms of forbidding sets and normal forms of enforcing sets. It turns out that even though a forbidding set may be given in minimal normal form and an enforcing set may be given in a finitary normal form, the $fe$-system as a whole may still be redundant. The remainder of this section presents such observations.

**Proposition 2.2.8** Let $(F, E)$ be given. If there is $F \in F$ and $(X, Y) \in E$ such that $F \subseteq X$, then $(F, E) \sim (F, E')$ where $E' = E \setminus \{(X, Y)\}$.

**Proof.** Let $(F, E)$ be given. Let $F \in F$ and $(X, Y) \in E$ be such that $F \subseteq X$. Since $E' \subseteq E$, from Remark 2.2.7 it follows that $L(F, E) \subseteq L(F, E')$. Let $L \in L(F, E')$. Since $L \con F$, it follows that $F \not\subseteq \text{sub}(L)$. Hence, $F \not\subseteq L$, which implies that $X \not\subseteq L$. Therefore, $L(F, E') \subseteq L(F, E)$.

The corollary below points out that certain enforcing sets may be removed from the $fe$-system without changing the $fe$-family.

**Corollary 2.2.9** Let $(F, E)$ be given. If for every $(X, Y) \in E$ there is a $F \in F$ with $F \subseteq X$, then $L(F) \subseteq L(E)$, i.e., $L(F, E) = L(F)$.
Proof. Let \( L \in \mathcal{L}(\mathcal{F}) \) and \((X,Y) \in \mathcal{E}\). Suppose \( X \subseteq L \). Then, there is an \( F \in \mathcal{F} \), such that \( F \subseteq X \subseteq L \). Hence, \( F \subseteq sub(L) \) which contradicts the fact that \( L \con F \). Therefore, \( X \not\subseteq L \), i.e., \( L sat (X,Y) \). Consequently, \( \mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{E}) \) and \( \mathcal{L}(\mathcal{F},\mathcal{E}) = \mathcal{L}(\mathcal{F}) \).

Definition 2.2.10 Let \( L \) be any language and \( K \) be a finite language. Define \( L_K = \{w \in L \mid K \subseteq sub(w)\} \).

Proposition 2.2.11 Let \((\mathcal{F},\mathcal{E})\) be given and let \( \mathcal{E}' \) be obtained from \( \mathcal{E} \) as follows. For every \((X,Y) \in \mathcal{E}\) the enforcer \((X,Y') \in \mathcal{E}'\), where \( Y' = Y \setminus (\cup_{F \in \mathcal{F}} Y_F) \). Then, \((\mathcal{F},\mathcal{E}) \sim (\mathcal{F},\mathcal{E}')\).

Proof. Let \((\mathcal{F},\mathcal{E})\) be given and let \( \mathcal{E}' \) be defined as in the conditions of the proposition. It is clear that \( \mathcal{L}(\mathcal{F},\mathcal{E}') \subseteq \mathcal{L}(\mathcal{F},\mathcal{E}) \). Assume \( L \in \mathcal{L}(\mathcal{F},\mathcal{E}) \) and let \((X,Y') \in \mathcal{E}'\). Then, there is an \((X,Y) \in \mathcal{E}\) such that \( Y' = Y \setminus (\cup_{F \in \mathcal{F}} Y_F) \) and \( L sat (X,Y) \). Then, either \( X \not\subseteq L \), in which case \( L sat \mathcal{E}' \) and \( L \in \mathcal{L}(\mathcal{F},\mathcal{E}') \), or \( X \subseteq L \) and there is a \( y \in Y \), such that \( y \in L \). Since \( F \subseteq sub(y) \) implies \( F \subseteq sub(L) \), it follows that \( y \not\in Y_F \) for every \( F \in \mathcal{F} \). Hence, \( y \in Y' \) and \( L sat \mathcal{E}' \). Consequently, \( \mathcal{L}(\mathcal{F},\mathcal{E}) \subseteq \mathcal{L}(\mathcal{F},\mathcal{E}') \).

Proposition 2.2.12 Let \((\mathcal{F},\mathcal{E})\) be given. Let \( \mathcal{E}' \subseteq \mathcal{E} \) such that \((X,Y) \in \mathcal{E}' \) if and only if for every \( F \in \mathcal{F} \), \( X_F = \emptyset \). Then, \((\mathcal{F},\mathcal{E}) \sim (\mathcal{F},\mathcal{E}')\).

Proof. Obviously, \( \mathcal{L}(\mathcal{F},\mathcal{E}) \subseteq \mathcal{L}(\mathcal{F},\mathcal{E}') \). Let \( L \in \mathcal{L}(\mathcal{F},\mathcal{E}') \) and let \((X,Y) \in \mathcal{E}' \). Then, there is an \( F \in \mathcal{F} \) such that \( X_F \neq \emptyset \). Since \( F \not\subseteq sub(L) \), it follows that \( X_F \cap L = \emptyset \). Hence, \( X \not\subseteq L \). Consequently, \( \mathcal{L}(\mathcal{F},\mathcal{E}') \subseteq \mathcal{L}(\mathcal{F},\mathcal{E}) \).

2.3 Maximal Languages

In this section, maximal languages for \( f \)-families with respect to inclusion are defined and it is shown that they are essential for characterizing \( f \)-families.
Definition 2.3.1 A language $L$ in a family of languages $\mathcal{L}$ is called maximal for $\mathcal{L}$ if for every language $L' \in \mathcal{L}$, $L \subseteq L'$ implies that $L = L'$.

The set $\mathcal{P}(A^*)$ with inclusion of languages forms a partially ordered set denoted by $(\mathcal{P}(A^*), \subseteq)$. Every chain $\mathcal{C}$ in $\mathcal{P}(A^*)$ contains an upper bound, namely $A^*$, and by Zorn’s lemma $\mathcal{P}(A^*)$ has a maximal element. For a family of languages $\mathcal{L}$, the set of its maximal languages is denoted by $M(\mathcal{L})$. The set of maximal languages of an $f$-family $\mathcal{L}(\mathcal{F})$ is denoted by $\mathcal{M}(\mathcal{F})$. Note that every chain in $\mathcal{L}(\mathcal{F})$, e.g., $L_1 \subseteq L_2 \subseteq \ldots$ is bounded by $\cup_{i \geq 1} L_i$ (see [8]), which implies that for every $L \in \mathcal{F}$ there is a $L_{\text{max}} \in \mathcal{L}(\mathcal{F})$ such that $L \subseteq L_{\text{max}}$.

The example below has been considered in [8, 9, 40].

Example 2.3.2 Let $A = \{a, b\}$. Consider the forbidding set $\mathcal{F} = \{\{aa, bb\}, \{ab, ba\}\}$. There are four maximal languages in $\mathcal{M}(\mathcal{F})$: $L_1 = a^* b \cup a^*$, $L_2 = ba^* \cup a^*$, $L_3 = b^* a \cup b^*$, and $L_4 = ab^* \cup b^*$.

Remark 2.3.3 Let $\mathcal{F}$ be a forbidding set and $L \in \mathcal{L}(\mathcal{F})$. Then, $w \in L$ implies that $\text{sub}(w) \subseteq \mathcal{F}$. Moreover, $\text{sub}(L) \subseteq \mathcal{F}$ (see [40]), i.e., $\text{sub}(L) \in \mathcal{L}(\mathcal{F})$.

A language is called factorial (closed by its factors) if it contains all of its factors (subwords) (see [36]). In general, $L \subseteq \text{sub}(L)$, but for a factorial language $L$ it holds that $\text{sub}(L) = L$. These observations prove the following couple of lemmas.

Lemma 2.3.4 Let $\mathcal{F}$ be a forbidding set and let $L$ be a maximal language in $\mathcal{L}(\mathcal{F})$. Then:

(i) $L$ is factorial.

(ii) every $L'$ such that $L' \subseteq L$ is in $\mathcal{L}(\mathcal{F})$.

Proof. Let $\mathcal{F}$ be a forbidding set and let $L$ be a maximal language in $\mathcal{L}(\mathcal{F})$. (i) It is clear that $L \subseteq \text{sub}(L)$. Since $L \in \mathcal{L}(\mathcal{F})$, $F \nsubseteq \text{sub}(L)$ for every $F \in \mathcal{F}$. This implies that $\text{sub}(L) \in \mathcal{L}(\mathcal{F})$ (see Remark 2.3.3). Since $L$ is maximal, it follows that
\( L = \text{sub}(L) \). Hence, \( L \) is factorial. (ii) Follows from the fact that \( F \not\subseteq \text{sub}(L) \) implies that \( F \not\subseteq \text{sub}(L') \) for every \( L' \) with \( L' \subseteq L \) (see \([8, 9, 40]\)).

\[ \]  

**Remark 2.3.5** Note that the above lemma also holds for extended forbidding families.

**Lemma 2.3.6** Given two (extended) forbidding sets \( \mathcal{F} \) and \( \mathcal{F}' \) the following holds:

(i) If \( \mathcal{M}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}') \), then \( \mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}') \).

(ii) \( \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathcal{F}') \) if and only if \( \mathcal{M}(\mathcal{F}) = \mathcal{M}(\mathcal{F}') \).

**Proof.** (i) Assume that \( \mathcal{M}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}') \). Let \( L \in \mathcal{L}(\mathcal{F}) \). Then, there is a maximal language \( L_{\text{max}} \in \mathcal{L}(\mathcal{F}) \), i.e., \( L_{\text{max}} \in \mathcal{M}(\mathcal{F}) \), such that \( L \subseteq L_{\text{max}} \). Since \( L_{\text{max}} \in \mathcal{L}(\mathcal{F}') \), from Lemma 2.3.4 it follows that \( L \in \mathcal{L}(\mathcal{F}') \). Hence, \( \mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}') \). (ii) Assume \( \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathcal{F}') \). Then, if \( L \in \mathcal{M}(\mathcal{F}) \) it follows that \( L \in \mathcal{L}(\mathcal{F}) \), which implies that \( L \in \mathcal{L}(\mathcal{F}') \). Hence, there is a \( L_{\text{max}} \in \mathcal{M}(\mathcal{F}') \) such that \( L \subseteq L_{\text{max}} \). Since \( L_{\text{max}} \) is also in \( \mathcal{L}(\mathcal{F}) \) and \( L \in \mathcal{M}(\mathcal{F}) \), it follows that \( L = L_{\text{max}} \). Hence, \( \mathcal{M}(\mathcal{F}) \subseteq \mathcal{M}(\mathcal{F}') \).

Similarly, \( \mathcal{M}(\mathcal{F}') \subseteq \mathcal{M}(\mathcal{F}) \); therefore, \( \mathcal{M}(\mathcal{F}) = \mathcal{M}(\mathcal{F}') \). Conversely, assume that \( \mathcal{M}(\mathcal{F}) = \mathcal{M}(\mathcal{F}') \) and let \( L \in \mathcal{L}(\mathcal{F}) \). Then, there is a \( L_{\text{max}} \in \mathcal{M}(\mathcal{F}) \) with \( L \subseteq L_{\text{max}} \).

Since \( L_{\text{max}} \in \mathcal{M}(\mathcal{F}') \) (respectively \( L_{\text{max}} \in \mathcal{L}(\mathcal{F}') \)), from Lemma 2.3.4 it follows that \( L \in \mathcal{L}(\mathcal{F}') \). Hence, \( \mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}') \). Similarly, \( \mathcal{L}(\mathcal{F}') \subseteq \mathcal{L}(\mathcal{F}) \); therefore, \( \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathcal{F}') \).

**Lemma 2.3.7** Let \( \mathcal{F} \) be given in minimal normal form and let \( F \in \mathcal{F} \). Then for each \( w \in F \) there exists \( L_w \in \mathcal{M}(\mathcal{F}) \) such that \( w \not\in \text{sub}(L_w) \) and \( (F\setminus\{w\}) \subset \text{sub}(L_w) \).

**Proof.** Let \( \mathcal{F} \) be given in minimal normal form and let \( F \) be a forbidder in \( \mathcal{F} \). If \( F = \{w\} \), then the lemma holds. Assume, \( |F| \geq 2 \) and let \( w \in F \). Let \( \mathcal{F}' = (\mathcal{F}\setminus\{F\}) \cup \{F'\} \), where \( F' = F\setminus\{w\} \). If for all \( L \in \mathcal{M}(\mathcal{F}) \) the word \( w \in \text{sub}(L) \),
then $L \con F$ implies $L \con F'$. So, $\mathcal{M}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F'})$ and by Lemma 2.3.6 (i), $\mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}')$. Hence, $\mathcal{F} \sim \mathcal{F}'$, which contradicts the minimality of $\mathcal{F}$. Therefore, there exists a language $L \in \mathcal{M}(\mathcal{F})$, such that $w \notin \text{sub}(L)$. Let $\mathcal{L}$ be the set of all such $L$. Suppose that for each $L \in \mathcal{L}$, $(F\{w\}) \not\subseteq \text{sub}(L)$. Then, $\mathcal{L} \subseteq \mathcal{L}(\mathcal{F'})$. Let $K \in \mathcal{M}(\mathcal{F}) \setminus \mathcal{L}$. Since $K \con F$ there is a $v \in F$ such that $v \notin \text{sub}(K)$ and since $v \neq w$ it holds that $K \con F'$. Therefore, $\mathcal{M}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F'})$ and again by Lemma 2.3.6 (i) $\mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F'})$. This implies that $\mathcal{F} \sim \mathcal{F}'$ contradicting the minimality of $\mathcal{F}$. Hence, there is $L \in \mathcal{L}$ such that $(F\{w\}) \subseteq \text{sub}(L)$.

The following example shows that there is a $\mathcal{F}$, with $F, H \in \mathcal{F}$ and $w \in F$ for which $L_w \neq L_v$ for every $v \in H$.

**Example 2.3.8** Let $\mathcal{F} = \{\{aa, bb\}, \{ab, baa, aaa\}\}$. Obviously, $\mathcal{F}$ is in minimal normal form. Let $L$ be the language consisting of all words $u$ that do not have two consecutive $a$’s. Then, $aa \notin \text{sub}(L)$, which implies that $baa, aaa \notin \text{sub}(L)$. Hence, $L \in \mathcal{L}(\mathcal{F})$. The language $L$ is maximal, since if any other word is added to $L$, $L$ will no longer be consistent with the first forbider. However, both $baa$ and $aaa$ are not in $\text{sub}(L)$.

In the above example, there is a word in one forbider ($aa$) which is in the subwords of words from another forbider ($baa$ and $aaa$). The following lemma generalizes this example.

**Lemma 2.3.9** Let $\mathcal{F}$ be given in minimal normal form. If there is $L \in \mathcal{M}(\mathcal{F})$ such that there is $F \in \mathcal{F}$ where at least two words $w, v \in F$ ($w \neq v$) are not in $\text{sub}(L)$, then there is $H \neq F, H \in \mathcal{F}$ for which there is $u \in H$ such that either $u \in \text{sub}(w)$ or $u \in \text{sub}(v)$.

**Proof.** Let $L \in \mathcal{M}(\mathcal{F})$ and let $F \in \mathcal{F}$ such that there is $w, v \in F$ with $w \neq v$ and $\{w, v\} \cap \text{sub}(L) = \emptyset$. It is clear that such $\mathcal{F}$ is not a singleton. Suppose that for every $H \neq F, H \in \mathcal{F}$ and for every $u \in H$ it holds that $u \notin \text{sub}(\{w, v\})$. Consider
\[ L' = L \cup \{v\}. \] Obviously, \( L' \cong F \). Let \( H \in \mathcal{F} \) and \( H \neq F \). If \( H \subseteq \text{sub}(L') \), it follows that there is a \( x \in H \) such that \( x \in \text{sub}(v) \), which contradicts the assumption that \( x \notin \text{sub}(v) \). Hence, \( H \nsubseteq \text{sub}(L') \) and \( L' \cong F \), which contradicts the maximality of \( L \). Thus, there is \( H \in \mathcal{F} \) which has a word \( u \in H \), such that either \( u \in \text{sub}(w) \), or \( u \in \text{sub}(v) \).

**Definition 2.3.10** For a forbidding set \( \mathcal{F} \) denote with \( \mathcal{W}(\mathcal{F}) \) all words that appear in forbidders in \( \mathcal{F} \), i.e., \( \mathcal{W}(\mathcal{F}) = \bigcup_{F \in \mathcal{F}} F \). The language \( \mathcal{W}(\mathcal{F}) \) is called subword free if for every pair of words \( w, v \in \mathcal{W}(\mathcal{F}) \) it holds that \( w \notin \text{sub}(v) \) and \( v \notin \text{sub}(w) \).

**Remark 2.3.11** Note that given \( \mathcal{F} \), if \( \mathcal{W}(\mathcal{F}) \) is subword free, then \( \mathcal{F} \) is subword free. However, the converse does not hold. In addition, a subword free \( \mathcal{W}(\mathcal{F}) \) implies that \( \mathcal{F} \) is subword incomparable. Hence, if \( \mathcal{W}(\mathcal{F}) \) is subword free then, \( \mathcal{F} \) is in minimal normal form.

**Lemma 2.3.12** Let \( \mathcal{F} \) be given and \( \mathcal{W}(\mathcal{F}) \) be subword free. Then for every \( L \in \mathcal{M}(\mathcal{F}) \), it holds that for each \( F \in \mathcal{F} \), there is a \( w \in F \) such that \( w \notin \text{sub}(L) \) and \( (F \setminus \{w\}) \subseteq \text{sub}(L) \).

**Proof.** Let \( \mathcal{F} \) be given as in the conditions of the lemma. Let \( L \in \mathcal{M}(\mathcal{F}) \) and let \( F \in \mathcal{F} \). Then, there is a \( w \in F \) such that \( w \notin \text{sub}(L) \). If \( F = \{w\} \), then the lemma holds. Suppose there is a \( v \neq w, v \in F \) such that \( v \notin \text{sub}(L) \). By Lemma 2.3.9 there is \( H \neq F, H \in \mathcal{F} \), which contains \( u \), such that either \( u \in \text{sub}(w) \) or \( u \in \text{sub}(v) \). This contradicts the assumption that \( \mathcal{W}(\mathcal{F}) \) is subword free. Therefore, \( v \in \text{sub}(L) \) for every \( v \in (F \setminus \{w\}) \).

It may be the case that \( \mathcal{W}(\mathcal{F}) \) is not subword free and the subwords of every language from \( \mathcal{M}(\mathcal{F}) \) contain all but one word from each forbinder. The following example shows that the converse of Lemma 2.3.12 does not hold.

**Example 2.3.13** Let \( \mathcal{F} = \{\{aa, bb\}, \{ab, baa\}\} \). Then every maximal language \( L \) has the property that \( \text{sub}(L) \) does not contain exactly one word from each forbinder.
in its subwords. Thus, \( M(\mathcal{F}) = \{L_1, L_2, L_3\} \) where 

\[
L_1 = \{w \mid aa \notin \text{sub}(w)\}, \quad L_2 = \{w \mid bb \notin \text{sub}(w)\} \cap \{w \mid ab \notin \text{sub}(w)\}, \quad 
\]

and 

\[
L_3 = \{w \mid bb \notin \text{sub}(w)\} \cap \{w \mid baa \notin \text{sub}(w)\}. 
\]

Given \( A \), a finitely branching infinite tree \( T_A^* \) rooted at \( \lambda \) is associated with \( A^* \). Figure 2.1 depicts the tree \( T_A^* \) for \( A = \{a, b\} \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{tree.png}
\caption{Tree associated with the language \( A^* \)}
\end{figure}

**Definition 2.3.14** Let \( A \) be given. The tree \( T_A^* \) is the tree rooted at \( \lambda \) and constructed as follows. For every \( a \in A \) there is a directed edge \((\lambda, a)\) in the tree. For every vertex in the tree \( v \) and for every \( a \in A \), there is a directed edge \((v, va)\), where \( v \) is called the \textit{parent} of \( va \) and \( va \) is called a \textit{child} of \( v \).

Since every vertex has exactly \( |A| \) children, the tree is finitely branching. Because for every vertex \( v \) there is a child \( va \) for \( a \in A \), the tree is infinite. Also, note that for every vertex \( v \) there is a unique path from \( \lambda \) to \( v \). In fact, the following correspondence holds.
Remark 2.3.15 Given $A$, there is a one-to-one correspondence between the words in $A^*$ and the vertices of $T_{A^*}$.

For example, for $A = \{a, b\}$ the path associated with $w = aaba$ is $\lambda, a, aa, aab, aaba$. Since every vertex in the tree has a unique predecessor, there is a unique path from $aaba$ to $\lambda$.

The tree $T_{A^*}$ can be used to obtain the trees for the maximal languages in an $f$-family.

Definition 2.3.16 Let $A$ be given and $\mathcal{F} = \{F_1, F_2, \ldots\}$ be a forbidding set over $A$ given in minimal normal form. The tree $T$ is said to be obtained from $T_{A^*}$ through 

branch cutting relative to $\mathcal{F}$, if $T$ is obtained through some ordering of $\mathcal{F}$ in the following way. Order the forbidders in $\mathcal{F}$. Starting with forbidder $F_1 = \{w_1, \ldots, w_n\}$ consider $n$ copies of $T_{A^*}$ and for the copy $T_i$ “cut” the incoming edge to $w_i$ removing $w_i$ and all of its descendents from the tree and cut the incoming edge to any word $x$ that has $w_i$ in its subwords and remove subsequent branches. Next, move to $F_2 = \{u_1, \ldots, u_m\}$ and for each of the $T_i$’s make $m$ copies of them $\{T_{i1}, \ldots, T_{im}\}$. From each such tree $T_{ik}$ cut (remove) the branches for $u_k$ and all words that contain it as a subword. Use this procedure to get from $F_s$ to $F_{s+1}$. Denote with $T_\mathcal{F}$ all trees that can be obtained through branch cutting from $T_{A^*}$.

For a tree $T$, denote the language defined by its vertices by $L_T$. All languages $L$, such that there is a tree $T \in T_\mathcal{F}$ with $L = L_T$ are denoted by $\mathcal{L}(T_\mathcal{F})$. Observe that $L_T \cap \mathcal{F}$ for every $T \in T_\mathcal{F}$.

Note that if $w \in F$ for some $F \in \mathcal{F}$ is such that it is removed from $T$ along with all words that contain $w$ as a subword, then the rest of $v \in F$ (if any) are not necessarily in $L_T$. For example, if $w, v \in F$ for some $F \in \mathcal{F}$ with $w \neq v$ and there is a $H \in \mathcal{F}$ with $H \neq F$ such that $v \in H$, then there will be tree in which both $w$ and $v$ will be removed.

Consider Figure 2.2, which illustrates the trees for the four maximal languages in $\mathcal{M}(\mathcal{F})$ from Example 2.3.2 obtained from the branch cutting procedure.
If \( W(F) \) is subword free, then the trees in \( T_F \) represent exactly the maximal languages in \( M(F) \).

**Proposition 2.3.17** Let \( F \) be given and \( W(F) \) be subword free. Then, \( M(F) = L(T_F) \).

**Proof.** Let \( L \in M(F) \). Then, from Lemma 2.3.12 it follows that for every \( F \in F \) there is a \( w \in F \) such that \( w \not\in \text{sub}(L) \) and \((F \setminus \{w\}) \subseteq \text{sub}(L) \). Let \( W \) be the set of all such \( w \), i.e., \( W \) contains exactly one word from each forbidden in \( F \). Order the forbidders, (respectively the \( w \)'s), i.e., \( W = \{w_1, w_2, \ldots\} \). By employing branch cutting a tree \( T \) can be obtained from \( T_{A^*} \) by taking the copy that cuts \( w_1 \) and subsequent branches and then removing \( w_2 \) from it and so on. The resulting \( T \in T_F \) is such that \( W \cap \text{sub}(L_T) = \emptyset \). Since \( W(F) \) is subword free, no other words from the forbidders are removed from \( T \). Hence, \( L \in L(T_F) \). Conversely, let \( L_T \in L(T_F) \). By construction, \( L_T \cong F \). Since \( W(F) \) is subword free for every \( F \in F \) there is \( w \in F \) such that \( w \not\in \text{sub}(L_T) \), but \((F \setminus \{w\}) \subseteq \text{sub}(L_T) \). If \( x \not\in L_T \), there is \( w_i \in \text{sub}(x) \) with \( w_i \in F_i \) for some forbidden \( F_i \). This means that the language \( L' = L_T \cup \{x\} \) is non-consistent with \( F \). Therefore, \( L_T \) is maximal. \( \blacksquare \)
2.4 Extended Forbidding Sets

The extended forbidding sets are from [16]. Given an \( f \)-family, a construction of an extended forbidding set that defines this family is presented. This section contains a characterization of extended \( f \)-families.

Let \( F \) be a forbidding set in minimal normal form. With every language \( L \in \mathcal{M}(F) \) a tree rooted at \( \lambda \) is associated. A node \( u \) at the tree of \( L \) has a child \( ua \) for \( a \in A \) if and only if \( ua \in L \). Clearly, the trees might be infinite, but each node has at most cardinality of the alphabet number of children. Denote the tree for \( L \) with \( T_L \).

An equivalent (extended) forbidding set to \( F \) is constructed in the following way. An arbitrary symbol from the alphabet set is denoted with \( a \). Let \( w = w'a \) be a word such that \( w' \) is a node in \( T_L \) for some \( L \in \mathcal{M}(F) \), but \( w \) is not a node in any \( T_L \), \( L \in \mathcal{M}(F) \). Then \( w \) is forbidden by \( F \) in every language of \( L(F) \), i.e., \( w \) is strictly forbidden in \( L(F) \). Set \( G_w = \{w\} \) and define

\[
\mathcal{C} = \{G_w \mid w \text{ is strictly forbidden in } L(F)\}.
\]

Order \( \mathcal{C} \) with \( G_w \leq G_{w'} \) if \( w \in \text{sub}(w') \). Let \( \mathcal{G} \) be the set of minimal elements of \( \mathcal{C} \) with respect to “ \( \leq \)”. Then, include \( \mathcal{G} \) in the new extended forbidding set.

Now consider a word \( v \) which is a node in \( T_L \), but \( va \) is not. In addition, \( va \) is a node of some other tree \( T_{L'} \). Then, there must be a node \( u \) in \( T_{L'} \) such that \( ua' \) is not a node in \( T_{L'} \), but it is a node in \( T_L \). Otherwise, \( L \subset L' \) and \( L \) would not be maximal. All words like \( va \) and \( ua' \) are called non-strictly forbidden for \( L(F) \). Consider

\[
\mathcal{P}' = \{va \mid va \text{ is non-strictly forbidden for } L(F)\}.
\]

Let \( \mathcal{P} = \{w \in \mathcal{P}' \mid \text{sub}(w) \cap \mathcal{P}' = \{w\}\} \). For \( w = va \in \mathcal{P} \) define

\[
H_{va,L} = \begin{cases} 
\{va\} \cup \{ub \mid ub \in L, ub \text{ is non-strictly forbidden for } L(F)\} & \text{if } va \not\in L \\
\emptyset & \text{if } va \in L.
\end{cases}
\]
Note that if $H_{va,L}$ is not empty then it is not contained in any maximal language in $\mathcal{M}(\mathcal{F})$. Define
\[
    H_{va} = \bigcup_{L \in \mathcal{M}(\mathcal{F})} H_{va,L}.
\]
Consider the non-empty subsets of $H_w$ that are not contained in any maximal language in $\mathcal{M}(\mathcal{F})$. Order these subsets with $\subseteq$ and let $Q_w$ be the set of minimal subsets of $H_w$ that contain $w$ and that are not contained in any maximal language in $\mathcal{M}(\mathcal{F})$. Include the $Q_w$’s in the new extended forbidding set.

**Lemma 2.4.1** Let $\mathcal{F}$ be given in minimal normal form. Let $\hat{\mathcal{F}} = \mathcal{G} \cup \bigcup_{w \in \mathcal{P}} Q_w$. Then, $\mathcal{L}(\mathcal{F}) = \mathcal{L}(\hat{\mathcal{F}})$.

**Proof.** Let $L \in \mathcal{M}(\mathcal{F})$. Let $F \in \hat{\mathcal{F}}$. By construction of $\hat{\mathcal{F}}$, $F$ is either in $\mathcal{G}$ or in $Q_w$ for some $w \in \mathcal{P}$. If $F \in \mathcal{G}$, then $F = \{w\}$ for some $w$ and $w$ is strictly forbidden. Hence, $F \not\subseteq \text{sub}(L)$. If $F \in Q_w$ for some $w \in \mathcal{P}$, then $F$ is a minimal subset of $H_w$ that contains $w$ and is not contained in any maximal language. Again, $F \not\subseteq L$ and since $L$ is maximal $F \not\subseteq \text{sub}(L)$. So, $L \in \mathcal{L}(\hat{\mathcal{F}})$ which establishes $\mathcal{M}(\mathcal{F}) \subseteq \mathcal{L}(\hat{\mathcal{F}})$. By Lemma 2.3.6, $\mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\hat{\mathcal{F}})$.

For the converse, note that by construction each forbider from $\mathcal{F}$ is in $\hat{\mathcal{F}}$. If $F = \{w\}$ then $F \in \mathcal{G}$ since $\mathcal{F}$ is in minimal normal form. If $F$ has more than one word, then by Lemma 2.3.7, there is a maximal language $L_F \in \mathcal{M}(\mathcal{F})$ such that $L_F$ contains all words from $F$ but one. Let $w \in F$ be such that $w \not\in L_F$. Since $Q_w$ contains all minimal sets that contain $w$ and are not in any maximal language, it follows that $F \in Q_w$. Hence, $\mathcal{L}(\hat{\mathcal{F}}) \subseteq \mathcal{L}(\mathcal{F})$.

The extended forbidding set $\hat{\mathcal{F}}$ obtained with the construction above is called **maximal set of forbidders**. The example below uses the forbidding set from Example 2.3.2 to illustrate the above construction.

**Example 2.4.2** Let $\mathcal{F} = \{aa, bb\}, \{ab, ba\}$. Following the maximal set construction $\mathcal{C} = \{a^iba, b^iab, ab^i a, ba^i b \mid i \geq 1\} \cup \{a^i ba, b^i aa \mid i > 1\}$. The minimal elements are
\( G = \{ \{ ab^ia \}, \{ ba^ib \} \mid i \geq 1 \} \cup \{ \{ aabb \}, \{ bbba \} \} \). Note that \( ba \) is a word such that \( b \) is a word in \( L_1 \) but \( ba \notin L_1 \). Also, \( ba \in L_2 \). Thus, \( \mathcal{P} = \{ aa, bb, ab, ba \} \). The set \( H_{ba} \) can be obtained in the following way:

\[
H_{ba,L_1} = \{ ba, ab, aa, aab, ..., a^n b, ... \mid n \geq 1 \},
H_{ba,L_2} = H_{ba,L_3} = \emptyset,
H_{ba,L_4} = \{ ba, bb, ab, abb \}.
\]

The minimal subsets of \( \mathcal{H}_{ba} = H_{ba,L_1} \cup H_{ba,L_4} \) are \( Q_{ba} = \{ \{ ba, a^n b \} \mid n \geq 1 \} \cup \{\{ ba, aa, bb \}, \{ ba, abb \} \} \). Using similar arguments

\[
Q_{ab} = \{ \{ ab, b^n a \} \mid n \geq 1 \} \cup \{ \{ ab, baa \}, \{ ab, aa, bb \} \},
Q_{aa} = \{ \{ aa, b^n a \} \mid n > 1 \} \cup \{ \{ aa, bb \}, \{ aa, ab, ba \} \},
Q_{bb} = \{ \{ bb, a^n b \} \mid n > 1 \} \cup \{ \{ aa, bb \}, \{ ab, ba, bb \} \}, \{ bb, baa \} \}.
\]

In this example the extended forbidding set \( \hat{\mathcal{F}} \) is a forbidding set, which is not in minimal normal form. The minimal normal form of \( \hat{\mathcal{F}} \) is \( \mathcal{F} \), and \( \mathcal{F} \subseteq \hat{\mathcal{F}} \).

The characterization of extended \( f \)-families presented below follows from the above construction.

**Theorem 2.4.3** Let \( \mathcal{L} \) be a family of languages with the set of maximal languages \( \mathcal{M}(\mathcal{L}) \). The following are equivalent:

(i) For all \( L \in \mathcal{M}(\mathcal{L}) \), \( L \) is factorial and if \( L' \subset L \) then \( L' \in \mathcal{L} \).

(ii) \( \mathcal{L} \) is an extended \( f \)-family.

**Proof.** If \( \mathcal{L} \) satisfies (i), then the maximal set of forbidders provides an extended forbidding set \( \hat{\mathcal{F}} \) such that \( \mathcal{L} = \mathcal{L}(\hat{\mathcal{F}}) \). By Remark 2.3.5, the maximal languages of an extended \( f \)-family satisfy (i).

\[ \blacksquare \]

Lemmas 2.3.4 and 2.3.6 show that if \( \mathcal{L} \) is an \( f \)-family, then Theorem 2.4.3 (i) also holds. However, the next example shows that Theorem 2.4.3 (i) may define an
extended $f$-family that is not an $f$-family.

**Example 2.4.4** Let $\hat{F} = \{\{aba, ab^2a, ab^3a, \ldots\}\}$ and $\mathcal{L} = \mathcal{L}(\hat{F})$. Then $\mathcal{M}(\hat{F}) = \mathcal{M}(\mathcal{L})$, hence satisfies the two properties of Theorem 2.4.3 (i), but $\mathcal{L}$ is not an $f$-family.

**Corollary 2.4.5** Let $\mathcal{L}$ be a family of languages with the set of maximal languages $\mathcal{M}(\mathcal{L})$. If $\mathcal{M}(\mathcal{L})$ is finite and if for all $L \in \mathcal{M}(\mathcal{L})$, $L$ is factorial and $L' \subset L$ implies $L' \in \mathcal{L}$, then $\mathcal{L}$ is an $f$-family.

### 2.5 Generated Languages

The notion of generated languages appeared in [16]. In order to define step by step derivation of languages defined by an enforcing set, the authors in [8, 9, 40] define $\mathcal{E}$-extensions. For an enforcing set $\mathcal{E}$ and languages $K$ and $L$, $L$ is an $\mathcal{E}$-extension of $K$ (written as $K \vdash_{\mathcal{E}} L$), if for each $(X, Y) \in \mathcal{E}$, $X \subseteq K$ implies $L \cap Y \neq \emptyset$.

As defined, it is not necessarily the case that $K \subseteq L$; however, in the process of derivation of a language, this premise is included. The process of computation of $fe$-systems in represented in [8, 9, 40] by a $\Gamma$-tree. A $\Gamma$-tree is a rooted, finitely branching tree where the labels of the nodes are finite languages from $\mathcal{L}(\mathcal{F})$ and the label of each child is an $\mathcal{E}$-extension of the label of the parent that contains it as a subset.

The authors in [8] take the smallest $\mathcal{E}$-extensions steps in order to generate a language that satisfies a given enforcing set $\mathcal{E}$. It follows that every language $L$ that contains $X$ from an enforcer $(X, Y) \in \mathcal{E}$ has to contain a minimal set of words defined by the enforcing set $\mathcal{E}$. In this section the classes of languages defined rather than derived by an $fe$-system are considered. A new definition, namely of generated and minimal generated languages, is introduced. These notions may be seen as “faster steps” through the $\Gamma$-tree defined in [8, 9, 40] and in that sense expand the notion of $\mathcal{E}$-extensions.

**Definition 2.5.1** Let $X \in \mathcal{E}^{(1)}$. A language $g(X)$ generated by $X$ is a language
that satisfies the following two conditions:

(i) \( X \subseteq g(X) \)

(ii) \( g(X) \text{ sat } (X', Y') \) for every \((X', Y') \in \mathcal{E}\).

A generated language \( g_m(X) \) is called minimal, if no proper subset of it is a generated language.

Let \( \mathcal{E} \) be an enforcing set and let \( X \in \mathcal{E}^{(1)} \). Denote the family of generated languages of \( X \) with respect to \( \mathcal{E} \) by \( G_{\mathcal{E}}^{X} \) or simply \( G_{X} \) when \( \mathcal{E} \) is understood. The family of minimal generated languages of \( X \) with respect to \( \mathcal{E} \) is denoted by \( M_{\mathcal{E}}^{X} \) or simply \( M_{X} \) when \( \mathcal{E} \) is understood. The set \( \mathcal{M}(\mathcal{E}) = \cup_{X \in \mathcal{E}^{(1)}} M_{X} \) is called the minimal generated set of \( \mathcal{E} \).

**Remark 2.5.2** It follows from the definition of minimal generated languages that if \( \mathcal{E} \) is an enforcing set and \( X \in \mathcal{E}^{(1)} \), then for every language \( L \) such that \( L \text{ sat } \mathcal{E} \), \( X \subseteq L \) implies that \( L \) contains as a subset a minimal generated language \( g_m(X) \in M_{X} \).

Note that a generated language always satisfies \( \mathcal{E} \), whereas an \( \mathcal{E} \)-extension may not. The following example shows how \( \mathcal{E} \)-extensions and minimal generated languages differ.

**Example 2.5.3** Let \( \mathcal{E} = \{(\{a, aa\}, \{bb, ba\}), (\{ba\}, \{ab\})\} \) and consider the language \( X = \{a, aa\} \) in \( \mathcal{E}^{(1)} \). Then \( \{a, aa, bb\} \) and \( \{a, aa, ba, ab\} \) are minimal generated languages for \( X \). The set \( \{a, aa, bb, ba\} \) is not a generated language for \( X \), but it is an \( \mathcal{E} \)-extension for the language \( X \) and it does not satisfy \( \mathcal{E} \). Finally, \( \{a, aa, bb, ba, ab\} \) is generated, but it is not minimal.

Lemma 11.14 in [40] shows a redundancy in the enforcing set: if \((X, Y), (X', Y')\) are two different enforcers in \( \mathcal{E} \) such that \( X \subseteq X' \) and \( Y \subseteq Y' \), then \( \mathcal{E} \sim \mathcal{E}' \) where \( \mathcal{E}' = \mathcal{E} \setminus \{(X', Y')\} \). Although not as simple, the following definition extends the notion of redundancy.
**Definition 2.5.4** Given $\mathcal{E}$, the enforcer $(X', Y')$ is redundant for $\mathcal{E}$, if there exists another enforcer $(X, Y) \in \mathcal{E}$ with $X \subseteq X'$ and $Y' \cap g_m(X) \neq \emptyset$ for all $g_m(X) \in M_X'$, where $\mathcal{E}' = \mathcal{E}\setminus\{(X', Y')\}$.

In particular, if $X \subseteq X'$ and $Y \subseteq Y'$, then every $g_m(X) \in M_X'$ is such that $g_m(X) \cap Y \neq \emptyset$, hence $g_m(X) \cap Y' \neq \emptyset$, i.e., $(X', Y')$ is redundant.

**Example 2.5.5** Let $\mathcal{E} = \{(\{a\}, \{b\}), (\{b\}, \{c, d\}), (\{a, e\}, \{c, d, f\})\}$, and consider $X = \{a\}$. Observe that any language that satisfies the first two enforcers and contains $a$, has to have either $\{a, b, c\}$ or $\{a, b, d\}$ as subsets, which satisfies the third (redundant) enforcer in both cases.

The following lemma shows that redundant enforcers can be erased from the enforcing set.

**Lemma 2.5.6** If $(X', Y')$ is redundant for $\mathcal{E}$, then $\mathcal{L}(\mathcal{E}) = \mathcal{L}(\mathcal{E}')$, where $\mathcal{E}' = \mathcal{E} \setminus \{(X', Y')\}$.

**Proof.** It is clear that $\mathcal{L}(\mathcal{E}) \subseteq \mathcal{L}(\mathcal{E}')$. Let $L \in \mathcal{L}(\mathcal{E}')$. If $X' \not\subseteq L$, then $L \in \mathcal{L}(\mathcal{E})$. Assume $X' \subseteq L$. Since $(X', Y')$ is redundant, there is an enforcer $(X, Y) \in \mathcal{E}$ such that $X \subseteq X'$ and $g_m(X) \cap Y' \neq \emptyset$ for all $g_m(X) \in M_X'$. Since $L$ contains at least one $g_m(X)$ from $M_X'$, $L$ sat $(X', Y')$.

**Remark 2.5.7** Example 2.5.5 shows a finite enforcing set where for each $X \in \mathcal{E}^{(1)}$, there is a finite number of finite minimal generated languages of $X$. It is obvious that finite enforcing sets have a finite minimal generated set of finite generated languages, i.e., if $\mathcal{E}$ is finite, then $\mathcal{M}(\mathcal{E})$ is finite and every $g_m \in \mathcal{M}(\mathcal{E})$ is a finite language.

**Remark 2.5.8** An infinite finitary enforcing set $\mathcal{E}$ may have an infinite minimal generated set $\mathcal{M}(\mathcal{E})$ in which the minimal generated languages $g_m$ are finite or infinite, or it may have a finite $\mathcal{M}(\mathcal{E})$, which must contain an infinite generated language $g_m$. 
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The examples that follow and Lemma 2.5.13 prove this fact. The next two examples show that an infinite finitary enforcing set may have an infinite minimal generated set of infinite minimal generated languages or an infinite minimal generated set of finite minimal generated languages.

Example 2.5.9 Let $\mathcal{E} = \{\left(\{a^i\}, \{a^{2i}, b^{2i}\}\right), \left(\{b^i\}, \{a^{2i+1}, b^{2i+1}\}\right) \mid i > 0\}$. Then $M_{\{a\}}$ is an infinite family of infinite languages. To see this, we construct a tree rooted at $a$ with two children $a^2$ and $b^2$. The enforcer $\left(\{a^2\}, \{a^4, b^4\}\right)$ defines two children for $a^2$ to be $a^4$ and $b^4$ and the enforcer $\left(\{b^2\}, \{a^5, b^5\}\right)$ defines two children for $b^2$ to be $a^5$ and $b^5$. Continuing this way one can define the children for each new node and the corresponding enforcer. Note that the labels of the nodes in the resulting tree are all distinct, the tree is infinite and the union of the labels of an infinite path that starts at the root is a minimal generated language for the set $X = \{a\}$. Since there is an infinite number of such infinite paths, there is an infinite number of minimal generated languages and each minimal generated language is infinite.

Example 2.5.10 The infinite enforcing set $\mathcal{E} = \{\left(\{a^i\}, \{b^i\}\right) \mid i \geq 1\}$ contains an infinite minimal generated set of finite minimal generated languages, i.e., $g_m(\{a^i\}) = \{a^i, b^i\}$ for $i \geq 1$.

The following two examples show that an infinite finitary enforcing set may have a finite minimal generated set, which contains an infinite minimal generated language.

Example 2.5.11 Consider $\mathcal{E} = \{((\emptyset, \{\lambda\}), (\{\lambda\}, \{a\})) \cup \{(\{a^i\}, \{a^{i+1}\}) \mid i \geq 1\}\}$. There is only one minimal generated language in $M_{\emptyset}$ which is $a^*$. The same is true for $M_X$ for any $X \in \mathcal{E}^{(1)}$. Hence, $\mathcal{M}(\mathcal{E}) = \{a^*\}$.

Example 2.5.12 Let $Z = \{w_1, w_2, \ldots\}$ be an infinite set of words. Consider the enforcing set $\mathcal{E} = \{\left(\{w_1, w_2\}, \{w_3\}\right), \left(\{w_2, w_3\}, \{w_4\}\right), \left(\{w_2, w_4\}, \{w_1\}\right) \cup \{(\{w_n, w_{n+1}\}, \{w_{n+2}\}), \left(\{w_n, w_{n+2}\}, \{w_1\}\right), \left(\{w_1, w_n\}, \{w_2\}\right) \mid n \geq 3\}$. It is obvious that this enforcing set is infinite and finitary. Notice that $\mathcal{M}(\mathcal{E})$ is a singleton.
and its only minimal generated language contains all words in \( Z \). In other words, \( M_X = \{ Z \} \) for all \( X \in \mathcal{E}^{(1)} \).

The following lemma shows that an infinite finitary enforcing set with finite \( \mathcal{M}(\mathcal{E}) \) must have an infinite generated language.

**Lemma 2.5.13** Let \( \mathcal{E} \) be infinite and finitary, such that \( \mathcal{M}(\mathcal{E}) \) is finite. Then there exists an infinite generated language.

**Proof.** Since \( \mathcal{M}(\mathcal{E}) \) is finite, there are a finite number of families of minimal generated languages \( M_X \). Denote these families by \( M_1, M_2, \ldots, M_k \), i.e., \( \mathcal{M}(\mathcal{E}) = \bigcup_{i=1}^{k} M_i \). Since there are infinitely many distinct \( X \)'s (due to \( \mathcal{E} \) being infinite) and finitely many \( M_i \)'s, there must exist at least one \( M_j \) such that for infinitely many \( X \)'s in \( \mathcal{E}^{(1)} \), we have \( M_X = M_j \). Let \( g_m(X) \in M_j \). Since \( g_m(X) \) is a minimal generated language for infinitely many \( X \)'s, it follows that \( g_m(X) \) contains all these \( X \)'s as subsets. Hence, \( g_m(X) \) is infinite. (In fact, all generated sets in \( M_j \) are infinite.)

Lemma 2.5.13 is used to show that infinite enforcing sets define non-open families of languages (Proposition 3.4.7).
Chapter 3

Topological Properties of \( fe \)-Families of Languages

This chapter provides basic topological properties of the space \( \mathcal{P}(A^*) \) using the metric defined in [8] and [40]. It includes a characterization of continuous morphisms and investigates the topological properties of language families as subspaces of \( \mathcal{P}(A^*) \). We show that \( fe \)-systems define classes of languages different than Chomsky families of languages.

3.1 The Cantor Space \( \mathcal{P}(A^*) \)

In this section, the space \( \mathcal{P}(A^*) \) with the metric defined in [10] and [40] is investigated. This metric comes naturally from the one defined for the \( \omega \)-words in [11] and [39] and the one used in symbolic dynamics (see [26, 27]). Although the metric is natural, the study of the space of formal languages (the language space) as a topological (metric) space did not appear in literature until [16]. Other topologies on formal languages are considered in [25].

Denote the symmetric difference of \( L_1 \) and \( L_2 \) by \( L_1 \triangle L_2 \).

Definition 3.1.1 (Language Metric) The distance between any two languages \( L_1 \) and \( L_2 \) in \( \mathcal{P}(A^*) \) is:

\[
d(L_1, L_2) = \begin{cases} \frac{1}{2^j} & \text{for } j = \min \{|w| \mid w \in L_1 \triangle L_2\} \text{ if } L_1 \neq L_2 \\ 0 & \text{if } L_1 = L_2. \end{cases}
\]
For example, let $L_1 = ab^*a$ and $L_2 = a(bb)^*a$. The shortest word in the symmetric difference of $L_1$ and $L_2$ is $aba$; hence, $d(L_1, L_2) = 2^{-3}$.

It is easy to see that $d$ defined above is a metric. The open ball centered at $L$ with radius $\delta$ is the set of all languages that are at a distance less than $\delta$ from $L$. It is denoted by $B_d(L, \delta)$. Clearly, $K \in B_d(L, \delta)$ if and only if $K \leq^m L \leq^m$ for any $m$ such that $2^{-m} < \delta$. There is a close relationship between the language metric and the one defined for $\omega$-words in [11], whose definition is recalled below.

**Definition 3.1.2 (\(\omega\)-word Metric)** The $\omega$-word distance between any two words $\xi$ and $\eta$ in $A^\omega$ is:

$$\rho(\xi, \eta) = \begin{cases} \frac{1}{2^j}, & \text{for } j = \min \{i \mid \xi_i \neq \eta_i\} \text{ if } \xi \neq \eta \\ 0, & \text{if } \xi = \eta \end{cases}$$

As it is well known, $A^\omega$ equipped with the metric $\rho$ is homeomorphic to the Cantor space (see for ex. [11, 26, 39]). Open balls in $A^\omega$ centered at $\xi$ with radius $\delta$ are denoted by $B_\rho(\xi, \delta)$. The homeomorphism defined in Proposition 3.1.4 establishes the connection between $\mathcal{P}(A^*)$ and $\{0, 1\}^\omega$.

**Definition 3.1.3** Let $K$ be a language. A cylinder set centered at $K$ with bound $m$ is $C(K)_m = \{L \mid L \leq^m K \leq^m\}$.

Note that $K$ and $L$ belong to the same cylinder set with bound $m$ if and only if $L \cap A \leq^m = K \cap A \leq^m$. The collection of cylinder sets corresponds to the open balls for $\mathcal{P}(A^*)$ and hence is a basis for the topology defined by $d$. Given $m$, $\mathcal{P} = \{C(K)_m \mid K \in \mathcal{P}(A^*)\}$ forms a finite partition on $\mathcal{P}(A^*)$. For example, if $m = 1$ and $A = \{a, b\}$, then there are eight cylinder sets in the partition $\mathcal{P}$. Namely, $\mathcal{P} = \{\emptyset, \{\lambda\}, \{a\}, \{\lambda, a\}, \{b\}, \{\lambda, b\}, \{a, b\}, \{\lambda, a, b\}\}$. For example, the cylinder set $C(\emptyset)_1$ consists of all languages whose words have length greater or equal to 2. It is easy to see that every language from $\mathcal{P}(A^*)$ belongs to exactly one of these eight cylinder sets.

The above definition corresponds to the definition for cylinder sets in $X^\omega$ defined with $C_i(a_0 \cdots a_k) = \{\xi \mid \xi_i \xi_{i+1} \cdots \xi_k = a_0 a_1 \cdots a_k\}$ (see for ex. [26]).
Assume that the symbols in \( A \) are ordered and words in \( A^* \) are also ordered lexicographically, i.e., there exists an ordering map \( \iota : \mathbb{N} \to A^* \) such that \( w(i) = w_i \). Let \( X = \{0, 1\} \).

**Proposition 3.1.4** Let \( \phi : \mathcal{P}(A^*) \to X^\omega \) be a map such that \( \phi(L) = \xi \), where \( \xi(i) = 1 \) if and only if \( w_i \in L \). Then \( \phi \) is a homeomorphism.

**Proof.** Obviously, \( \phi \) is a bijection. Let \( B_d(L, \delta) \) with \( \delta > \frac{1}{2m} \) be an open ball in \( \mathcal{P}(A^*) \). For each \( w \in L^{\leq m} \) let \( i(w) \) be the order of \( w \) in \( A^* \), i.e., \( i(w) = \iota^{-1}(w) \). Let \( \phi(L) = \xi \) and let \( j = \max \{i(w) \mid w \in L^{\leq m}\} \). Then \( \phi(B_d(L, \delta)) = C_0(\xi_0 \cdots \xi_j) \). Hence both \( \phi \) and \( \phi^{-1} \) are continuous.

This proves the following theorem.

**Theorem 3.1.5** The space \( \mathcal{P}(A^*) \) is homeomorphic to the Cantor space.

Proposition 3.1.4 shows that \( \phi \) maps cylinder sets into cylinder sets. As in \( X^\omega \), every cylinder set in \( \mathcal{P}(A^*) \) is clopen (closed and open); hence, compact.

Present below is a direct proof of the theorem. A topological space is called perfect, if it has no isolated points. Note that no isolated point is a limit point (see [29]).

**Theorem 3.1.6** The space \( \mathcal{P}(A^*) \) is

(i) compact

(ii) perfect

(iii) totally disconnected.

Therefore, it is homeomorphic to the Cantor space.

**Proof.** Compact. Let \( \{L_n\}_{n \geq 0} \) be a sequence of languages in \( \mathcal{P}(A^*) \). It is sufficient to show that \( \{L_n\}_{n \geq 0} \) contains a convergent subsequence. If \( \{L_n\}_{n \geq 0} \) is a finite family
of languages, then there is a language \( K \) and an infinite index set \( I \subseteq \{0, 1, \ldots \} \) such that \( K = L_i \) for \( i \in I \). In this case \( \{L_i\}_{i \in I} \) is a convergent subsequence. Now assume that \( \{L_n\}_{n \geq 0} \) is an infinite family of languages. Cantor diagonalization is used next. Consider \( \mathcal{P}(A^0) = \{\emptyset, \{\lambda\}\} \). From the infinitely many languages in \( \{L_n\} \), each of them either has \( \lambda \) or not, hence there is at least one infinite index set \( I_0 \subseteq \{0, 1, \ldots \} \) and \( X_0 \in \mathcal{P}(A^0) \), for which \( X_0 = L_i^{(0)} \) for all \( i \in I_0 \). All these languages \( \{L_i\}_{i \in I_0} \) have the property that either \( \lambda \) is in all of them or \( \lambda \) is in neither of them. Proceed by induction and assume that for \( m \geq 0 \) there is an infinite index set \( I_m \) and a set \( X_m \in \mathcal{P}(A^m) \) such that \( L_j^{(m)} = X_m \) for all \( j \in I_m \). Now consider the finite set \( \mathcal{P}(A^{m+1}) \). Since \( I_m \) is infinite, there is an infinite subset \( I_{m+1} \subseteq I_m \) of indexes and at least one set \( X_{m+1} \in \mathcal{P}(A^{m+1}) \) with \( L_j^{(m+1)} = X_{m+1} \) for all \( j \in I_{m+1} \). For each \( m \) pick \( K_m \) from the set \( \{L_j\}_{j \in I_m} \) and consider \( \{K_m\}_{m \geq 0} \). Then \( K = \bigcup_{n \geq 0} X_m \) is the limit of \( K_m \), since by construction for all \( n \geq 0 \) it holds that \( K_m^{\leq n} = K^{\leq n} \) for all \( m \geq n \).

*Perfect.* It is sufficient to show that every language is a limit point of \( \mathcal{P}(A^*) \). Let \( L \in \mathcal{P}(A^*) \). If \( L \) is finite, then there is \( m \) such that \( L \subseteq A^m \). Consider the sequence of languages \( \{L_n\}_{n \geq 0} \) such that \( L_n = L^{\leq n} \) for \( n \leq m \) and for \( n > m \), \( L_n = L \cup \{a^n\} \) for some \( a \in A \). Then for all \( i > m \) \( L_n^{\leq i} = L^{\leq i} \) for all \( n > i \), i.e., \( L_n \to L \). If \( L \) is infinite, then the sequence of finite languages \( L_n = L^{\leq n} \) converges to \( L \) (Lemma 3.3.1).

*Totally disconnected.* In order to show that \( \mathcal{P}(A^*) \) is totally disconnected, it suffices to show that the connected components are singletons, i.e., any two languages \( L_1 \) and \( L_2 \) belong to different connected components. If \( L_1 \neq L_2 \), then there is a minimal \( m \) such that \( L_1 \Delta L_2 \cap A^m \neq \emptyset \). Let \( w \) be a word in the intersection \( L_1 \Delta L_2 \cap A^m \). Consider the sets \( \mathcal{B} = \{L \mid L \in \mathcal{P}(A^*) \text{ and } w \in L\} \) and \( \mathcal{C} = \{L \mid L \in \mathcal{P}(A^*) \text{ and } w \notin L\} \). Then \( d(\mathcal{B}, \mathcal{C}) \geq 2^{-m} \), both are open and their union is the whole space. Hence, they separate \( L_1 \) and \( L_2 \). To see that they are open, note that \( \mathcal{B} = \bigcup_{L \in \mathcal{B}} B_d(L, 2^{-(m+1)}) \). Similarly for \( \mathcal{C} \).

\[\blacksquare\]
3.2 Continuous Functions

In this section homomorphisms that extend to continuous functions on $\mathcal{P}(A^*)$ are characterized. Note that concatenation of languages $L_1L_2 = \{uv \mid u \in L_1, v \in L_2\}$ makes $\mathcal{P}(A^*)$ a monoid with identity $\{\lambda\}$. A function $\tilde{h} : \mathcal{P}(A^*) \to \mathcal{P}(B^*)$ is an extension of a homomorphism $h : A^* \to B^*$ if $\tilde{h}(L) = \{h(w) \mid w \in L\}$. If $\tilde{h}$ is an extension of $h$ then $\tilde{h}$ is a monoid morphism, i.e., $\tilde{h}(L_1L_2) = \tilde{h}(L_1)\tilde{h}(L_2)$. The homomorphism $h$ is $\lambda$-free, if $h(a) \neq \lambda$ for all $a \in A$.

**Theorem 3.2.1** Let $\tilde{h} : \mathcal{P}(A^*) \to \mathcal{P}(B^*)$ be an extension of a morphism $h : A^* \to B^*$. Then $\tilde{h}$ is continuous if and only if $h$ is $\lambda$-free.

**Proof.** Consider a cylinder $C(K)_m$ centered at $K \in \mathcal{P}(B^*)$. Let $L = \{w \mid w$ is in a language in $\tilde{h}^{-1}(K_{\leq m})\}$. The cylinder set $C(L)_m$ centered at $L$ maps into $C(K)_m$. Let $L_1^{\leq m} = L_{\leq m}$ and $\tilde{h}(L_1) = K_1$. Let $u \in K_1$ and $|u| \leq m$. Then there is a word $u' \in L_1$ with $h(u') = u$. Since $L_1^{\leq m} = L_{\leq m}$, we have $u' \in L$ and hence $u = h(u') \in K$, i.e., $K_1^{\leq m} \subseteq K_{\leq m}$. By the symmetry of the argument for $L$ and $L_1$ we have $K_1^{\leq m} = K_{\leq m}$.

Conversely, assume that there is $a \in A$ with $h(a) = \lambda$. Then either $h(A) = \{\lambda\}$ or there is $b$ such that $h(b) \neq \lambda$. Consider $L_0 \subseteq A^*bA^*bA^*$ where $b$ is such that $h(b) \neq \lambda$. Let $m > |h(b)|$. For every $n$ define $L_n = L_0 \cup \{a^kb \mid k \geq n\}$. Then $L_0^{\leq n} = L_n^{\leq n}$ for all $n$ but $d(\tilde{h}(L_0), \tilde{h}(L_n)) = 2^{-|h(b)|} > 2^{-m}$. Hence, $\tilde{h}$ is not continuous. In the event that $h(A) = \{\lambda\}$, it is obvious that $\tilde{h}$ is not continuous since $\tilde{h}(\mathcal{P}(A^*)) = \{\emptyset, \{\lambda\}\}$. 

By Proposition 3.1.4, $\mathcal{P}(A^*)$ and $\{0, 1\}^\omega$ are homeomorphic. Theorem 2.1 in [39] classifies the continuous maps on $X^\omega$. It states that a map $\varphi : X^\omega \to Y^\omega$ is continuous if and only if it is an extension of a totally unbounded (infinite languages map into infinite languages) and sequential (image of a prefix of a word is a prefix of the image of the same word) mapping $\varphi : X^* \to Y^*$. Let $X = Y = \{0, 1\}$ and consider two arbitrary alphabets $A$ and $B$. Both $\mathcal{P}(A^*)$ as well as $\mathcal{P}(B^*)$ are homeomorphic to $X^\omega$. A homomorphism $\tilde{h} : \mathcal{P}(A^*) \to \mathcal{P}(B^*)$ extends to a map $\hat{h}$.
such that $\hat{h}F_A = F_B\bar{h}$ where $F_A, F_B$ are the corresponding homeomorphisms defined in Proposition 3.1.4 from $\mathcal{P}(A^*)$ and $\mathcal{P}(B^*)$ to $\{0,1\}^\omega$ respectively (see Figure 3.1). It is easy to see that any homomorphism $\bar{h} : \mathcal{P}(A^*) \to \mathcal{P}(B^*)$ defines a sequential $\hat{h}$ and the $\lambda$-free requirement for $h$ corresponds to totally unbounded $\hat{h}$. It follows that Theorem 3.2.1 is a corollary of Theorem 2.1 in [39] and Proposition 3.1.4.

It should be noted, however, that representing $fe$-families as sets of infinite sequences is difficult and unnatural. For example, describing an $f$-family $\mathcal{L}(\mathcal{F})$ with $\mathcal{F} = \{\{ab\}\}$ follows our intuition, i.e., every language in this family is a subset of $b^*a^*$.

An attempt to describe the same family using infinite sequences would be quite burdensome since one has to have at hand the order (index) of all words that contain $ab$ as a subword. Then convert the language $K = \{w \mid ab \in \text{sub}(w)\}$, to an infinite sequence $\xi$ as in Proposition 3.1.4 and exclude from $X^\omega$ all sequences $\eta$ that contain at least one 1 at a position where $\xi$ also contains a 1.

Infinite sequences will not be discussed further in this work.

**Proposition 3.2.2** If $h : A^* \longrightarrow B^*$ is an injective morphism, then $h$ extends to a continuous $\bar{h}$.

**Proof.** Suppose $h$ does not extend to a continuous $\bar{h}$. Then $h(a) = \lambda$ for some $a \in A$ and $h(\lambda) = \lambda$. Contradiction, since $h$ is one-to-one. 

Figure 3.1: Continuous functions
The proof of the following facts are straight forward and are omitted. These are examples of continuous functions that are not morphisms on languages.

**Proposition 3.2.3** The following functions \( P(A^*) \to P(A^*) \) are continuous.

(i) \( S_L \) defined with \( S_L(K) = KL \) for a fixed \( L \).

(ii) \( P_L \) defined with \( P_L(K) = LK \) for a fixed \( L \).

(iii) \( U_L \) defined with \( U_L(K) = L \cup K \) for a fixed \( L \).

(iv) \( I_L \) defined with \( I_L(K) = L \cap K \) for a fixed \( L \).

(v) \( C \) defined with \( C(K) = K^c \) (\( K^c \) is the complement of \( K \)).

(vi) \( H \) defined with \( H(K) = KK \).

(vii) \( T \) defined with \( T(K) = K^* \).

### 3.3 Chomsky Families as Subspaces of \( P(A^*) \)

Let \( \text{FIN}, \text{REG}, \text{CF}, \text{CS}, \text{RE} \) denote the families of finite, regular, context free, context sensitive and recursively enumerable languages respectively. This section shows that these families do not correspond to “nice” topological spaces.

A sequence of languages \( \{L_n\}_{n \geq 0} \) is **convergent** to a language \( L \), if for each \( m \in \mathbb{N} \) there is \( M \in \mathbb{N} \), such that \( L_i \leq^m L \leq^m L \) whenever \( i > M \). This is denoted by \( L_n \to L \).

The next lemma follows directly from the definitions. (See also [10, 40].)

**Lemma 3.3.1** For each language \( L \), the sequence \( \{L_m\}_{m \geq 0} = \{L \leq^m\}_{m \geq 0} \) of finite parts of \( L \) converges to \( L \), i.e., \( L \leq^m \to L \).

The above lemma shows that every infinite language is a limit of a sequence of finite languages. Hence the following theorem.

**Theorem 3.3.2** (i) Every family of languages \( \mathcal{L} \neq P(A^*) \) that contains \( \text{FIN} \) is not closed.
(ii) None of the classes FIN, REG, CF, CS, RE is topologically closed.

(iii) The FIN family is dense in $\mathcal{P}(A^*)$.

(iv) Every open ball in $\mathcal{P}(A^*)$ contains a non r.e. language.

Proof.

(i) Follows from the fact that if $K$ is any language and $K \notin \mathcal{L}$, then $K^{\leq n} \to K$ and each $K^{\leq n}$ is finite. So, $K$ belongs to the closure of $\mathcal{L}$, i.e., $\text{closure}(\mathcal{L}) \neq \mathcal{L}$.

(ii) Follows from (i).

(iii) Follows from the fact that every language is a limit of a sequence of finite languages (Lemma 3.3.1).

(iv) Let $R$ be a non r.e. language and define $R^{-j} = R \setminus R^{\leq j}$. For every language $L \in \mathcal{P}(A^*)$ and for every $j > 0$ we have that $d(L, L^{\leq j} \cup R^{-j}) < 2^{-j}$.

The above theorem shows that the well known Chomsky families of languages do not have “nice” properties in this topology. In the study of formal languages these families contain languages that are classified by means much different than topological properties and are separated either by the types of automata that recognize them or by the types of grammars. In this sense, the two regular languages $a^+$ and $a^*$ would be considered very close to each other. But in topological sense, they are at distance 1 from each other (the largest distance possible!). Other topologies on the space of formal languages have also shown to be not suitable for characterizing and classifying the Chomsky hierarchy [25].

3.4 Topological Properties of $f_e$-Families

This section shows that the topology coming from the language metric is a natural framework for investigating $f_e$-systems. The authors in [8, 40] show that $f_e$-systems
define families of languages that are closed sets. This fact along with Theorem 3.3.2 lead to the following.

**Theorem 3.4.1** For all $X$, $X \in \{ \text{FIN, REG, CF, CS, RE} \}$, there is no $fe$-system $\Gamma$ such that $L(\Gamma) = X$.

By [8, 40], $L(F)$ is a closed set for every $F$. As closed subsets of a compact metric space, $L(F)$ are compact. The following proposition shows that they are not open.

**Proposition 3.4.2** Let $F$ be a nontrivial forbidding set. Then $L(F)$ is not open.

*Proof.* Since $F$ is not empty, there exists a forbidder $F \in F$ such that $F$ is finite, non-empty, and the words in $F$ are distinct from the empty word $\lambda$.

Let $L \in L(F)$ be given and choose $a \in A$. Then for each $s > 0$ consider $L_s = L \cup \{a^s w \mid w \in F\}$. Observe that $L_s \in B_d(L, \frac{1}{2s})$ but $L_s \not\in L(F)$, since $F \subseteq \text{sub}(L_s)$. Hence, $L(F)$ is not open.

Note that if $F$ is trivial, then by Remark 2.1.3, $L(F) = P(A^*)$ and is open by definition. Also, the above proof shows a stronger result, which we state in the following corollary.

**Corollary 3.4.3** Let $F$ be a nontrivial forbidding set. Then every nonempty subset $V \subseteq L(F)$ is not open.

*Proof.* Proceed as in the previous proof, except that $L \in V$. Since $L_s \not\in L(F)$ for each $s$, then $L_s \not\in V$. So, $V$ is not open.

Note that if $V = \emptyset$, it is open by the definition.

Authors in [8] and [40] show that $L(E)$ are closed sets in $P(A^*)$. Hence these sets are also compact. The following discusses under what conditions they are open.

**Proposition 3.4.4** If $E$ is finite, then $L(E)$ is open.
Proof. If $\mathcal{E}$ is empty, then $\mathcal{L}(\mathcal{E}) = \mathcal{P}(A^*)$, hence, it is open. Assume $\mathcal{E}$ is not empty and let $\mathcal{E} = \{(X_1, Y_1), \ldots, (X_n, Y_n)\}$. Let $X = X_1 \cup \ldots \cup X_n$ and $Y = Y_1 \cup \ldots \cup Y_n$ and let $m = \max \{|w| \mid w \in X \cup Y\}$. Let $K \in \mathcal{L}(\mathcal{E})$ and let $L$ be any language such that $K^{\leq m} = L^{\leq m}$. Observe that $L \in \mathcal{L}(\mathcal{E})$. Let $(X_i, Y_i) \in \mathcal{E}$. If $X_i \not\subseteq L$, then $L \not\sat(X_i, Y_i)$. If $X_i \subseteq L$, then $X_i \subseteq K$ and since $Y_i \cap L = Y_i \cap K \neq \emptyset$ it holds that $L \not\sat(X_i, Y_i)$. Therefore $L \in \mathcal{L}(\mathcal{E})$. This shows that $B_d(K, \frac{1}{2m}) \subseteq \mathcal{L}(\mathcal{E})$. Hence, $\mathcal{L}(\mathcal{E})$ is open.

Proposition 3.4.4 confirms that the boundary conditions of finite enforcing sets are not very restrictive, and by the observation in Theorem 3.3.2 they contain non r.e. languages. In fact, we have the following observation.

Remark 3.4.5 For each cylinder set $C = C(K)_m$ the enforcing set $\mathcal{E}_C = \{((\emptyset, \{w\}) \mid w \in K^{\leq m}\}$ is such that $C \subseteq \mathcal{L}(\mathcal{E}_C)$.

The above proposition shows that a $fe$-system with empty forbidders and finite enforcers is an open set that contains basis elements for the topology on $\mathcal{P}(A^*)$. The infinite enforcing sets have potential to provide families of languages that do not contain non r.e. languages. The following observations show that in the case of infinite enforcing sets, the defined family is always non-open.

Example 3.4.6 If $\mathcal{E}$ is infinite, then $\mathcal{L}(\mathcal{E})$ is not necessarily open. To see this, consider the brute enforcing set $\mathcal{E} = \{((\emptyset, \{w\}) \mid w \in L \text{ and } L \text{ is infinite}\}$. Let $K \in \mathcal{L}(\mathcal{E})$. Since $L$ is infinite, for each $m$ there is $w_m \in L$ such that $|w_m| > m$. Then $L_m = K \setminus \{w_m\}$ is such that $L_m^{\leq m} = K^{\leq m}$, but $L_m \not\in \mathcal{L}(\mathcal{E})$.

The enforcing set discussed in the above example is not finitary, but a similar argument can be made for its finitary equivalent enforcing set $\mathcal{E}' = \{((\emptyset, \{w_1\}), \{w_1\}, \{w_2\}), \ldots\}$ and the infinite language $L = \{w_1, w_2, \ldots\}$. The following proposition shows that the above example is part of a general rule.

Proposition 3.4.7 Let $\mathcal{E}$ be infinite and finitary. Then $\mathcal{L}(\mathcal{E})$ is not open.
Proof. Two cases are considered. In the case that $\mathcal{M}(\mathcal{E})$ is infinite we proceed as follows. Consider an infinite sequence of generated sets. Since $\mathcal{L}(\mathcal{E})$ is compact and every generated set is in $\mathcal{L}(\mathcal{E})$, there is a convergent subsequence, say $\{K_n\}_{n \geq 0}$ of generated sets. Denote its limit by $K$. Then, since $\mathcal{L}(\mathcal{E})$ is closed, $K$ is in $\mathcal{L}(\mathcal{E})$. To show that $\mathcal{L}(\mathcal{E})$ is not open we observe that every open ball centered at $K$ contains a language that is not in $\mathcal{L}(\mathcal{E})$. Let $m \geq 0$. There is an $N$ such that for all $n \geq N$, $K_n \leq m = K \leq m$. Since there are infinitely many such generated sets $K_n$, there exists at least one (say $K_l, l \geq N$) which contains a word longer than $m$. Remove this word from $K_l$ to obtain $\overline{K_l}$. Now $\overline{K_l} \notin \mathcal{L}(\mathcal{E})$ but $d(\overline{K_l}, K) < \frac{1}{2^m}$.

In the case that $\mathcal{M}(\mathcal{E})$ is finite it follows from Lemma 2.5.13 that there exists an infinite minimal generated set, which we denote by $K$. As in the case of infinite number of generated sets, the fact that every open ball centered at $K$ contains a language that is not in $\mathcal{L}(\mathcal{E})$ is shown. Since $K$ is infinite, for every $m \geq 0$ there is a word $w_m \in K$, such that $|w_m| > m$. Now for every $m \geq 0$ construct the language $L_m = K \setminus \{w_m\}$. Then for every $m \geq 0$, $L_m \in B_d(K, \frac{1}{2^m})$ but $L_m \notin \mathcal{L}(\mathcal{E})$ because $L_m$ is a proper subset of a minimal generated set.

Propositions 3.4.4 and 3.4.7 establish a topological difference between finite and infinite enforcing sets. They show that infinite finitary enforcing sets cannot be equivalent to finite enforcing sets, because the first type of sets describes non-open families of languages and the latter - open. This fact is stated in the following corollary.

**Corollary 3.4.8** For every infinite finitary enforcing set there is no finite enforcing set equivalent to it and vice versa.

The fact that $\mathcal{L}(\mathcal{F}, \mathcal{E})$ is always closed follows from the equality $\mathcal{L}(\mathcal{F}, \mathcal{E}) = \mathcal{L}(\mathcal{F}) \cap \mathcal{L}(\mathcal{E})$ and the fact that both $\mathcal{L}(\mathcal{F})$ and $\mathcal{L}(\mathcal{E})$ are closed. However, this set may not be open.

**Theorem 3.4.9** A fe-system $\Gamma = (\mathcal{F}, \mathcal{E})$ defines a nonempty open family of languages if and only if $\mathcal{F} = \emptyset$ and $\mathcal{E}$ is finite.
Proof. If $\mathcal{F} = \emptyset$ and $\mathcal{E}$ is finite, then $\mathcal{L}(\mathcal{F}, \mathcal{E}) = \mathcal{L}(\mathcal{E})$, which is by Proposition 3.4.4 is open. Conversely, let $\mathcal{L}(\mathcal{F}, \mathcal{E}) = V$ where $V \neq \emptyset$ and is open. Then, since $V \subset \mathcal{L}(\mathcal{F})$ from Proposition 3.4.2 and Corollary 3.4.3, it follows that $\mathcal{F} = \emptyset$. Then, $\mathcal{L}(\mathcal{F}, \mathcal{E}) = \mathcal{L}(\mathcal{E})$ which implies that $\mathcal{E}$ is finite.

Note that in the case that $\mathcal{L}(\mathcal{F}, \mathcal{E}) = \emptyset$ the $fe$-family is open, but as Examples 2.2.2 and 2.2.3 show $\mathcal{F}$ may be nonempty and $\mathcal{E}$ may be infinite.

Although every cylinder set is included in an $e$-family (Remark 3.4.5), there are cylinder sets (open balls) that define families of languages that cannot be defined by $fe$-systems.

**Example 3.4.10** For the cylinder set $C = C(\{a, ba\})_2$ there is no $fe$-system $\Gamma$ such that $\mathcal{L}(\Gamma) = C$. To see this note that $C$ is open and nonempty, hence $\mathcal{F} = \emptyset$ and $\mathcal{E}$ is finite. Then any nonempty combination of words $\{b, aa, ab, bb\}$ must be “excluded” from all languages by means of enforcing only, which is impossible.

The above example extends to the following fact.

**Proposition 3.4.11** Let $P$ be a nonempty finite set of words and let $\mathcal{L}$ be a family of languages such that $L \in \mathcal{L}$ if and only if $P \cap L = \emptyset$. Then for every $fe$-system $\Gamma$, $\mathcal{L}(\Gamma) \neq \mathcal{L}$.

**Proof.** Let $P$ and $\mathcal{L}$ be as defined in the proposition. Suppose there exists a $fe$-system $\Gamma$ such that $\mathcal{L}(\Gamma) = \mathcal{L}$. Then the language $K = A^* \setminus P$ belongs to $\mathcal{L}(\Gamma)$. Let the maximum length of a word in $P$ be $n$. Then all words of length greater than $n$ are in $K$, which implies that $\mathcal{F} = \emptyset$. But then the words from $P$ cannot be excluded by enforcing only. Contradiction, hence no such $\Gamma$ exists.

Proposition 3.4.11 can be proved by topological observation, as well. Let the maximal length of words in $P$ be $n$. Let $L \in \mathcal{L}$ and consider the cylinder $C(L)_m$ for some some $m \geq n$. Then, $C(L)_m \subseteq \mathcal{L}$, hence $\mathcal{L}$ is open. Since $\mathcal{L} \neq \emptyset$, from Theorem...
it follows that $\mathcal{F} = \emptyset$ and $\mathcal{E}$ is finite. But then, the words from $P$ cannot be excluded by enforcing only.

**Corollary 3.4.12** Let $C = C(K)_m$ be a cylinder set with $K \neq A^{\leq m}$. Then $C$ is not a $fe$-family.

*Proof.* Let $P = K^c \cap A^{\leq m}$. Then the corollary follows from Proposition 3.4.11.

**Corollary 3.4.13** A cylinder set $C = C(K)_m$ is a $fe$-family if and only if $K = A^{\leq m}$.

*Proof.* By letting $\mathcal{F} = \emptyset$ and enforcing $A^{\leq m}$ as in Remark 3.4.5 we obtain a $fe$-family equal to the cylinder set. The converse follows from Corollary 3.4.12.
Morphisms and $fe$-Families of Languages

Morphisms $h : A^* \to B^*$ that extend to $\bar{h} : \mathcal{P}(A^*) \to \mathcal{P}(B^*)$, where $A$ and $B$ are two not necessarily distinct alphabets are considered. The relationship between morphic images of $fe$-families and $fe$-families of morphic images of $fe$-systems is investigated. Conditions under which morphic images of $fe$-families are $fe$-families themselves are studied. In the following, $h$ is written instead of $\bar{h}$ when it is clear which function is used from the context.

4.1 Morphic Maps and $fe$-Families

In general, a morphic image of a $fe$-family is not necessarily the same as the $fe$-family of the morphic image of the $fe$-system. In this section, we investigate under what morphisms these families coincide.

**Proposition 4.1.1** Let $\mathcal{F}$ be a forbidding set over the alphabet $A$ and $h : A^* \to B^*$ be a surjective $\lambda$-free morphism. Then $\mathcal{L}(h(\mathcal{F})) \subseteq h(\mathcal{L}(\mathcal{F}))$.

**Proof.** Let $L \in \mathcal{L}(h(\mathcal{F}))$ and let $K = h^{-1}(L)$. Since $h$ is onto, $h(K) = L$. Since $h$ is a morphism, if $w \in \text{sub}(K)$, then $h(w) \in \text{sub}(h(K))$. Let $F \in \mathcal{F}$, then $h(F) \in h(\mathcal{F})$. If $F \subseteq \text{sub}(K)$, then $h(F) \subseteq \text{sub}(L)$, which contradicts the fact that $L \in \mathcal{L}(h(\mathcal{F}))$. So, $K \in \mathcal{L}(\mathcal{F})$ and hence $L \in h(\mathcal{L}(\mathcal{F}))$. $lacksquare$
Here the $\lambda$-free requirement is essential, since if $h(a) = \lambda$ for some $a \in A$ then the image of the forbidding set $\{ \{a\} \}$ is not a forbidding set. Note that an injective morphism is necessarily $\lambda$-free which, also, implies that every bijective morphism (isomorphism) is $\lambda$-free.

**Proposition 4.1.2** Let $\mathcal{F}$ be given and $h : A^* \to B^*$ be an injective morphism. Then $h(\mathcal{L}(\mathcal{F})) \subseteq \mathcal{L}(h(\mathcal{F}))$.

**Proof.** Let $L \in h(\mathcal{L}(\mathcal{F}))$. Then there is $K \in \mathcal{L}(\mathcal{F})$, such that $h(K) = L$. Let $F' \in h(\mathcal{F})$, then there is $F \in \mathcal{F}$, such that $h(F) = F'$. Since $K \in \mathcal{L}(\mathcal{F})$, $K \con F$. This means that there is $w \in F$, such that $w \not\subseteq \text{sub}(K)$. Consider $h(w) = w'$. Note that $w' \in F'$. Next, it is shown that $L \con F'$ by showing that $w' \not\subseteq \text{sub}(L)$. Suppose $w' \in \text{sub}(L)$. Then there is $x' \in L$, such that $w' \subseteq \text{sub}(x')$. Also, there is $x \in K$, such that $h(x) = x'$. Since $h$ is one-to-one, only $w$ can map to $w'$, whence $w \subseteq \text{sub}(x)$. Contradiction, since $w \not\subseteq \text{sub}(K)$. Therefore, $L \con F'$, which implies $L \in \mathcal{L}(h(\mathcal{F}))$.

The following example shows that that surjectivity is essential in Proposition 4.1.1, injectivity is essential in Proposition 4.1.2, and equality does not necessarily hold in both propositions.

**Example 4.1.3**

(a) Let $A = \{a, b, c\}$ and $B = \{d, e\}$ with $h(a) = h(b) = d$ and $h(c) = e$. Let $\mathcal{F}$ contain only one forbider $F = \{ac, bc\}$ and let $K = \{bc\}$. Then $h(K) = h(F)$ and it is not in $h(\mathcal{L}(\mathcal{F}))$, but $h(K) \not\in \mathcal{L}(h(\mathcal{F}))$. This example shows that equality does not always hold in Proposition 4.1.1. It, also, shows that injectivity is essential in Proposition 4.1.2.

(b) To observe that Proposition 4.1.1 does not hold if $h$ is not surjective consider $A = \{a, b\}$ and $B = \{c, d, e\}$ with $h(a) = c$ and $h(b) = d$. Let $\mathcal{F} = \{\{aa\}\}$. Then $L = \{e\} \in \mathcal{L}(h(\mathcal{F}))$, but $L \not\in h(\mathcal{L}(\mathcal{F}))$ since $h(\mathcal{L}(F)) \subseteq \{c, d\}^*$. This
example, also, shows that equality does not necessarily hold in Proposition 4.1.2.

Similar properties hold for enforcing families. In this case the requirement that $h$ is a morphism is not necessary.

**Proposition 4.1.4** Let $\mathcal{E}$ be given and $h : A^* \rightarrow B^*$ be a surjective map. Then $L(h(\mathcal{E})) \subseteq h(L(\mathcal{E}))$.

**Proof.** Let $L \in L(h(\mathcal{E}))$ and let $K = \{w \mid h(w) \in L\}$. Since $h$ is onto, $h(K) = L$. Suppose $K \text{nsat} \mathcal{E}$. Then there is an enforcer $(X, Y) \in \mathcal{E}$ that is not satisfied by $K$. The image of this enforcer $(h(X), h(Y))$ is in $h(\mathcal{E})$ and as such is satisfied by $L$. Since $X \subseteq K$, we have that $h(X) \subseteq L$, and so $h(K) \cap h(Y)$ is not empty. If $w' \in h(K) \cap h(Y)$, then $w' \in h(Y)$ so, there is $w \in Y$, such that $h(w) = w'$. The fact that $w' \in h(K)$ implies that $w \in K$, since $h$ is injective. Since $K \text{sat} (X, Y)$, it follows that $Y \cap K \neq \emptyset$. Let $w \in Y \cap K$. Then $w \in Y$ and $h(w) \in Y'$. Also, $w \in K$, which implies that $h(w) \in L$. This means that $L \text{sat} (X', Y')$, i.e., $L \in L(h(\mathcal{E}))$.

**Proposition 4.1.5** Let $\mathcal{E}$ be an enforcing set and $h$ be an injective map $h : A^* \rightarrow B^*$. Then $h(L(\mathcal{E})) \subseteq L(h(\mathcal{E}))$.

**Proof.** Let $L \in h(L(\mathcal{E}))$. Then there is $K \in L(\mathcal{E})$, such that $h(K) = L$. Let $(X', Y') \in h(\mathcal{E})$ with $h((X, Y)) = (X', Y')$. If $X' \not\subseteq L$, then $L$ satisfies this enforcer trivially. If $X' \subseteq L$, then $X \subseteq K$ since $h$ is injective. Since $K \text{sat}(X, Y)$, it follows that $Y \cap K \neq \emptyset$. Let $w \in Y \cap K$. Then $w \in Y$ and $h(w) \in Y'$. Also, $w \in K$, which implies that $h(w) \in L$. This means that $L \text{sat} (X', Y')$, i.e., $L \in L(h(\mathcal{E}))$. 

Consider again $A = \{a, b, c\}$ and $B = \{d, e\}$ with $h(a) = h(b) = d$ and $h(c) = e$. Let $\mathcal{E} = \{\{ab\}, \{cc\}\}$. Since the language $K = \{aa\}$ maps into $L = \{dd\}$, we have that $L \in h(L(\mathcal{E}))$. However, $L \notin L(h(\mathcal{E}))$. This example shows that equality does
not always hold in Proposition 4.1.4. It, also, shows that injectivity is essential for Proposition 4.1.5. To see that surjectivity is essential for Proposition 4.1.4 consider \( A = \{a, b\} \) and \( B = \{c, d, e\} \). Once again, let \( h(a) = c \) and \( h(b) = d \). For \( \mathcal{E} = \{\{a\}, \{b\}\} \) and \( L = \{e\} \) we have that \( L \in \mathcal{L}(h(\mathcal{E})) \) but \( L \notin h(\mathcal{L}(\mathcal{E})) \). This example, also, shows that equality does not always hold in Proposition 4.1.5.

The next corollary follows straight forward.

**Corollary 4.1.6** Let \( h : A^* \to B^* \) be a morphism that extends to a morphism \( \overline{h} : \mathcal{P}(A^*) \to \mathcal{P}(B^*) \). Let \( \mathcal{F} \) be a forbidding set, \( \mathcal{E} \) an enforcing set and \( \Gamma = (\mathcal{F}, \mathcal{E}) \) an fe-system. The following holds:

(i) If \( h \) is bijective then \( h(\mathcal{L}(\mathcal{F})) = \mathcal{L}(h(\mathcal{F})) \) and \( h(\mathcal{L}(\mathcal{E})) = \mathcal{L}(h(\mathcal{E})) \).

(ii) If \( h \) is surjective and \( \lambda \)-free, then \( \mathcal{L}(h(\Gamma)) \subseteq h(\mathcal{L}(\Gamma)) \).

(iii) If \( h \) is injective, then \( h(\mathcal{L}(\Gamma)) \subseteq \mathcal{L}(h(\Gamma)) \).

(iv) If \( h \) is bijective, then \( h(\mathcal{L}(\Gamma)) = \mathcal{L}(h(\Gamma)) \).

By the above corollary, a bijective homomorphism, i.e., an isomorphism always maps fe-families into fe-families.

### 4.2 Characterizing Morphic Images as fe-Families

An investigation of under what conditions fe-families are mapped into fe-families is presented in this section. Unlike what the results from the previous section may suggest, \( f \)-families and \( e \)-families behave differently under the same morphism. Morphisms that increase the length of a word fail to map \( f \)-families into \( f \)-families, but may not affect the \( e \)-families. Similarly, morphisms that are not surjective fail to map \( e \)-families into \( e \)-families, but may not affect the \( f \)-families.

**Proposition 4.2.1** Let \( h : A^* \to B^* \) where \( |A| > 1 \) be a morphism, such that there is a symbol \( a \in A \) with \( |h(a)| > 1 \). Then there is a forbidding set \( \mathcal{F} \) such that \( h(\mathcal{L}(\mathcal{F})) \) is not an \( f \)-family.
Proof. Let \( a \in A \) with \( |h(a)| > 1 \). Let \( \mathcal{F} = \{ \{ c \} \mid c \in A \text{ and } c \neq a \} \). Then \( \mathcal{L}(\mathcal{F}) = \{ L \mid L \subseteq a^* \} \). Consider \( h(\mathcal{L}(\mathcal{F})) \). The language \( \{ b \} \not\in h(\mathcal{L}(\mathcal{F})) \) for every \( b \in B \). Suppose that there is a forbidding set \( \mathcal{F}' \) such that \( h(\mathcal{L}(\mathcal{F})) = \mathcal{L}(\mathcal{F}') \). Then for every \( b \in B \), \( \{ b \} \) must be a forbidden and since the only nonempty subword of \( b \) is \( b \) itself, \( \{ b \} \) must be in \( \mathcal{F}' \). This implies that \( \mathcal{L}(\mathcal{F}') = \{ \emptyset, \{ \lambda \} \} \), which contradicts the fact that there are non-trivial languages in \( h(\mathcal{L}(\mathcal{F})) \) (for example \( h(\{ a \}) \in h(\mathcal{L}(\mathcal{F})) \)). Hence the proposition follows.

Note that even though the image of an \( f \)-family under such morphisms might not be an \( f \)-family, it can still be an \( fe \)-family, as shown in the next example.

Example 4.2.2 Let \( A = B = \{ a, b \} \) and \( h(a) = aa \). Let \( \mathcal{F} = \{ \{ b \} \} \). Then \( \mathcal{L}(\mathcal{F}) = \{ L \mid L \subseteq a^* \} \). Consider \( h(\mathcal{L}(\mathcal{F})) \). It is not an \( f \)-family as observed in the proof of Proposition 4.2.1, but it is an \( fe \)-family. Consider the \( fe \)-system \( \Gamma = (\mathcal{F}', \mathcal{E}') \) where \( \mathcal{E}' = \{ \{ a^{2n+1} \}, \{ b \} \mid n \geq 1 \} \) and \( \mathcal{F}' = \{ \{ b \} \} \). Observe that \( h(\mathcal{L}(\mathcal{F})) = \mathcal{L}(\Gamma) \).

The above proposition, also, follows from Lemma 2.3.4 since, when \( |h(a)| > 1 \) for some symbol \( a \), we can find an \( \mathcal{F} \) such that the maximal languages in \( \mathcal{M}(\mathcal{F}) \) map into languages that are not factorial. If there exists a morphism \( h : \mathcal{P}(A^*) \to \mathcal{P}(B^*) \) that maps every \( f \)-family into an \( f \)-family, then \( h(A) \subseteq B \). The following example presents a morphism of this type mapping \( f \)-families into \( f \)-families.

Example 4.2.3

(a) Consider \( A = \{ a, b \} \) and \( B = \{ c, d \} \) and a morphism \( h \) such that \( h(a) = h(b) = c \). If \( \mathcal{F} = \{ \{ aa, ab \}, \{ ba \}, \{ bb \} \} \) then \( \mathcal{L}(\mathcal{F}) \) consists of all languages that are subsets of \( a^* \cup b \). Hence, \( h(\mathcal{L}(\mathcal{F})) \) is the family of all languages that are subsets of \( c^* \) and \( \mathcal{F}' = \{ \{ d \} \} \).

(b) For \( h, A, \) and \( B \) as above, set \( \mathcal{F} = \{ \{ ab, ba \}, \{ aa \}, \{ bb \} \} \). Then \( \mathcal{L}(\mathcal{F}) \) consists of languages that don’t have words of length larger or equal to 3. Thus, we can set \( \mathcal{F}' = \{ \{ d \}, \{ ccc \} \} \).
Proposition 4.2.4 Let $h : A \to B$ extend to a morphism $h : A^* \to B^*$. Then for every $\mathcal{F}$ there exists an extended $\mathcal{F}'$ such that $h(\mathcal{L}(\mathcal{F})) = \mathcal{L}(\mathcal{F}')$.

Proof. Let $\mathcal{F}$ be a forbidding set. Let $L$ be a maximal language in $h(\mathcal{L}(\mathcal{F}))$. Then, there is a language $L' \in \mathcal{M}(\mathcal{F})$, such that $h(L') = L$. It is sufficient to observe that (i) from Theorem 2.4.3 holds for $L$. Let $K \subseteq L$. Then every word in $K$ has a preimage in $L'$. So there is $K' \subseteq L'$ such that $h(K') = K$. Since $K' \in \mathcal{L}(\mathcal{F})$ it holds that $K \in h(\mathcal{L}(\mathcal{F}))$. Observe that, since $h$ maps symbol to symbol, $L$ is factorial. Consider $w \in L$ and $x \in \text{sub}(w)$. Then there is $w' \in L'$ and $x' \in \text{sub}(w)$ such that $h(w') = w$ and $h(x') = x$. Since $L'$ is factorial, it follows that $x' \in L'$ which implies that $x \in L$.

The following result states that surjectivity is essential for mapping $e$-families into $e$-families.

Proposition 4.2.5 Let $h : A^* \to B^*$ be a non surjective morphism. Then for every enforcing set $\mathcal{E}$, $h(\mathcal{L}(\mathcal{E}))$ is not an $e$-family.

Proof. The proposition follows from the fact that there exists a word $w \in B^*$ such that $h^{-1}(w) = \emptyset$. Suppose there exists $\mathcal{E}'$ such that $h(\mathcal{L}(\mathcal{E})) = \mathcal{L}(\mathcal{E}')$. Let $L \in h(\mathcal{L}(\mathcal{E}))$ and consider a language $K \in \mathcal{L}(\mathcal{E})$ that contains $L \cup \{w\}$ as a subset. (Such a language always exists. In particular, $B^*$ is one such language.) Then $K$ is in $h(\mathcal{L}(\mathcal{E}))$, as well, which contradicts the fact that $h^{-1}(w) = \emptyset$. Hence, no such $\mathcal{E}'$ exists.

Although the image of an $e$-family under a non surjective morphism is not an $e$-family, it could be an $fe$-family, as shown in the following example.

Example 4.2.6 Consider $A = \{a, b\}$, $B = \{a, b, c\}$ and $h : A^* \to B^*$ with $h(a) = a$ and $h(b) = b$. Then, given $\mathcal{E}$ let $\Gamma = (\{\{c\}\}, \mathcal{E})$. We have that $h(\mathcal{L}(\mathcal{E})) = \mathcal{L}(\Gamma)$.
Thus, a morphism that maps $e$-families to $e$-families is necessarily surjective. The following examples illustrate such morphisms and point to the difficulty in constructing enforcers in the image family. This difficulty stems from the fact that the new enforcers do not necessarily have a preimage in the old enforcers, as seen in the following two examples. In both cases the enforcers defining the image family have completely different structure than the ones we started with.

**Example 4.2.7**

(a) Let $A = \{a, b\}$ and $B = \{c\}$. Let $h : A^* \to B^*$ be a morphism such that $h(a) = h(b) = c$. Consider

$$E = \{\{(aa), \{a^3\}\}, \{(aa), \{a^4\}\}, \{(ab), \{a^5\}\}, \{(ba), \{a^5\}\}, \{(bb), \{a^5\}\}\}.$$ 

The minimal generated sets for $E$ are: $g_m(\{aa\}) = \{a^2, a^3, a^4\}$, $g_m(\{ab\}) = \{ab, a^5\}$, $g_m(\{ba\}) = \{ba, a^5\}$, and $g_m(\{bb\}) = \{bb, a^5\}$. They all map into two sets $\{c^2, c^3, c^4\}$ and $\{c^2, c^5\}$. Consider a language $K \in h(L(E))$ that contains the word $cc$. Since $h^{-1}(cc) = \{aa, ab, ba, bb\}$, $K$ must contain an image of a minimal generated set, i.e., $K$ has as a subset either $\{c^2, c^3, c^4\}$ or $\{c^2, c^5\}$. Thus, if there is $E'$ such that $h(L(E)) = L(E')$, then there must be an enforcer $(X, Y)$ in $E'$ with $X = \{cc\}$. Note that $\{ba, a^5, b^3\}$ and $\{ba, a^5, b^4\}$ are in $L(E)$ and they map into $\{c^2, c^3, c^5\}$ and $\{c^2, c^4, c^5\}$. So, there are the following enforcers $E' = \{\{(c^2), \{c^3, c^4, c^5\}\}, \{(c^2, c^3), \{c^4, c^5\}\}, \{(c^2, c^4), \{c^3, c^5\}\}).$ In this case $h(L(E)) = L(E')$.

(b) Consider $A = \{a, a', b, b', c, c'\}$ and $B = \{a, b, c\}$. Let $h : A^* \to B^*$ such that $h(a) = h(a') = a$, $h(b) = h(b') = b$, and $h(c) = h(c') = c$. Let

$$E = \{\{(a, b), \{abc\}\}, \{(a', b'), \{abc\}\}, \{(a', c), \{abc\}\}, \{(a', c'), \{abc\}\}, \{(b', c), \{abc\}\}, \{(b', c'), \{abc\}\}\}.$$ 

Then $h(L(E)) = L(E')$ where $E' = \{(a, b, c), \{abc\}\}$.

Recall that an open map is a function that maps open sets into open sets.
Corollary 4.2.8 Let \( h : A^* \to B^* \) be a morphism that defines an open map on the space of languages. If for every fe-family \( \Gamma = (F, E) \) over alphabet \( A \) there is an fe-family \( \Gamma' = (F', E') \) over \( B \) such that \( h(L(\Gamma)) = L(\Gamma') \) then \( h \) is surjective.

Proof. Assume that every fe-family maps with \( h \) onto an fe-family. Then such a family with empty enforcers, or with an empty forbidding set also maps into an fe-family. Let \( \Gamma = (F, E) \) be such that \( F = \emptyset \) and \( E \) be finite. Then \( L(\Gamma) \) is open and \( h(L(\Gamma)) \) is open, as well. This means that in \( \Gamma' = (F', E') \) the forbidding set must be empty and the set of enforcers must be finite. By Proposition 4.2.5 \( h \) is surjective.

Unfortunately, the converse does not hold even when \( h \) maps symbols to symbols surjectively. Consider the following example.

Example 4.2.9 Let \( A = \{a, b, \} \), \( B = \{c\} \) and \( a \mapsto c \), \( b \mapsto c \). Let \( F = \{aa, bb\} \), \( \{ab\} \), \( \{ba\} \) and

\[
E = \{(aa, \{bb\}), (\{bb\}, \{aa\}), (\{a\}, \{a^3\}), (\{b\}, \{b^3\})\} \\
\cup \{(\{a^i\}, \{a^{i+1}\}), (\{b^i\}, \{b^{i+1}\}), (\{a^i\}, \{a\}), (\{b^i\}, \{b\}) \mid i \geq 3\}.
\]

Then \( L(\Gamma) \) besides the trivial, contains exactly two languages \( \{a, a^3, a^4, \ldots\} \) and \( \{b, b^3, b^4, \ldots\} \). The only non trivial set in \( h(L(\Gamma)) \) is \( K = \{c, c^3, c^4, \ldots\} \). What can \( \Gamma' \) such that \( L(\Gamma') = \{K\} \) be? First note that any forbidding set in normal form must be at most a singleton \( \{c^i\} \). But in that case, no power of \( c \) larger than \( i \) is allowed in a language of \( L(\Gamma') \). So \( F' = \emptyset \). But then, if \( K \text{ sat } E' \), we have that \( c^i \text{ sat } E' \) too. Hence, it is impossible to exclude \( c^2 \) using an enforcing set \( E' \) only, i.e., there is no \( \Gamma' \) such that \( L(\Gamma') = h(L(\Gamma)) \).
Chapter 5

Forbidding and Enforcing of Graphs

In this chapter graph $fe$-systems are defined and investigated. They were inspired by language $fe$-systems and self-assembly of shapes. Forbidding and enforcing systems on graphs define new classes of graphs based on two sets of boundary conditions. Forbidding conditions state that certain combinations of graphs cannot be subgraphs of a graph. Enforcing conditions state that whenever certain graphs are subgraphs of a graph, then they are required to be embedded in pre-specified larger subgraphs of that graph. All graphs that obey the forbidding and enforcing constraints specified by a $fe$-system form the $fe$-family of graphs.

5.1 Definitions

The graphs $G = (V, E)$ in this chapter are simple, meaning no loops and no multi-edges are allowed. They are, also, undirected. A graph is connected if between every pair of vertices there is a path. In this chapter all graphs are connected, unless indicated otherwise.

An isomorphism between two simple graphs $G$ and $H$ is a vertex bijection $\varphi : V_G \to V_H$ such that for each $u, v \in V_G$, $u$ and $v$ are adjacent in $G$ if and only if $\varphi(u)$ and $\varphi(v)$ are adjacent in $H$. Implicitly, there is also an edge bijection $E_G \to E_H$ such that $uv \to \varphi(u)\varphi(v)$. Two simple graphs $G$ and $H$ are called isomorphic if there is an isomorphism from $G$ to $H$.

A trivial graph is a graph consisting of one vertex and no edges and a null graph
is a graph whose vertex- and edge-sets are empty. The trivial graph is denoted by \( \Lambda \) and the null graph by \( \emptyset \). In the set of all connected graphs, the only graph with a vertex of degree 0 is the trivial graph. A connected graph which is not isomorphic to \( \Lambda \) or to \( \emptyset \) will be called *non-trivial*.

A *subgraph* of a graph \( G \) is a graph \( H \) whose vertex and edge sets are subsets of these of \( G \). For that matter, any graph isomorphic to \( H \) is, also, considered a subgraph of \( G \). This is denoted by \( H \leq G \) or \( H < G \), depending on whether \( H \) could be isomorphic to \( G \) or not. In this chapter, both \( G \cong H \) and \( G = H \) denote that \( G \) is isomorphic to \( H \). So, \( \leq \) is the graph embedding, i.e., every graph isomorphic to a subgraph of graph \( G \) is considered to be a subgraph of \( G \). The set \( \text{sub}(G) \) contains all subgraphs of \( G \) up to isomorphism, i.e., \( \text{sub}(G) = \{ H \mid H \leq G \} \). Thus, a finite set of graphs \( F \) is a subset of \( \text{sub}(G) \) (denoted by \( F \subseteq \text{sub}(G) \)), if for every graph from \( F \), there is a subgraph of \( G \) isomorphic to it. Similarly, \( F \not\subseteq \text{sub}(G) \), if there is a graph in \( F \) for which no subgraph of \( G \) is isomorphic to it. Let \( F \) be a set of graphs. Define \( \text{sub}(F) = \{ H \mid \text{there is } K \in F \text{ such that } H \leq K \} \). Or else, \( \text{sub}(F) = \bigcup_{K \in F} \text{sub}(K) \).

A *non-connected* graph \( X \) is a subgraph of \( G \) denoted by \( X \leq G \), if for every connected component \( C \) in \( X \) there is a \( H \leq G \) such that \( C \) is isomorphic to \( H \) and there is an embedding \( \phi : X \to G \), such that for every two components \( C_1 \) and \( C_2 \) of \( X \), \( V(\phi(C_1)) \cap V(\phi(C_2)) = \emptyset \). (So, if \( X \) has two disjoint 3-cycles then \( G \) has two disjoint 3-cycles, as well.)

A graph is *finite* if its vertex (resp. edge set) is finite. Otherwise, it is infinite. The set of all finite connected graphs is denoted by \( \mathcal{U} \).

Some commonly used notation is observed: \( P_n \) is a path on \( n \) vertices, \( C_n \) is a cycle of length \( n \), \( K_n \) is the complete graph on \( n \) vertices, \( K_{m,n} \) is a bipartite graph. In this regard, \( P_0 = \emptyset \), \( P_1 = \Lambda \), and \( P_2 \) is just an edge. \( D_4 \) denotes a 4-cycle with an extra edge connecting two non-adjacent vertices.

The following notation is used in [18]. \( N_{i,j,k} \) is a graph that consists of a \( K_3 \) and three vertex-disjoint paths of lengths \( i, j, \) and \( k \), with each path rooted at exactly one of the three vertices of \( K_3 \) and no two paths rooted at the same vertex. Also,
define \( H_{i,j,k} \) to be the tree consisting of three paths with lengths \( i, j, \) and \( k, \) rooted at \( v \) and otherwise vertex-disjoint. For the purpose of \( N_{i,j,k} \) and \( H_{i,j,k} \) the length of the paths is determined without considering the common vertex, i.e., \( K_{1,3} = H_{1,1,1} \) and a 3-cycle with an extra edge is denoted by \( N_{1,0,0}. \)

Given a finite set of graphs of non trivial graphs \( F = \{H_1, \ldots, H_n\} \) define the graph \( S_{H_1P_1H_2P_2\ldots P_{n-1}H_n} \) such that \( H_1 \) is connected through a path \( P_1 \) to \( H_2 \) and continuing this way \( H_{n-1} \) is connected through \( P_{n-1} \) to \( H_n. \) Furthermore, \( V(H_1) \cap V(P_1) = \{u'_1\}, V(P_1) \cap V(H_2) = \{u_2\}, \ldots, V(P_{n-1}) \cap V(H_n) = \{u_n\}, \) where all \( u \)'s are distinct and every graph from \( F \) and every path is otherwise vertex-disjoint from every other graph or path. (Figure 5.1 depicts the graph \( S_{C_3P_4C_4}. \))

5.2 Connecting Graphs

This section defines and investigates connecting graphs of a finite set of graphs as graphs that contain all graphs from the set as subgraphs. In this sense, connecting graphs do in fact “connect” all graphs from such a set.

Definition 5.2.1 Given a finite set of graphs \( F, \) a graph \( G \) is a connecting graph of \( F \) (or \( G \) connects \( F \)), if \( F \subseteq \text{sub}(G). \) \( S \) is called a minimal connecting graph of \( F \) if \( S \) is a connecting graph and for every connecting graph \( H \) of \( F, \) \( H \leq S \) implies \( H = S. \) Given \( F, \) the family of all connecting graphs of \( F \) is called the connect of \( F \) and is denoted by \( C(F) \) and the family of minimal connecting graphs of \( F \) is called the minimal connect of \( F \) and is denoted by \( C_{\text{min}}(F). \)

Remark 5.2.2 For every finite set of graphs \( F \) there is a graph \( G \) such that \( F \subseteq \text{sub}(G). \) Moreover, for every such \( G \) there is a minimal graph \( S, \) such that \( F \subseteq \text{sub}(S) \) and \( S \leq G. \)

One such \( G \) can be obtained by ordering the graphs in \( F = \{H_1, \ldots, H_n\} \) and connecting \( H_i \) with \( H_{i+1} \) with an edge that has one vertex in \( H_i \) and the other vertex in \( H_{i+1}. \) Obviously, \( G \) is connected and \( F \subseteq \text{sub}(G). \) Then, \( S \) can be obtained by removing edges from \( G \) in such a way that this does not result in a graph that is
no longer connected nor that \( F \not\subseteq \text{sub}(G) \). If no more edges can be removed from \( G \) a minimal connecting graph \( S \) for \( F \) has been reached.

Another connecting graph \( G' \) of \( F \) can be obtained by taking the graph with the maximum number of vertices (say \( m \)) among the graphs in \( F \) and letting \( G = K_m \). Then, by removing edges until the graph is no longer connected or no longer a connecting graph of \( F \) a minimal connecting graph \( S \leq G' \) is obtained.

A finite set of graphs may have many minimal connecting graphs. Consider the following example.

**Example 5.2.3** Let \( F = \{C_3, C_4\} \). \( D_4 \) is a minimal connecting graph. Now consider the graph consisting of a 3-cycle and a 4-cycle, connected by a path of length \( n \) denoted with \( S_{C_3P_nC_4} \) (see Figure 5.1). One end of the path \( P_n \) is a vertex in \( C_3 \) and the other is a vertex in \( C_4 \). Each of the cycles and the path is otherwise disjoint from the other two. It is clear that any value of \( n \) produces a minimal connecting graph. There are, in fact, infinitely many minimal connecting graphs for \( F \).

Another way to define minimality is to require that \( S \) be *vertex-minimal*. In this case, \( D_4 \) is the unique minimal connecting graph for the \( F \) considered in Example 5.2.3.

**Definition 5.2.4** Given a finite set of graphs \( F \), \( S \) is called a *vertex-minimal connecting graph* of \( F \) if \( S \) is a connecting graph and for every connecting graph \( H \) in \( C(F) \) it holds that \(|V(S)| \leq |V(H)|\).

The following example shows that even if this definition of minimality is used, the minimal connecting graph is not necessarily unique.
Example 5.2.5 Let \( F = \{C_3, C_4, C_5, C_6\} \). Then both \( S_1 \) and \( S_2 \) depicted in Figure 5.2 are vertex-minimal connecting graphs of \( F \).

For the rest of this chapter “minimal” connecting graphs are as in Definition 5.2.1.

It is obvious that if a graph is a connecting graph of a finite set of graphs, it is also a connecting graph of every subset of this set of graphs. This fact is stated formally in the next proposition.

Proposition 5.2.6 Let \( F_1 \) and \( F_2 \) be two finite sets of graphs such that \( F_1 \subseteq F_2 \). Then \( C(F_2) \subseteq C(F_1) \).

Example 5.2.7 Consider the set of graphs \( F = \{K_{1,3}, C_3, C_4\} \). Notice that \( K_{1,3} \) is a subgraph of every connecting graph of \( F' = \{C_3, C_4\} \) and so \( C_{\text{min}}(F) = C_{\text{min}}(F') \).

The following proposition generalizes the above example.

Proposition 5.2.8 Let \( F \) be a finite set of graphs such that there is a \( H \in F \) with \( H \leq S \) for every \( S \in C(F') \), where \( F' = F \setminus \{H\} \). Then \( C_{\text{min}}(F) = C_{\text{min}}(F') \).

Proof. Let \( S \in C_{\text{min}}(F) \). By Proposition 5.2.6 \( S \in C(F') \). Hence, there is a \( T \in C_{\text{min}}(F') \) such that \( T \leq S \). Since \( T \in C(F) \), it follows that \( T = S \), hence \( C_{\text{min}}(F) \subseteq C_{\text{min}}(F') \). Conversely, let \( S \in C_{\text{min}}(F') \). Since \( H \leq S \), it follows that \( S \in C(F) \). Then, there is \( T \in C_{\text{min}}(F) \) such that \( T \leq S \). By Proposition 5.2.6 \( T \in C(F') \) and it follows that \( T = S \). Hence, \( C_{\text{min}}(F') \subseteq C_{\text{min}}(F) \).

\( \blacksquare \)
As seen in Example 5.2.3 there are infinitely many connecting graphs for \( F = \{C_3, C_4\} \), i.e., \( C_{\text{min}}(F) \) is infinite. The following is an investigation of sets \( F \) for which \( C_{\text{min}}(F) \) is infinite. The next remark is straight forward.

**Remark 5.2.9** If \( F = \{H\} \), then \( C_{\text{min}}(F) = \{H\} \).

**Definition 5.2.10** A set of graphs \( F \) is called subgraph free if for every pair of graphs \( K, H \in F \), \( K \not\leq H \) and \( H \not\leq K \). A finite set of graphs \( F \) is called connecting free if for every graph \( H \in F \) there exists \( S \in C(F \setminus \{H\}) \), such that \( S \not\in C(F) \).

**Example 5.2.11** The set \( F \) from Example 5.2.7 is subgraph free, but not connecting free.

**Proposition 5.2.12** If a finite set of graphs is connecting free, then it is subgraph free, but the converse does not hold.

**Proof.** Let \( F \) be a connecting free finite set of graphs. Let \( H, K \in F \). Since \( F \) is connecting free, it follows that there is a connecting graph \( S \in C(F \setminus \{H\}) \) such that \( H \not\leq S \), which implies that \( H \not\leq K \). Similarly, \( K \not\leq H \). Hence, \( F \) is subgraph free. Example 5.2.11 shows that the converse does not hold.

**Remark 5.2.13** It is clear that if \( F \) is a subgraph free set of graphs and \( F' \subseteq F \), then \( F' \) is subgraph free.

**Proposition 5.2.14** Let \( F \) be a connecting free set of graphs and \( F' \subseteq F \). Then \( F' \) is connecting free.

**Proof.** Let \( F \) be connecting free and \( F' \subseteq F \). Let \( K \in F' \). \( K \leq S \) for every \( S \in C(F' \setminus \{K\}) \) implies \( K \leq S \) for every \( S \in C(F \setminus \{K\}) \). Hence, \( F' \) is connecting free.

It is easy to see that if \( F \) has only two graphs then the notions of connecting free and subgraph free coincide. Proposition 5.2.12 and Remark 5.2.9 prove the following remark.
Remark 5.2.15 Let the set of graphs \( F \) is such that \( |F| = 2 \). Then, \( F \) is connecting free if and only if \( F \) is subgraph free.

The fact below can easily be proved and it is used in the proposition that follows.

Remark 5.2.16 Let \( F = \{P_n, H\} \) where \( H \) is a graph. Then \( F \) is not subgraph free for any \( n \leq 3 \).

Clearly, if \( F \) is as in the above remark and \( n \leq 3 \), then \( C_{\min}(F) \) is a singleton.

Proposition 5.2.17 Let \( F = \{P_n, H\} \) where \( n \geq 0 \). Then, \( C_{\min}(F) \) is finite.

Proof. Let \( n \) and \( H \) be given. If \( F \) is not subgraph free, then \( C_{\min}(F) \) is a singleton. Assume \( F \) is subgraph free, i.e., \( P_n \not\subseteq H \) and \( H \not\subseteq P_n \). By Remark 5.2.16 \( n \geq 4 \).

Also, \( H \) is not a path. The longest path in \( H \) can be “extended” to \( P_n \). There are finitely many vertices and paths in \( H \) and finitely many ways of extending any path from any vertex to \( P_n \). Hence, \( C_{\min}(F) \) is finite.

Proposition 5.2.18 Let \( F = \{H_1, H_2, H_3\} \). Then, either there is a \( k \) such that for every \( n \geq k \), \( H_3 \leq S_{H_1P_nH_2} \) or there is a \( s \) such that for every \( m \geq s \), \( H_3 \not\leq S_{H_1P_mH_2} \).

Proof. Let \( F, H_1, H_2, \) and \( H_3 \) are as in the conditions of the proposition and let \( S_n = S_{H_1P_nH_2} \) where \( n \geq 2 \). If there is a \( k \) such that for every \( n \geq k \) it holds that \( H_3 \leq S_n \), the proposition holds. Otherwise, for every \( k \) there is a \( n \geq k \) such that \( H_3 \not\leq S_n \). Consider the smallest such \( n \). Then, if for every \( m \geq n \), \( H_3 \not\leq S_m \), the proposition holds.

Otherwise, there is a \( m \) such that \( m > n \) and \( H_3 \leq S_m \). If for every \( l \geq m \), \( H_3 \leq S_l \), the proposition holds. Otherwise, there is a \( l > m \) such that \( H_3 \not\leq S_l \); but in this case for every \( p \geq l \) it holds that \( H_3 \not\leq S_p \). To see this suppose there is a \( p > l \) such that \( H_3 \leq S_p \). Then, \( H_3 \not\leq H_1, H_2 \), since otherwise \( H_3 \leq S_l \).

Also, \( H_3 \not\leq S_{H_1P_p} \) and \( H_3 \not\leq S_{P_pH_2} \) for otherwise \( H_3 \leq S_l \). (Here \( S_{H_1P_p} \) is \( H_1 \) with a path \( P_p \) that shares a common vertex with \( H_1 \) and is otherwise disjoint from \( H_1 \) and \( S_{P_pH_2} \) is defined analogously.) Hence, \( H_3 \) is “partly” in \( H_1 \), “contains” the entire \( P_p \).
and is “partly” in \(H_2\). But in this case \(H_3 \not\leq S_m\), which contradicts the fact that \(H_3 \leq S_m\). Hence, for every \(p \geq l\) it holds that \(H_3 \not\leq S_p\).

As an example that illustrates the above proof consider \(F = \{C_3, C_4, T\}\), where \(T\) is a graph consisting of a \(P_3\) with each end being of degree 3 such that the two neighbors of the end vertex not on the path are of degree 1. Then, \(k = n = 2\), \(m = 3\), and \(l = 4\).

**Definition 5.2.19** Let \(H\) and \(K\) be graphs with \(H \not\leq K\) and \(K \not\leq H\). The graph \(H\) is called a tailed subgraph of a graph \(K\) denoted by \(H \leq_t K\), if there is a path \(P_n\) where \(n \geq 2\) such that \(H \leq S_{KP_n}\), where \(S_{KP_n}\) is the graph \(K\) with a path \(P_n\) rooted at one of the vertices of \(K\) and otherwise vertex-disjoint from \(K\). A set of graphs \(F\) is called tailed subgraph free if for every two graphs \(H, K \in F\) it holds that \(H \not\leq_t K\) and \(K \not\leq_t H\).

**Example 5.2.20** Let \(F = \{H_1, H_2\}\) where \(H_1\) and \(H_2\) are as in Figure 5.3. The graph \(H_1\) is a tailed subgraph of \(H_2\). It is easy to see that \(S_1\) and \(S_2\) from the same figure are minimal connecting graphs of \(F\).

The set \(F\) from Example 5.2.20 is subgraph free, but not tailed subgraph free. The following example illustrates the converse.

**Example 5.2.21** Let \(F = \{N_{1,0,0}, D_4\}\). Since \(N_{1,0,0} \leq D_4\), \(F\) is not subgraph free, but \(F\) is tailed subgraph free.
It is easy to see that there are sets $F$ that are both subgraph free and tailed subgraph free (see Example 5.2.3). Also, $F = \{H_1, H_2, H_3, H_4\}$ where $H_1 \leq H_2$ and $H_3 \leq_t H_4$ is neither subgraph free nor tailed subgraph free.

There are finite sets of graphs $F$ not containing paths that have a finite $C_{\text{min}}(F)$.

**Proposition 5.2.22** Let $F = \{H_1, H_2, H_3\}$ be a subgraph free set of graphs. Then, for every $j = 1, 2, 3$ either $H_j$ is a tailed subgraph of $H_i$ for some $i \neq j$, $i = 1, 2, 3$ or there is a $s$ such that for every $m \geq s$ $H_j \not\leq S_{H,P_m,H_i}$ where $i \neq l, j \neq i, l$, and $i, l = 1, 2, 3$.

**Proof.** Let $j \in \{1, 2, 3\}$ be given and consider $H_j$. Let $S_{H,P_m,H_i}$ be such that $i \neq l, j \neq i, l$, and $i, l = 1, 2, 3$. If there is a $s$ such that for every $m \geq s$ $H_j \not\leq S_{H,P_m,H_i}$, then the proposition holds. Otherwise, by Proposition 5.2.18 there is a $k$ such that for every $n \geq k$ $H_j \leq S_{H,P_n,H_i}$. If $H_j \not\leq_t H_i, H_l$; then $H_j$ must be “partly” in $H_i$, “partly” in $H_l$ and must contain the entire $P_n$. Since $P_n \leq H_j$ for all $n \geq k$ it follows that $H_j$ is infinite, which contradicts the fact that $H_3$ is finite. Therefore, $H_j$ is a tailed subgraph of at least one of the graphs in $F \setminus \{H_j\}$.

**Proposition 5.2.23** Let $F = \{H_1, H_2\}$ be a subgraph free and tailed subgraph free set of graphs. Then, $C_{\text{min}}(F)$ is infinite.

**Proof.** Consider $S_n = S_{H_1,P_n,H_2}$. Since $F$ is both subgraph and tailed subgraph free, the case where $S_n$ is not going to be minimal is when one of the graphs is “partly” in $H_1$, “partly” in $H_2$ and contains the entire $S_n$ for some $n$. Since both $H_1$ and $H_2$ are finite graphs, there is a minimal $k$ such that for every $n \geq k$ $S_n$ is minimal.

**Remark 5.2.24** Let $F = \{H_1, H_2\}$ be such that $H_1 \leq H_2$. Then, $C_{\text{min}}(F) = \{H_2\}$.

**Proposition 5.2.25** Let $F = \{H_1, H_2\}$ be such that $H_1 \leq_t H_2$. Then, $C_{\text{min}}(F)$ is finite.
Proof. Let \( n_v \) be the length of the smallest path, which attached to \( H_2 \) at a vertex \( v \) will produce a minimal connecting graph \( S_v \), i.e., \( S_v = S_{H_2 P_{n_v}} \) where \( V(H_2) \cap V(P_{n_v}) = \{v\} \). For every \( v \in V(H_2) \) there is exactly one such \( S_v \), hence there are finitely many \( S_v \)'s. Let \( K \) be the graph constructed from one copy of \( H_2 \) where at every vertex \( v \) from \( V(H_2) \) a path of length one less than \( n_v \) is attached and that path is otherwise vertex-disjoint from the rest of the paths and \( H_2 \). Take \( K \) and add edges to it (without adding new vertices) to complete it to \( K_m \), i.e., consider \( K_m \) where \( m = |V(K)| \). Let \( G \in C(F) \). Then, there is a minimal connecting graph \( S \) of \( F \) with \( S \leq G \) such that either \( S = S_v \) for some \( S_v \) or \( S \leq K_m \). Hence, \( C_{\text{min}}(F) \) is finite.

\[ \square \]

**Proposition 5.2.26** Let \( F \) be a subgraph free and tailed subgraph free finite set of graphs such that \( |F| \geq 2 \). Then, \( C_{\text{min}}(F) \) is infinite.

Proof. It is clear that \( F \) does not contain any paths. Let \( F = \{H_1, H_2, \ldots, H_n\} \). If \( n = 2 \), by Proposition 5.2.23, \( C_{\text{min}}(F) \) is infinite. Let \( n > 2 \). Consider the graph \( S = S_{H_1 P_1 H_2 \ldots H_{n-1} P_{n-1} H_n} \) where \( i_j \geq 2 \) for every \( j = 1, \ldots, n-1 \) and the values for \( i_j \) where \( j = 1, \ldots, n-1 \) are determined as follows. Obviously, the graph \( S \) connects \( F \) for any \( i_j \). Construct \( S \) in the following way. Let \( S = S_{H_1 P_1 H_2} \). By Proposition 5.2.23, there is a smallest \( k \) such that \( S \) is minimal for every \( n \geq k \). Let \( l = k \). By Proposition 5.2.22, there is \( s \) such that for every \( m \geq s \), \( H_3 \not\subseteq S_{H_1 P_n H_2} \). Let \( t \) be the smallest such \( s \) and let \( i_1 = \max\{k, t\} \). Let \( S = S_{H_1 P_1 H_2 P_3 H_3} \). If \( H_1 \leq S_l \leq S_{H_2 P_3 H_3} \) for some \( l \geq 2 \), there is a smallest \( k \) such that for every \( m \geq k \), \( H_1 \not\subseteq S_l \). Let \( l = k \). Otherwise, let \( S = S_{H_1 P_1 H_2 P_3 H_3} \) where \( i_2 = l \) and move to \( H_4 \) (if any). Check whether \( H_4 \leq S_{H_1 P_1 H_2} \) and whether \( H_4 \leq S_{H_2 P_3 H_3} \) and increase \( i_1 \) and \( i_2 \) so that this no longer holds. Then, “add” \( H_4 \) to \( S \). Continue this way and at every step that \( H_i \) is added check whether \( H_1, \ldots, H_{i-2} \) are subgraphs of \( S_l \) for some \( l \), and in such case expand \( P_{i-1} \) until they are no longer subgraphs of \( S_l \). Now that all values for \( i_j \) where \( j = 1, \ldots, n-1 \) are determined, each time a connecting path in \( S \) is increased, this will result in a new minimal connecting graph of \( F \).
Thus, $C_{\min}(F)$ is infinite.

**Theorem 5.2.27** Let $F$ be a subgraph free set of graphs such that $|F| \geq 2$, where for every $H, K \in F$ $H \not\leq_t K$ and vice versa, except if $H$ or $K$ is a path and there are at least two graphs that are not paths. Then, $C_{\min}(F)$ is infinite.

**Proof.** If $F$ has no paths, the theorem holds by Proposition 5.2.26. If there is a path $P_k \in F$, (then $n \geq 3$) let $P_k = H_n$. Note that $F$ can have at most one path. Proceed as in the proof of Proposition 5.2.26 until graph $H_{n-1}$ is “added” to $S$. If $H_n$ is already a subgraph of $S$, then the proof is completed. If $H_n$ is not already a subgraph of $S$ then $P_{n-1}H_n$ is a path $P_l$ with such a length that $P_k \leq S$, but $P_{k+1} \not\leq S$. The theorem now follows.

**Proposition 5.2.28** Let $F$ be a finite set of graphs. If $C_{\min}(F)$ is infinite, then $|F| \geq 2$ and there exist $H, K \in F$ such that $H$ and $K$ are neither subgraphs of each other nor tailed subgraphs of each other.

**Proof.** If $|F| = 1$, then $C_{\min}(F)$ is finite. Suppose that $|F| \geq 2$ such that for every $H, K \in F$ either one of them is a subgraph of the other or one of them is a tailed subgraph of the other, i.e., $H \leq K$ or $K \leq H$ or $H \leq_t K$ or $K \leq_t H$. Let $F = \{H_1, \ldots, H_n\}$. Then, either $H_1 \leq H_2$ or $H_2 \leq H_1$ or $H_1 \leq_t H_2$ or $H_2 \leq_t H_1$. In the first two cases take the larger graph and call it $H'$, in the last two cases extend one of the graphs by a path to obtain a minimal connecting graph of $H_1$ and $H_2$. This can be done in finitely many ways. Let $H'$ be one such graph. Proceed to $H_3$. Then, for each of $H_i$, where $i = 1, 2$ either $H_i \leq H_3$ or $H_3 \leq H_i$ or $H_3 \leq_t H_i$ or $H_i \leq_t H_3$. In each case, the minimal connecting graphs of $H_1$ and $H_2$ can be extended in finitely many ways to obtain the minimal connecting graphs of $H_1, H_2,$ and $H_3$. Continue this way until $H_n$. Consequently, $C_{\min}(F)$ is finite. The proposition now follows.
Unlike the subgraph relation, the tailed subgraph relation is not an order. Consider the following example.

**Example 5.2.29** Refer to Figure 5.4. $H_1 \not\leq_t H_1$ since $H_1 \leq H_1$ and this is true for any graph $H$. Also, $H_2 \leq_t H_3$ and $H_3 \leq_t H_2$ but the graphs $H_2$ and $H_3$ are not isomorphic. In fact, any two graphs that are tailed subgraphs of each other are not isomorphic. Finally, $H_1 \leq_t H_2$ and $H_2 \leq_t H_3$, but $H_1 \not\leq_t H_3$, since $H_1 \leq H_3$. Hence, $\leq_t$ is neither reflexive, nor antisymmetric, nor transitive.

**Definition 5.2.30** Define the graph $G_U$ as a directed graph where the labels of the vertices are graphs and is constructed as follows. $G_U$ starts at a single vertex labelled $\Lambda$, which vertex is said to be of level 0. For every vertex (graph) $v$ from level $n$ there is a vertex (graph) $u$ in level $n - 1$, such that $v$ can be obtained from $u$ by adding an edge.

Figure 5.5 depicts the first four levels of the graph $G_U$. Each level corresponds to the number of edges in its graph. Note that there is one graph at each of the levels 0, 1, and 2. There are 3 graphs at level 3, 5 graphs at level 4, 12 graphs at level 5, and so on. All paths that start at any vertex are infinite.

The facts in the next proposition follow directly from the definitions and are easy to prove.

**Proposition 5.2.31** (i) There is a one-to-one correspondence between the vertices of $G_U$ and the graphs in $U$. 
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(ii) For every graph \( G \in \mathcal{U} \) there is a not necessarily unique path in \( G_{\mathcal{U}} \) that begins at \( \Lambda \) and ends at \( G \) and every vertex \( H \) in this path is such that \( H \leq G \).

(iii) For every \( G \in \mathcal{U} \) and every path that begins at \( G \), if \( H \) is a vertex on that path, then \( G \leq H \).

(iv) Let \( G \) be a vertex in \( G_{\mathcal{U}} \) at level \( n \). Then, for every \( H \) at level \( n + 1 \) if \((G, H) \notin E(G_{\mathcal{U}})\) it holds that \( G \nleq H \).

(v) For every \( G \in \mathcal{U} \) the set \( \text{sub}(G) \setminus \{\emptyset\} \) equals the set of all graphs \( H \), such that \( H \) lies on a path from \( \Lambda \) to \( G \).

(vi) If \( S \in C(F) \) for some finite set of graphs \( F \), then there is a path from each \( H \in F \) to \( S \). Furthermore, \( S \) is minimal if none of its predecessors are in \( C(F) \).

For non-connected graphs the minimal connecting graphs are defined analogously.
Definition 5.2.32 Given a non-connected graph \( X \), \( G \) is called a connecting graph of \( X \) if \( X \leq G \). \( S \) is called a minimal connecting graph of \( X \) if \( S \) is a connecting graph and for every connecting graph \( H \) of \( X \), \( H \leq S \) implies \( H = S \). Given a non-connected graph \( X \) denote the family of all connecting graphs of \( X \) with \( C(X_g) \) and the family of minimal connecting graphs of \( X \) with \( C_{min}(X_g) \).

For a non-connected graph \( X \), the index \( g \) is added in \( C(X_g) \) to distinguish between the connecting graphs of the components and the connecting graphs of the set. Thus, if \( X \) is viewed as a set of graphs, the connecting graphs would be \( C(X) \).

As stated in the next section, non-connected graphs \( X \) appear in graph \( fe \)-systems only as a first component of an enforcer. In this case, not the minimality of connecting graphs of \( X \) per se is of interest, but rather a minimal connecting graph of \( X \) that contains a specific copy of \( X \) and is embedded in a specified connected graph \( G \). This type of minimality is relative to \( G \) and the copy of \( X \) in \( G \). Hence, the following definition.

Definition 5.2.33 Let \( X \) be a non-connected graph and \( G \) be a graph such that \( X \leq G \). Let \( \hat{X} \) be a copy of \( X \) in \( G \). \( S \) is called a minimal connecting graph of \( \hat{X} \) relative to \( G \) if \( S \) is a connecting graph of \( \hat{X} \) in \( G \) and if \( H \) is also a connecting graph of \( \hat{X} \) in \( G \) with \( H \leq S \) then \( H = S \). Denote the minimal connecting graphs of \( \hat{X} \) relative to \( G \) with \( C_{min}^G(\hat{X}) \).

Example 5.2.34 If \( X \) consists of an edge and an isolated vertex, the minimal connecting graph of \( X \) is \( P_3 \) and it is unique, but for a specific copy \( \tilde{X} \) of \( X \) in some connected graph \( G \), the minimal connecting graph containing that specific copy \( \tilde{X} \) (edge \( e \) and vertex \( v \)) in \( G \) may be \( P_5 \) (see Figure 5.6).

Definition 5.2.35 Let \( G \) be a graph. \( G^1 \) is an extension by an edge of \( G \), if \( E(G^1) = E(G) \cup \{ e \} \) where \( e \not\in E(G) \) and has one vertex in \( G \) and the other is of degree 1.

Thus, \( N_{1,0,0} \) is an extension by an edge of \( K_3 \).
Remark 5.2.36 For every connected graph $G$ and every non-connected graph $X$ such that $X \leq G$ and for every copy $\hat{X}$ of $X$ in $G$, there is a minimal connecting graph $S$ relative to $G$, i.e., there is a $S \in C_{\text{min}}^G(\hat{X})$.

Let $X$ be a finite non-connected graph. Then $X$ has a finite number of components say $H_1, \ldots, H_n$, where $n \geq 2$. Let the number of vertices of each component be $k_i$ and let $m = \sum_{i=1}^n k_i$. Then, the graph $K_m$ is a connecting graph of $X$. Consider a copy of $\hat{X}$ of $X$ in $G$. Consider the set of all graphs $T$ that can be obtained by removing any number of edges from $G$, such that $T$ is connected and contains the copy $\hat{X}$. Then, there is a minimal connecting graph $S$ of $\hat{X}$ relative to $G$, such that $S = T$ for some $T$. Note that $S$ is not necessarily unique.

Now consider an infinite sequence of extensions by an edge of $K_m, K_m^1, K_m^2, \ldots$ such that $K_m^i \leq K_m^{i+1}$. Then, $X \leq K_m^i$ for every $i \geq 1$. Hence, if $X$ is a finite non-connected graph, then $C^G(X)$ is infinite.

Instead of the extensions by an edge, one can also take the sequence $K_k, K_k^1, \ldots, K_k^i, \ldots$, which also shows that $C^G(X)$ is infinite.

Another way to construct a connecting graph for $X$ is to order the connected components and connect them by paths. More specifically, let $\{H_1, \ldots, H_n\}$ be the connected components of $X$ in some order. Let $S = S_{H_1P_1H_2 \ldots P_{n-1}H_n}$. Then, $S$ is a connecting graph of $X$ and varying the length of the “connecting” paths will produce infinitely many connecting graphs of $X$. In addition, there is an infinite sequence of extensions by an edge of $S, S^1, S^2, \ldots$, such that $S^i \leq S^{i+1}$ and $X \leq S^i$ for every $i \geq 1$. 

Figure 5.6: A minimal connecting graph of $\hat{X}$ in $G$ from Example 5.2.34
5.3 Graph $fe$-Systems and Their Properties

**Definition 5.3.1** A *forbidding set* $\mathcal{F}$ is a (possibly infinite) family of finite nonempty sets of finite non-trivial connected graphs; each element of a forbidding set is called a *forbidder*.

A graph $G$ is said to be *consistent* with a forbidder $F$, denoted by $G \overset{\text{con}}{\subset} F$, if $G$ is connected and $F \not\subseteq \text{sub}(G)$. A graph $G$ is consistent with a forbidding set $\mathcal{F}$, if $G \overset{\text{con}}{\subset} F$ for all $F \in \mathcal{F}$. $G \overset{\text{ncon}}{\subset} \mathcal{F}$ denotes that $G$ is not consistent with $\mathcal{F}$.

For a forbidding set $\mathcal{F}$ the family of $\mathcal{F}$-consistent graphs is $\mathcal{L}(\mathcal{F}) = \{G | G \overset{\text{con}}{\subset} \mathcal{F}\}$.

The family $\mathcal{L}(\mathcal{F})$ is said to be *defined* by the forbidding set $\mathcal{F}$. A family $\mathcal{L}$ is called a *f-family*, if there is a forbidding set $\mathcal{F}$ such that $\mathcal{L} = \mathcal{L}(\mathcal{F})$.

**Remark 5.3.2** Given a forbidder $F$ and a graph $G$ either $G \overset{\text{con}}{\subset} F$ or $G$ connects $F$, i.e., $\mathcal{L}(\mathcal{F})^c = C(F)$.

The following boundary observations state that if nothing is forbidden everything is allowed and that the trivial and null graphs are always in a $f$-family of graphs.

**Remark 5.3.3**

(i) $\mathcal{L}(\mathcal{F}) = \mathcal{U}$ if and only if $\mathcal{F}$ is empty.

(ii) The null graph $\emptyset$ and the trivial graph $\Lambda$ are in $\mathcal{L}(\mathcal{F})$ for every $\mathcal{F}$.

**Proof.** If the forbidding set is empty, then $F \not\subseteq \text{sub}(G)$ for all $G \in \mathcal{U}$ trivially. Conversely, suppose that $\mathcal{L}(\mathcal{F}) = \mathcal{U}$. If $\mathcal{F}$ is not empty, then there is a forbidder $F$ and any graph $G$ for which $F \subseteq \text{sub}(G)$ is not consistent with $\mathcal{F}$. The second observation is trivial.

**Definition 5.3.4** Let $\mathcal{F}$ be a forbidding set. If for each $F \in \mathcal{F}$, $|F| = 1$ then $\mathcal{F}$ is called a *strict* forbidding set.

In general, forbidders may contain more than one element. The following example shows how a general forbidding set differs from a strict one.
Example 5.3.5 Let $\mathcal{F} = \{\{C_3, C_4\}\}$. A graph $G \in \mathcal{L}(\mathcal{F})$ can have a 3-cycle or a 4-cycle as subgraphs, but not both. However, $G$ does not need to have a cycle to be in $\mathcal{L}(\mathcal{F})$, i.e., all trees are in $\mathcal{L}(\mathcal{F})$, as well.

Example 5.3.6 Let $\mathcal{F} = \{\{C_3, C_4\}, \{C_5, C_6\}\}$. The graph depicted in figure 5.7 has a 4-cycle and a 6-cycle as subgraphs. If the edge $e$ is not in the graph, then the graph is consistent with $\mathcal{F}$. If the graph contains the edge $e$, then it is not consistent with both forbidders. Of course, trees are consistent with $\mathcal{F}$.

Historically, the concept of forbidden graphs has been used to characterize Hamiltonian graphs and in Turan type problems (see for ex. [2, 7, 17]). For a comprehensive list of references refer to [2, 18]. In existing literature, forbidden graphs are a finite (or in some cases infinite) set of graphs $\{F_1, F_2, \ldots\}$ where each of these $F_i$ is a forbidden (induced) subgraph of $G$. In that respect, our forbidding sets definition differs from the forbidden graphs in that, it employs forbidders that are not necessarily singletons but a finite set of graphs and it considers subgraphs as opposed to induced subgraphs.

Definition 5.3.7 An enforcing set $\mathcal{E}$ is a possibly infinite family of ordered pairs $(X, Y)$, such that $X$ is a not necessarily connected graph, $Y = \{Y_1, \ldots, Y_m\}$ where $Y_i$ is a connected graph for $i = 1, \ldots, m$, $X < Y_i$ for every $Y_i \in Y$, and $Y \neq \emptyset$. The elements of an enforcing set are called enforcers.

A graph $G$ is said to satisfy an enforcer $(X, Y)$ if $G$ is connected and whenever $X \leq G$ there is $Y_i \in Y$ such that $X < Y_i \leq G$. Moreover, for every embedding
There exists an embedding $\psi : X \rightarrow Y$ such that $\theta = \phi \psi$. In this case we write $G \satisfies (X,Y)$. A graph $G$ satisfies an enforcing set $\mathcal{E}$ if $G$ satisfies every enforcer in that set. For an enforcing set $\mathcal{E}$ the family of all graphs that satisfy $\mathcal{E}$ is denoted by $\mathcal{L}(\mathcal{E})$. A family of graphs $\mathcal{L}$ is called an \textit{e-family} if there exists an enforcing set $\mathcal{E}$ such that $\mathcal{L} = \mathcal{L}(\mathcal{E})$.

To ease notation, enforcers are sometimes denoted with $E$, i.e., $E = (X,Y)$. In the case that $X \not\subseteq G$, $G$ is said to satisfy the enforcer trivially. Enforcers in which $X = \emptyset$ or $X = \Lambda$ are called \textit{brute}. In this case, a graph from $Y$ has to be a subgraph of $G$ in order for $G$ to satisfy the enforcer.

An enforcer is called \textit{trivial} if every graph satisfies it and nontrivial otherwise. In language enforcing sets enforcers $(X,Y)$ where $X \cap Y \neq \emptyset$ are called trivial, because every language satisfies them. Thus, if a language enforcing set consists of trivial enforcers only, it defines the entire $\mathcal{P}(A^*)$. If a language enforcing set doesn't have trivial enforcers, then it defines the entire language set if and only if it is empty.

The following is an investigation of whether the graph enforcing sets can have trivial enforcers.

\textbf{Proposition 5.3.8} \textit{Trivial enforcers do not exist for graph enforcing sets.}

\textit{Proof.} Let $(X,Y)$ be an enforcer. If $X$ is a connected graph, then $X \nsatisfies (X,Y)$. Let $X$ be non-connected. Let $k$ be the maximum number of vertices in a graph $\hat{Y} \in Y$ and let $X_1, \ldots, X_n$ be the connected components of $X$. Consider the graph $S = S_{X_1}S_{P_kX_2P_k} \ldots S_{P_kX_n}$. Then $S \nsatisfies (X,Y)$.

Since there are no trivial enforcers in the graph case, we have the following remark.

\textbf{Remark 5.3.9} \begin{enumerate}
\item $\mathcal{L}(\mathcal{E}) = \mathcal{U}$ if and only if $\mathcal{E} = \emptyset$
\item $\emptyset \in \mathcal{L}(\mathcal{E})$ for every $\mathcal{E}$ that does not have brute enforcers of the kind $(\emptyset,Y)$.
\item $\Lambda \in \mathcal{L}(\mathcal{E})$ for every $\mathcal{E}$ that does not have brute enforcers.
\end{enumerate}
**Definition 5.3.10** An enforcer \((X, Y)\) is called strict if \(|Y| = 1\).

In some sense, strict enforcers “force” the graph from \(Y\) into the graph \(G\) for each occasion of \(X\) in \(G\). Consider the following example consisting of strict enforcers only.

**Example 5.3.11** Consider the enforcing set \(E = \{(C_3, \{N_{1,1,1}\}), (N_{1,1,1}, \{N_{2,2,2}\}), \ldots, (N_{n,n,n}, \{N_{n+1,n+1,n+1}\}), \ldots\}\). If a graph \(G\) has a 3-cycle, then each copy of a 3-cycle in \(G\) has to be embedded in a \(N_{n,n,n}\) for any \(n\), which will cause \(G\) to be infinite. Hence, \(L(E)\) defines the family of “triangle-free” graphs.

The two notions of forbidding and enforcing on graphs are combined in the following definition.

**Definition 5.3.12** A forbidding-enforcing system is a construct \(\Gamma = (F, E)\) such that \(F\) is a forbidding set and \(E\) is an enforcing set. The family of graphs \(L(\Gamma)\) defined by this system consists of all graphs \(G\) that are consistent with \(F\) and satisfy \(E\), i.e., \(L(F, E) = L(F) \cap L(E)\).

A family of graphs \(L\) is called a forbidding-enforcing family or \(fe\)-family, if there exists a \(fe\)-system \((F, E)\), such that \(L = L(F, E)\).

**Example 5.3.13** As shown later in this chapter, \(F = \{\{C_3\}, \{C_4\}, \ldots\}\) defines the family of trees and \(E = \{\{P_3, \{C_3\}\}\}\) defines the family of complete graphs. (See Proposition 5.5.3 and Proposition 5.5.5). Consider the forbidding-enforcing system \(\Gamma = (F, E)\). The obtained family of graphs that obey the system is \(L(\Gamma) = \{\emptyset, \Lambda, P_2, C_3\}\).

Two sets of forbidders (or two enforcing sets, or two forbidding-enforcing systems) are equivalent, if they define the same family of graphs. The equivalence relation is denoted by \(\sim\). Also, two forbidders (enforcers) are equivalent (again denoted by \(\sim\)) if the singleton forbidding (enforcing) sets containing each of them are equivalent, e.g., \(F \sim F'\) if and only if \(F \sim F'\) where \(F = \{F\}\) and \(F' = \{F'\}\). Similarly, \(E \sim E'\) if and only if \(E \sim E'\) where \(E = \{E\}\) and \(E' = \{E'\}\).
From the above definitions it follows that there is no forbidding set $F$ such that $\mathcal{L}(F)$ is empty, but there are enforcing sets $E$ such that $\mathcal{L}(E) = \emptyset$ and there are $fe$-systems $(F, E)$, such that $\mathcal{L}(F, E) = \emptyset$ as shown later in this chapter.

**Remark 5.3.14** $\mathcal{L}(F, E) = \mathcal{U}$ if and only if $F = \emptyset$ and $E = \emptyset$.

The next proposition states some of the immediate properties of graph $fe$-systems. They follow directly from the definitions above and match exactly the properties of language $fe$-systems as stated in [40].

**Proposition 5.3.15** Let $F$ and $F'$ be forbidding sets, $E$ and $E'$ be enforcing sets, and $G$ and $H$ be connected graphs.

1. If $H \subseteq G$ and $G \text{ con } F$, then $H \text{ con } F$.
2. If $F' \subseteq F$, then $\mathcal{L}(F) \subseteq \mathcal{L}(F')$.
3. If $E' \subseteq E$, then $\mathcal{L}(E) \subseteq \mathcal{L}(E')$.
4. If $F' \subseteq F$ and $E' \subseteq E$, then $\mathcal{L}(F, E) \subseteq \mathcal{L}(F', E')$.
5. $\mathcal{L}(F \cup F') = \mathcal{L}(F) \cap \mathcal{L}(F')$.
6. $\mathcal{L}(E \cup E') = \mathcal{L}(E) \cap \mathcal{L}(E')$.
7. $\mathcal{L}(F \cup F', E \cup E') = \mathcal{L}(F, E) \cap \mathcal{L}(F', E')$.

### 5.4 Forbidding through Enforcing

**Example 5.4.1** Let $\mathcal{E} = \{(K_{1,3}, \{H_{2,2,2}\}), \ldots, (H_{n,n,n}, \{H_{n+1,n+1,n+1}\}), \ldots\}$. Then, $K_{1,3} \leq G$ if and only if $G \text{ nsat } \mathcal{E}$. Hence $\mathcal{L}(\mathcal{E}) = \mathcal{L}(F)$ for $F = \{\{K_{1,3}\}\}$.

The above example shows that there are forbidders (forbidding sets) which could be replaced entirely by enforcing sets.

**Proposition 5.4.2** Let $F = \{F\}$ and let $S \in C_{\text{min}}(F)$. Consider $\mathcal{E}_{F}^{S} = \{(S, \{S^{1}\}), \ldots, (S^{n-1}, \{S^{n}\}), \ldots \mid \text{ where } S < S^{1} \text{ and } S^{i-1} \leq S^{i} \text{ for every } i \geq 2\}$. Then, $\mathcal{L}(F) = \mathcal{L}(\mathcal{E}_{F})$, where $\mathcal{E}_{F} = \bigcup_{S \in C_{\text{min}}(F)} \mathcal{E}_{F}^{S}$.
Proof. If \( G \) sat \( \mathcal{E}_F \), \( G \) cannot have any of the minimal connecting graphs for \( F \) as a subgraph. Hence, \( F \not\subseteq \text{sub}(G) \). Conversely, if \( G \) con \( \mathcal{F} \) it follows that \( F \not\subseteq \text{sub}(G) \), i.e., there is an \( H \in F \) such that \( H \not\subseteq G \). Therefore, \( G \) sat \( \mathcal{E}_F \).

The above proposition can be extended to a general forbidding set \( \mathcal{F} \) with more than one forbidder by including enforcers like \( \mathcal{E}_F \) for every \( F \in \mathcal{F} \) and considering their union \( \mathcal{E} = \cup_{F \in \mathcal{F}} \mathcal{E}_F \). Then, \( \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathcal{E}) \). The next theorem states this conclusion formally.

**Theorem 5.4.3** For every forbidding set \( \mathcal{F} \), there is an enforcing set \( \mathcal{E} \) such that \( \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathcal{E}) \).

Proof. Let \( \mathcal{F} \) be a forbidding set. If \( \mathcal{F} = \emptyset \), then let \( \mathcal{E} = \emptyset \). By Remarks 5.3.3 and 5.3.9 \( \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathcal{E}) = \mathcal{U} \). Let \( \mathcal{F} \) have at least one forbidder. For every forbidder \( F \in \mathcal{F} \) construct the enforcing set \( \mathcal{E}_F \) as in Proposition 5.4.2. Consider \( \mathcal{E} = \cup_{F \in \mathcal{F}} \mathcal{E}_F \). Let \( G \) con \( \mathcal{F} \) and let \((X, Y) \in \mathcal{E}\). Since \( X \) is a connecting graph of at least one \( F \in \mathcal{F} \) it follows \( X \not\subseteq G \). Therefore, \( \mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{E}) \). If \( G \) sat \( \mathcal{E} \), then for every enforcer \((X, Y) \in \mathcal{E}, X \not\subseteq G \). More specifically, none of the minimal connecting graphs of \( \mathcal{F} \) are subgraphs of \( G \). Hence, \( G \) con \( \mathcal{F} \). Thus, \( \mathcal{L}(\mathcal{E}) \subseteq \mathcal{L}(\mathcal{F}) \). Consequently, \( \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathcal{E}) \).

This does not, however, render forbidding sets obsolete. It would be much more practical and useful to represent a graph family by finite structures like the forbidders \( F \), rather than infinite sets like \( \mathcal{E}_F \). In addition, \( fe \)-systems may potentially be applied in DNA computing and self assembly of graphs, where the finiteness of constraints is of great importance.

**5.5 Characterizations of Some Classes of Graphs by \( fe \)-Systems**

Forbidding and enforcing sets can be used to define familiar classes of graphs. The characterizations that follow show that relatively simple \( fe \)-systems (in some in-
stances finite) are capable of defining large classes of graphs.

**Proposition 5.5.1 (Trees.)** Let $\mathcal{F} = \{\{C_3\}, \{C_4\}, \ldots, \{C_n\}, \ldots\}$. Then $\mathcal{L}(\mathcal{F}) = \{G \mid G \text{ is a tree}\}$. In other words, $G$ is a tree if and only if $G \in \mathcal{L}(\mathcal{F})$.

**Proof.** Follows from the fact that $\mathcal{L}(\mathcal{F})$ contains every graph that does not have a cycle.

Figure 5.8 illustrates how the presence of edges $a$ or $b$ will make the graph non consistent with $\{C_4\}$ or $\{C_3\}$ respectively.

The Bipartite Graph Characterization Theorem states that a graph is bipartite if and only if the length of each of its cycles is even (see [18]). Hence the following $f$-family characterization of bipartite graphs.

**Proposition 5.5.2 (Bipartite graphs.)** Let $\mathcal{F} = \{\{C_3\}, \{C_5\}, \ldots, \{C_{2k+1}\}, \ldots\}$. Then $\mathcal{L}(\mathcal{F})$ contains every graph that does not have an odd cycle, i.e., $\mathcal{L}(\mathcal{F}) = \{G \mid G \text{ is bipartite}\}$.

In both propositions 5.5.1 and 5.5.2 the forbidding sets are infinite and the forbidders are singletons. The following proposition shows how a finite forbidding set can define an infinite family of graphs and provides an $f$-family characterization of paths and cycles.
Proposition 5.5.3 (Paths and cycles.) Let $\mathcal{F} = \{\{K_{1,3}\}\}$. Then $\mathcal{L}(\mathcal{F}) = \{P_n \mid n \geq 0\} \cup \{C_n \mid n \geq 3\}$. In other words, $G$ is a path or a cycle if and only if $G \in \mathcal{L}(\mathcal{F})$.

Proof. Clearly, $\mathcal{L}(\mathcal{F})$ contains every connected graph that does not have a vertex with degree more than 2.

The next corollary provides an $f$-family characterization of paths.

Corollary 5.5.4 (Paths.) Let $\mathcal{F} = \{\{K_{1,3}\}, \{C_3\}, \{C_4\}, \ldots\}$. Then, $\mathcal{L}(\mathcal{F}) = \{G \mid G$ is a path $\}$.

The above corollary follows from Propositions 5.5.3, 5.5.1, and 5.3.15.

In propositions 5.5.1, 5.5.2, and 5.5.3 each forbidder is a singleton. Thus, the graphs appearing in the forbidders are in some sense “strictly” forbidden as subgraphs. These propositions show that some classes of graphs can be classified using forbidders only. The following characterization shows that a singleton enforcing set defines the class of complete graphs.

Proposition 5.5.5 (Complete graphs.) Let $\mathcal{E} = \{(P_3, \{C_3\})\}$. Then $\mathcal{E}$ defines the class of complete graphs, i.e., $\mathcal{L}(\mathcal{E}) = \{G \mid G$ is a complete graph $\}$.

Proof. If a graph is complete, any three vertices form a 3-cycle. On the other hand, suppose $G \in \mathcal{L}(\mathcal{E})$ and $G$ has two vertices $u$ and $v$ that are not adjacent. Since $G$ is connected, there is a path $P_n$ with $n \geq 3$ from $u$ to $v$. Let the order of the vertices in the path be $u_1 = u, u_2, \ldots, u_{n-1}, u_n = v$. Since $u_1u_2u_3$ is a $P_3$, then the edge $\{u_1, u_3\}$ must be in the graph. Similarly, $u_1u_3u_4$ implies $\{u_1, u_4\}$ is in the graph. Continuing this way, $u_1u_{n-1}u_n$ implies that $\{u_1, u_n\} \in E(G)$.

The following definition of trimmed extension sets is used in the characterization of $k$-regular graphs.
Definition 5.5.6 \( \hat{H} \) is called an extension of \( K_{1,k} \) if it can be constructed from \( K_{1,k} \) as follows. Label the vertex of degree \( k \) with \( v \) and all other vertices with \( v_1, \ldots, v_k \). Let \( V(\hat{H}) = V(K_{1,k}) \cup \{v'_1, \ldots, v'_k\} \) and \( E(\hat{H}) = E(K_{1,k}) \cup \{(v_1, v'_1), \ldots, (v_k, v'_k)\} \) where \( v'_i \neq v \) for every \( i = 1, \ldots, k \).

An extension \( \hat{H}^T \) is called trimmed, if it is obtained from some \( \hat{H} \) as follows. If \( \hat{H} \) is such that for every \( i = 1, \ldots, k \) and every \( j = 1, \ldots, k \) it holds that \( v_i \neq v'_j \) where \( v_i, v'_j \in V(\hat{H}) \), then \( \hat{H} \) is trimmed, i.e., \( \hat{H}^T = \hat{H} \). Otherwise, there is a \( v_i \) such that \( v_i = v'_j \) for some \( j \neq i \). In this case, remove the edge \( \{v_i, v'_i\} \) from \( E(\hat{H}) \) and the resulting \( \hat{H}^T \) is trimmed.

The set of graphs \( H^k = \{\hat{H}^T \mid \hat{H}^T \text{ is a trimmed extension of } K_{1,k}\} \) is called the trimmed extension set of \( K_{1,k} \).

Note that in the definition of extension, the vertices \( v_i \) are all distinct, but the vertices \( v'_i \) are not necessarily distinct, i.e., it may be the case that \( v'_s = v'_t \) for some \( s \neq t \). Also, it is possible that some \( v'_i = v_j \) for some \( i \neq j \). However, \( v'_i \neq v_i \) for every \( i = 1, \ldots, k \).

It should be noted that the number of vertices of an extension of \( K_{1,k} \) is at most \( 2k + 1 \), so \( H^k \) is a finite set. Also, notice that if \( \hat{H}^T \in H^k \) (following the above labelling) \( \text{deg}(v_i) > 1 \) for every \( i = 1, \ldots, k \) and all vertices of \( \hat{H}^T \) are of degree at most \( k \).

The reason \( \text{deg}(v_i) > 1 \) for every \( i = 1, \ldots, k \) is that either the edges \( \{v, v_i\} \) and \( \{v_i, v'_i\} \) are in \( E(\hat{H}^T) \), or \( \{v, v_i\} \) and \( \{v_i, v_j\} \) are in \( E(\hat{H}^T) \) for some \( j \neq i \). To see that all vertices in \( \hat{H}^T \) are of degree at most \( k \) consider the following. Suppose there is a vertex \( u \) with \( \text{deg}(u) > k \). Then, \( v \neq u \). Also, \( v_i \neq u \) for every \( i = 1, \ldots, k \), since all \( v_i \)'s are distinct and there can be at most \( k - 1 \) edges incident with \( v_i \) and \( v'_j \) for all \( j \neq i \) (in this case the edge \( \{v_i, v'_i\} \) is removed so they are \( k - 1 \) plus the edge \( \{v, v_i\} \) the degree of \( v_i \) becomes at most \( k \). Then, \( u = u'_j \) for some \( j \). If \( u'_j = u_i \) for some \( i \) the case is explained above. Then, at most \( u'_j = u'_s \) for all \( j, s = 1, \ldots, k \) in which case \( \text{deg}(u) \leq k \) again. Hence, \( \text{deg}(u) \leq k \) for every \( u \in V(\hat{H}^T) \).
Theorem 5.5.7 (k-regular graphs.) Let \( k \geq 3 \). Let \( \mathcal{F} = \{ \{K_{1,k+1}\}\} \). Consider the enforcing set \( \mathcal{E} = \{E_1, \ldots, E_{k+2}\} \) where \( E_1 = (\emptyset, \{P_2\}) \), \( E_2 = (\Lambda, \{P_2\}) \), \( E_3 = (P_2, \{K_{1,k}\}) \), \( E_4 = (P_3, \{K_{1,k}\}) \), \( E_{i+2} = (K_{1,i}, K_{1,k}) \) for \( i = 3, \ldots, k-1 \), and \( E_{k+2} = (K_{1,k}, H^k) \) where \( H^k \) is the trimmed extension set of \( K_{1,k} \). Then, \( \mathcal{L}(\mathcal{F}, \mathcal{E}) = \{G \mid G \text{ is } k\text{-regular}\} \).

Proof. Let \( G \) be a \( k \)-regular graph. Obviously, \( G \text{ con } \mathcal{F} \) and \( G \text{ sat } \{E_1, \ldots, E_{k+1}\} \). Let \( \hat{K}_{1,k} \) with central vertex \( v \) and vertices \( v_1, \ldots, v_k \) be a copy of \( K_{1,k} \) in \( G \). Since \( G \) is \( k \)-regular, for every \( i = 1, \ldots, k \) there exists and edge \( \{v_i, v'_i\} \in E(G) \) such that \( v'_i \neq v \) and \( v'_i \neq v_i \). For every \( i = 1, \ldots, k \) consider one such edge \( \{v_i, v'_i\} \) and consider the graph \( \hat{H} \) that consists of \( \hat{K}_{1,k} \) along with these edges. It is clear that all vertices in \( \hat{H} \) are of degree at most \( k \). If for every \( i = 1, \ldots, k \) and for every \( j = 1, \ldots, k \) it holds that \( v_i \neq v'_j \) then \( \hat{H} \) is trimmed, so \( \hat{H} \in H^k \) and \( G \text{ sat } E_{k+2} \). Otherwise, there exist \( i \) and \( j \), such that \( v_i = v'_j \). Consider all such \( v_i \) and remove from \( \hat{H} \) all edges \( \{v_i, v'_i\} \) for these \( v_i \)'s. Then, \( \hat{H} \) becomes trimmed, i.e., \( \hat{H} \in H^k \). Hence, \( \hat{K}_{1,k} \) is embedded in \( \hat{H}^T \) for some \( \hat{H}^T \in H^k \). Therefore, \( G \text{ sat } E_{k+2} \).

Conversely, let \( G \in \mathcal{L}(\mathcal{F}, \mathcal{E}) \). Since \( G \text{ con } \mathcal{F} \), all vertices in \( G \) are of degree \( k \) or less. Since \( G \text{ sat } \{E_1, E_2\} \), all vertices in \( G \) are of degree greater than 0 and \( G \) has at least one edge. Let \( u \in V(G) \). Since \( \text{deg}(u) \geq 1 \) there is an edge \( e = \{u, u'\} \in E(G) \). Since \( G \text{ sat } E_3 \) the edge \( e \) has at least one vertex of degree \( k \). If \( \text{deg}(u) = k \), then \( G \) is \( 3 \)-regular. If not, consider the copy \( \hat{K}_{1,k} \) of \( K_{1,k} \) in \( G \) in which \( e = \{v, v_1\} \) where \( v \) is the central vertex of \( \hat{K}_{1,k} \) and \( u = v_1 \) (resp. \( u' = v \) ). Since \( G \text{ sat } E_{k+2} \), it follows that \( \text{deg}(v_1) > 1 \). Let \( \text{deg}(v_1) = s \), where \( 1 < s \leq k \). If \( s = 2 \), then \( E_4 \) ensures that \( \text{deg}(v_1) = k \). When \( 3 \leq s \leq k \), the fact that \( G \text{ sat } \{E_5, \ldots, E_{k+1}\} \), implies that \( \text{deg}(v_1) = k \). Thus, \( \text{deg}(u) = k \), i.e., \( G \) is \( 3 \)-regular.

Corollary 5.5.8 (3-regular graphs.) Let \( \mathcal{F} = \{\{K_{1,4}\}\} \) and \( \mathcal{E} = \{(\emptyset, \{P_2\}), (\Lambda, \{P_2\}), (P_2, K_{1,3}), (P_3, K_{1,3}), (K_{1,3}, \{H_1, H_2, H_3, H_4, H_5\})\} \), where \( H_1, H_2, H_3, H_4 \) and \( H_5 \) are as indicated in Figure 5.9. Then, \( \mathcal{L}(\mathcal{F}, \mathcal{E}) = \{G \mid G \text{ is } 3\text{-regular}\} \).
The proof follows directly from the above theorem. A direct proof which does not use Theorem 5.5.7 is presented below.

Proof. Label the enforcers in the order that they appear in the statement of the corollary as follows: \( \mathcal{E} = \{E_1, E_2, E_3, E_4, E_5\} \). Assume, \( G \) is a 3-regular graph. Then \( G \text{ con } \mathcal{F} \). Also, \( G \) has at least 4 vertices and 6 edges, so \( G \text{ sat } E_1, E_2 \) and since it is 3-regular, \( G \text{ sat } E_3, E_4 \). Let \( \hat{K}_{1,3} \) be a copy of \( K_{1,3} \) in \( G \). Let \( v \) be its central vertex and \( v_1, v_2, v_3 \) be the three distinct vertices adjacent to \( v \). Since \( G \) is 3-regular, there exist edges \( \{v_1, v'_1\}, \{v_2, v'_2\}, \) and \( \{v_3, v'_3\} \), with \( v'_1 \neq v, v'_2 \neq v, \) and \( v'_3 \neq v \). Then, either there is a \( i \) for which there is a \( j \neq i \) such that \( v_i = v'_j \) or not. If there is such \( i \), then \( \hat{K}_{1,3} \) is enclosed in either \( H_1 \) or \( H_2 \) in \( G \) (see Figure 5.9). Otherwise, none of the \( v_i \)'s equals a \( v'_j \), hence \( \hat{K}_{1,3} \) is enclosed in either \( H_3 \), or \( H_4 \), or \( H_5 \) in \( G \). Hence, \( G \text{ sat } E_5 \) and thus \( G \in \mathcal{L}(\mathcal{F}, \mathcal{E}) \).

Conversely, assume that \( G \in \mathcal{L}(\mathcal{F}, \mathcal{E}) \). Since \( G \text{ con } \mathcal{F} \), \( G \) does not have a vertex of degree 4 or higher. Since \( G \text{ sat } \{E_1, E_2\} \), \( G \) has at least one edge \( e \). Since \( G \text{ sat } E_3 \) the edge \( e \) has at least one vertex of degree 3. \( E_5 \) requires that the other vertex of \( e \) is either of degree 2 or of degree 3. If it is of degree 2, then \( E_3 \) requires that it is of degree 3. Thus, \( G \) is 3-regular.

\[ \blacksquare \]
Chapter 6

Normal Forms for Graph fe-Systems

In general, forbidding (enforcing) sets may have superfluous forbidders (enforcers) that can be removed without changing the fe-family. This chapter contains an investigation of ways to remove redundant forbidders and enforcers and presents some normal forms for graph fe-systems.

6.1 Normal Forms for Forbidding Sets

Forbidding sets could be redundant and could be reduced by removing some parts of them. In this section, ways to reduce single forbidders, as well as, removal of entire forbiders from a forbidding set without changing the f-family are investigated. The subgraph free and subgraph incomparable normal forms match the subword free and subword incomparable normal forms from the language fe-systems from [40]. However, the difference of the structures involved requires a new way of proving some of these normal forms. In addition, this section includes the connecting free and connecting incomparable normal forms which are new and do not have an analog in the language fe-systems. They come to interest only with graph fe-systems.

Example 6.1.1 Consider the forbider \( F = \{K_{1,3}, C_4, D_4\} \). A graph \( G \) is consistent with \( F \) if either \( K_{1,3} \not\leq G \) or \( C_4 \not\leq G \) or \( D_4 \not\leq G \). In either case \( D_4 \) is not allowed as a subgraph of \( G \). Hence, \( G \con F \) implies \( G \con F' \) where \( F' = \{D_4\} \). Conversely, if \( D_4 \not\leq G \) then obviously, \( G \con F \). So, \( G \con F \) if and only if \( G \con F' \). Therefore, \( F \) can be replaced with \( F' \), which in essence reduces \( F \) to \( F' \).
The forbidder $F$ in the above example is redundant because $K_{1,3} \leq D_4$ and $C_4 \leq D_4$. In other words, the forbidder $F$ is not subgraph free.

**Definition 6.1.2** A forbidder $F$ is called subgraph free if the set $F$ is subgraph free (i.e., for every $K, H \in F$ neither $K \leq H$ nor $H \leq K$). A forbidding set $\mathcal{F}$ is called subgraph free if all of its forbidders are subgraph free.

In relation to the $G_U$ graph from the previous chapter, a forbidder is subgraph free if for every two graphs $H, K$ from this forbidder, there is no path from $H$ to $K$ or vice versa in the $G_U$ graph.

When reducing a forbidder by discarding graphs which are subgraphs of other graphs in that forbidder, the newly obtained forbidder is maximal in some sense. Every graph in a maximal forbidder does not have subgraphs in that forbidder. A formal definition follows.

**Definition 6.1.3** Given a forbidder $F$ define $F_{\text{max}} = \{H \in F \mid K \in F \text{ with } H \leq K \text{ if and only if } H = K\}$.

It is clear that $F_{\text{max}}$ is subgraph free. In addition, for every $F$ there is an algorithm for finding $F_{\text{max}}$. Given a forbidder $F$, the forbidder $F_{\text{max}}$ is unique.

Using the $G_U$ graph, $F_{\text{max}}$ can be found by considering all vertices from $F$ and removing all vertices $K$ from which there is a path from $K$ to some vertex $H$ in $F$.

**Lemma 6.1.4** Let $\mathcal{F}$ be a forbidding set and $F$ be a forbidder in $\mathcal{F}$ such that there exist graphs $H$ and $K$ in $F$ with $H \not\leq K$. Then $\mathcal{F} \sim (\mathcal{F}\{\{F\}\} \cup \{F'\}$, where $F' = F\{H\}$.

**Proof.** Let $F, H$ and $K$ satisfy the conditions of the lemma. Let $\mathcal{F}' = (\mathcal{F}\{\{F\}\} \cup \{F'\}$. It is obvious that $L(\mathcal{F}') \subseteq L(\mathcal{F})$. Let $G_{\text{con}} \mathcal{F}$. It follows that there exists $L \in F$ such that $L \not\leq G$. If $L \neq H$, then $G_{\text{con}} F'$. If $L = H$, then since $H \not\leq G$, it follows that $K \not\leq G$. Hence, $G_{\text{con}} F'$ and $L(\mathcal{F}) \subseteq L(\mathcal{F}')$. 

Subgraph free is a normal form, as stated in the next lemma.
Lemma 6.1.5  For every forbidding set there exists an equivalent subgraph free forbidding set.

Proof. Let \( \mathcal{F} \) be given. Consider \( \mathcal{F}_{\text{max}} = \{ F_{\text{max}} \mid F \in \mathcal{F} \} \). Clearly, for all \( F \in \mathcal{F} \) and for all graphs \( G \) we have that \( F \subseteq \text{sub}(G) \) if and only if \( F_{\text{max}} \subseteq \text{sub}(G) \). Hence, \( \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathcal{F}_{\text{max}}) \).

In general, \( \text{sub}(F_1) = \text{sub}(F_2) \) does not necessarily imply that \( F_1 = F_2 \). For example, consider \( \text{sub}(\{K_{1,3}, D_4\}) = \text{sub}(\{C_4, D_4\}) \). In terms of \( G_{\text{U}} \), if \( F_1 \) is a set of vertices in \( G_{\text{U}} \) and some additional vertices that are on some paths from \( \Lambda \) to vertices in \( F \) are added to \( F_1 \) to obtain \( F_2 \), then \( \text{sub}(F_1) = \text{sub}(F_2) \), but \( F_1 \neq F_2 \) necessarily. However, the following lemma shows that this cannot happen if the finite sets of graphs are subgraph free.

Lemma 6.1.6  If \( F_1 \) and \( F_2 \) are subgraph free, then \( \text{sub}(F_1) = \text{sub}(F_2) \) if and only if \( F_1 = F_2 \).

Proof. Assume that \( F_1 \) and \( F_2 \) are given and are subgraph free. Let \( \text{sub}(F_1) = \text{sub}(F_2) \) and suppose \( F_1 \neq F_2 \). Then there is a graph \( H \) that is in one of the sets, say \( H \in F_1 \), but not in the other, i.e., \( H \notin F_2 \). Since \( H \in \text{sub}(F_1) \) implies that \( H \in \text{sub}(F_2) \), there is \( K \in F_2 \) such that \( H \preceq K \). Since \( K \in \text{sub}(F_1) \), there is \( L \in F_1 \) such that \( K \preceq L \). Then, \( H \preceq L \) implies that \( F_1 \) is not subgraph free, which contradicts the conditions of the lemma. Therefore, \( F_1 = F_2 \).

The above lemma can, also, be observed through the \( G_{\text{U}} \) graph. The only vertices that will not change \( \text{sub}(F) \) when added to it are the vertices on the paths from \( \Lambda \) to the vertices of \( F \). If \( F \) is remain subgraph free, such vertices cannot be added to \( F \). Thus, any vertices added to \( F \) will change \( \text{sub}(F) \).

Some subgraph free forbidders can be reduced even further as shown in the following example.
Example 6.1.7 Let $F = \{K_{1,3}, C_3, C_4\}$ and $F' = \{C_3, C_4\}$ as in Example 5.2.7. Then, $F \subseteq \text{sub}(G)$ if and only if $F' \subseteq \text{sub}(G)$. Hence, $F$ can be reduced to $F'$.

The above forbinder $F$ could be reduced because every connecting graph of $F'$ contains $K_{1,3}$ as a subgraph. Consider another example.

Example 6.1.8 Let $F = \{K_{1,4}, K_4, C_5\}$ and $F' = \{K_4, C_5\}$. Notice that every connecting graph of $F'$ has $K_{1,4}$ as a subgraph, hence $F$ can be reduced to $F'$.

In the graph $G_\mathcal{U}$, this can be observed by noticing that for every $S$ such that there is a path from $K_4$ to $S$ and a path from $C_5$ to $S$, there exists a path from $K_{1,4}$ to $S$.

The next lemma generalizes this reduction.

Lemma 6.1.9 Let $\mathcal{F}$ be given and let $F \in \mathcal{F}$ be such that there is an $H \in F$ with $H \leq S$ for every $S \in C(F')$, where $F' = F \setminus \{H\}$. Then $\mathcal{F} \sim (\mathcal{F}\setminus\{F\}) \cup \{F'\}$.

Proof. Let $\mathcal{F}' = (\mathcal{F}\setminus\{F\}) \cup \{F'\}$. It is obvious that $\mathcal{L}(\mathcal{F}') \subseteq \mathcal{L}(\mathcal{F})$. Let $G \con \mathcal{F}$. If $K \not\subseteq G$ for some $K \in F$ with $K \neq H$, then $G \not\con F'$. Otherwise, $H \not\subseteq G$, which implies that $G \not\in C(F')$. Hence, $G \con F'$. Therefore, $\mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}')$ and $\mathcal{F} \sim \mathcal{F}'$.

The above lemma, also, follows from Proposition 5.2.8. Let $G \con F$. If $G \not\con F'$ then $G \in C(F')$ and there is a $S \in C_{\min}(F')$ such that $S \leq G$, but from Proposition 5.2.8 it follows that $S \in C_{\min}(F)$ which implies that $F \subseteq \text{sub}(G)$. This contradicts the fact that $G \con F$. Therefore, $G \con F'$.

The reductions from Lemma 6.1.9 can be observed through the $G_\mathcal{U}$ graph. Consider the graphs from $F$ as vertices in $G_\mathcal{U}$. If for some $H \in F$ it holds that for all $S$ for which there is a path from all $K \in F \setminus \{H\}$ to $S$, there is, also, a path from $H$ to $S$, then $H$ can be removed from $F$ without changing the forbidding family.

A forbidder for which reductions of the type in Lemma 6.1.9 are no longer possible is called connecting free.
**Definition 6.1.10** A forbidder $F$ is called *connecting free* if the set $F$ is connecting free (i.e., if for every graph $H \in F$ there is a connecting graph $S \in C(F \setminus \{H\})$, such that $H \not\leq S$). A forbidding set is called *connecting free* if all of its forbidders are connecting free.

In terms of the graph $G_U$, a connecting graph $S$ of a forbidder $F$ is a vertex $S$ in $V(G_U)$, such that there is a path from each $H \in F$ to $S$. A forbidder $F$ is connecting free, if for every $H \in F$ there is a vertex $S$, such that for every $K \in F \setminus \{S\}$, there is a path from $K$ to $S$, but there is no path from $H$ to $S$.

**Proposition 6.1.11** If a forbidding set is connecting free, then it is subgraph free, but the converse does not hold.

*Proof.* Let $\mathcal{F}$ be a connecting free forbidding set. Let $F \in \mathcal{F}$ and $H, K \in F$. Since $F$ is connecting free, it follows that there is a connecting graph $S \in C(F \setminus \{H\})$ such that $H \not\leq S$, which implies that $H \not\leq K$. Similarly, $K \not\leq S$. Hence, $\mathcal{F}$ is subgraph free. Example 6.1.7 shows that the converse does not hold.

The alternate proof below employs the $G_U$ graph.

*Proof.* Assume that $\mathcal{F}$ is connecting free. Let $F \in \mathcal{F}$ and $H, K \in F$. If there is a path from the vertex $K$ to the vertex $H$ in the graph $G_U$, then there will be a path from $H$ to every connecting graph $S \in C(F \setminus \{K\})$. Consequently, there will be a path from $K$ to $S$ for every such $S$, which contradicts the fact that $F$ is connecting free. Therefore, $F$ is subgraph free. Example 6.1.7 shows that the converse does not hold.

The above proposition, also, follows from Proposition 5.2.12. If $\mathcal{F}$ is connecting free, then every $F \in \mathcal{F}$ is connecting free and by Proposition 5.2.12 $F$ is subgraph free. Hence, $\mathcal{F}$ is subgraph free.

**Proposition 6.1.12** Let $F$ and $F'$ be two forbidders. Then, $C_{\min}(F) = C_{\min}(F')$ if and only if $C(F) = C(F')$. 
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Proof. Obviously, if \( C(F) = C(F') \), then \( C_{\text{min}}(F) = C_{\text{min}}(F') \). Let \( C_{\text{min}}(F) = C_{\text{min}}(F') \) and \( G \in C(F) \). Then, there is an \( S \in C_{\text{min}}(F) \) such that \( S \leq G \). Hence, \( S \in C_{\text{min}}(F') \). Since \( S \ncon F' \) it follows that \( G \ncon F' \), i.e., \( G \in C(F') \). Similarly, \( C(F') \subseteq C(F) \). Hence, \( C(F) = C(F') \).

**Proposition 6.1.13** Let \( F \) and \( F' \) be two forbidders such that \( C(F) = C(F') \). Then, \( F \sim F' \).

**Proof.** Follows from the fact that \( G \ncon F \) if and only if \( G \ncon F' \).

The following lemma shows that given a forbidden there exists an equivalent forbidden that is connecting free.

**Lemma 6.1.14** Let \( F \) be a forbidden. Then there exists a connecting free \( F_{\text{free}} \) such that \( F_{\text{free}} \subseteq F \) and \( F_{\text{free}} \sim F \).

**Proof.** Let \( F \) be a forbidden. If \( F \) is connecting free, the lemma follows. Otherwise, there is a \( H \in F \) such that \( H \leq S \) for every \( S \in C(F) \). Consider \( F_1 = F \setminus \{H\} \). If \( F_1 \) is connecting free, let \( F_{\text{free}} = F_1 \). Otherwise, there is a \( H_1 \in F_1 \) such that \( H_1 \leq S \) for every \( S \in C(F_1) \). Continue this way and consider the sequence \( F = F_0, F_1, \ldots \). Since \( F \) is finite, eventually an \( F_k \) is reached that is connecting free. Note that \( F_0 \supseteq F_1 \supseteq \ldots \supseteq F_k \) and \( F_{i+1} = F_i \setminus \{H_i\} \). By Proposition 5.2.8 \( C_{\text{min}}(F_i) = C_{\text{min}}(F_{i+1}) \) for every \( i \) so \( C_{\text{min}}(F) = C_{\text{min}}(F_{\text{free}}) \). Then, by Proposition 6.1.12 and Proposition 6.1.13 it follows that \( F \sim F_{\text{free}} \).

The corollary below follows from Lemma 6.1.14.

**Corollary 6.1.15** Given a forbidding set \( \mathcal{F} \) and a forbidden \( F \in \mathcal{F} \). If \( F' \) and \( F'' \) are two connecting free forbidders obtained from \( F \) as in Lemma 6.1.14, then \( F' \sim F'' \).

The following theorem states that connecting free is a normal form.
Theorem 6.1.16 For every forbidding set there exists an equivalent connecting free forbidding set.

Proof. Let $\mathcal{F}$ be given. From Lemma 6.1.14, for every $F \in \mathcal{F}$ there is $F_{\text{free}}$ such that $F_{\text{free}}$ is connecting free and $G \con G F$ if and only if $G \con G F_{\text{free}}$. Define $\mathcal{F}' = \{F_{\text{free}} \mid F \in \mathcal{F}\}$. It is clear that $\mathcal{F}'$ is connecting free and that $\mathcal{F} \sim \mathcal{F}'$.

Another way to reduce redundancy is to remove entire forbidders that are superfluous. Consider the following example.

Example 6.1.17 Let $\mathcal{F} = \{\{C_3\}, \{N_{1,1,1}\}, \{N_{2,2,2}\}, \ldots\}$. If a graph does not have a 3-cycle as a subgraph, then it does not have any of $N_{i,i,i}$ for $i \geq 1$ as a subgraph. Thus $\mathcal{F} \sim \mathcal{F}'$ where $\mathcal{F}' = \{\{C_3\}\}$.

The key in the preceding example is that the set of subgraphs of every forbidder contains $C_3$ and more precisely the set of $\text{sub}(\{C_3\})$.

The next lemma is a generalization of example 6.1.17.

Lemma 6.1.18 Let $\mathcal{F}$ be a forbidding set, and let $F_1, F_2 \in \mathcal{F}$ with $F_1 \neq F_2$. If $\text{sub}(F_1) \subseteq \text{sub}(F_2)$, then $\mathcal{F} \sim \mathcal{F} \setminus \{F_2\}$.

Proof. It is clear that $\mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F} \setminus \{F_2\})$. Suppose $G \con G (\mathcal{F} \setminus \{F_2\})$. Then $F_1 \not\subseteq \text{sub}(G)$, which implies that $\text{sub}(F_1) \not\subseteq \text{sub}(G)$. Since $\text{sub}(F_1) \subseteq \text{sub}(F_2)$ it holds that $\text{sub}(F_2) \not\subseteq \text{sub}(G)$. Consequently, $F_2 \not\subseteq \text{sub}(G)$. Hence, $G \in \mathcal{L}(\mathcal{F})$ and $\mathcal{L}(\mathcal{F} \setminus \{F_2\}) \subseteq \mathcal{L}(\mathcal{F})$.

The following lemma is a generalization of lemma 6.1.18 which allows the removal of a (possibly infinite) set of forbidders, rather than just one forbidder.

Lemma 6.1.19 Let $\mathcal{F}'$ and $\mathcal{F}$ be forbidding sets with $\mathcal{F}' \subseteq \mathcal{F}$, such that for each $F \in \mathcal{F}$ there is a $F' \in \mathcal{F}'$ with $\text{sub}(F') \subseteq \text{sub}(F)$. Then $\mathcal{F}' \sim \mathcal{F}$. 81
Proof. Obviously, $\mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}')$. Let $G \in \mathcal{L}(\mathcal{F}')$. Let $F \in \mathcal{F}$. If $F \in \mathcal{F}'$ then $G \underset{\text{conn}}{\sim} F$. Otherwise, there is a $F' \in \mathcal{F}'$ such that $F' \neq F$ and $\text{sub}(F') \subseteq \text{sub}(F)$. Since $F' \not\subseteq \text{sub}(G)$ it follows that $\text{sub}(F') \not\subseteq \text{sub}(G)$. Consequently, $\text{sub}(F) \not\subseteq \text{sub}(G)$ and $F \not\subseteq \text{sub}(G)$. Hence, $G \underset{\text{conn}}{\sim} F$ and $\mathcal{L}(\mathcal{F}') \subseteq \mathcal{L}(\mathcal{F})$.

**Definition 6.1.20** A forbidding set $\mathcal{F}$ is called **subgraph incomparable** if for any two forbidders $F_1, F_2 \in \mathcal{F}$ it holds that $\text{sub}(F_1) \not\subseteq \text{sub}(F_2)$ and $\text{sub}(F_2) \not\subseteq \text{sub}(F_1)$.

**Lemma 6.1.21** For every forbidding set there is an equivalent subgraph incomparable forbidding set.

Proof. Let $\mathcal{F}$ be a forbidding set. Because of lemma 6.1.5 assume that $\mathcal{F}$ is subgraph free. Define $\mathcal{F}' = \{F \in \mathcal{F} \mid \text{there is no } \hat{F} \in \mathcal{F} \text{ such that } \hat{F} \neq F \text{ and } \text{sub}(\hat{F}) \subseteq \text{sub}(F)\}$. The subgraph free condition is necessary to ensure that forbidders that are different ($F_1 \neq F_2$), but have the same subgraphs i.e., $\text{sub}(F_1) = \text{sub}(F_2)$ are represented by their maximal forbider $F_{\max}$. It is clear that the forbidding set $\mathcal{F}'$ is subgraph incomparable.

Notice that $\mathcal{F}' \subseteq \mathcal{F}$ by definition. The rest of the proof shows that for every $F \in \mathcal{F}$ there exists a $F' \in \mathcal{F}'$ with $\text{sub}(F') \subseteq \text{sub}(F)$. Let $F \in \mathcal{F}$. If $F \in \mathcal{F}'$, the claim is true. If not, it has been excluded from $\mathcal{F}'$ by definition, i.e., there is some $F_1 \in \mathcal{F}$ such that $\text{sub}(F_1) \subseteq \text{sub}(F)$ and $F_1 \neq F$. Again, either $F_1 \in \mathcal{F}'$ or there is $F_2 \in \mathcal{F}$ with $\text{sub}(F_2) \subseteq \text{sub}(F_1)$ and $F_2 \neq F_1$. Continue this way and consider the sequence of forbidders $F_0, F_1, F_2, \ldots$, where $F_0 = F$, $F_{i+1} \neq F_i$, and $\text{sub}(F_{i+1}) \subseteq \text{sub}(F_i)$, for each $i \geq 0$. Since $\mathcal{F}$ is subgraph free, $F_{i+1} \neq F_i$ implies that $\text{sub}(F_{i+1}) \neq \text{sub}(F_i)$ (see Proposition 6.1.6), therefore, $\text{sub}(F_{i+1}) \subseteq \text{sub}(F_i)$. Since $F$ is finite, i.e., it has a finite number of finite connected graphs, then $\text{sub}(F)$ is finite, as well, which means that there are finitely many strict subsets of it. Therefore, in a finite number of steps, a forbidder $F_k$ is reached, such that $F_k \in \mathcal{F}'$ and $\text{sub}(F_k) \subseteq \text{sub}(F)$. Thus, the conditions of 6.1.19 are satisfied and it follows that $\mathcal{F}' \sim \mathcal{F}$. 
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The next example discusses a forbidding set that is connecting free (respectively subgraph free) and subgraph incomparable, but it is not necessarily minimal, i.e., the forbidding set contains redundant forbidders.

**Example 6.1.22** Let $\mathcal{F} = \{\{K_{1,3}\}, \{C_3, C_4\}\}$ and consider $\mathcal{F}' = \{\{K_{1,3}\}\}$. To see that $\mathcal{F} \sim \mathcal{F}'$ note that every graph that contains both $C_3$ and $C_4$ as subgraphs contains $K_{1,3}$, as well. Hence, $G \con \{K_{1,3}\}$ implies $G \con \{C_3, C_4\}$.

The preceding example shows that the notion of subgraph incomparable needs to be generalized to include not only the set of subgraphs of a forbidder, but also, the subgraphs of connecting graphs of that forbidder.

**Lemma 6.1.23** Let $\mathcal{F}$ be a forbidding set and $F_1, F_2 \in \mathcal{F}$ such that $C(F_2) \subseteq C(F_1)$. Then $\mathcal{F} \sim (\mathcal{F}\\{F_2\})$.

*Proof.* Let $\mathcal{F}, F_1,$ and $F_2$ be as in the conditions of the lemma. It is obvious that $L(\mathcal{F}) \subseteq L(\mathcal{F}\\{F_2\})$. Let $G \in L(\mathcal{F}\\{F_2\})$. Since $G \con F_1$, it follows that $G \not\in C(F_2)$, i.e., $G \not\con F_2$.

The above lemma is generalized below to allow removal of possibly infinitely many forbidders.

**Lemma 6.1.24** Let $\mathcal{F}$ and $\mathcal{F}'$ be forbidding sets with $\mathcal{F}' \subseteq \mathcal{F}$ such that for each $F \in \mathcal{F}$ there is a $F' \in \mathcal{F}'$ such that $C(F) \subseteq C(F')$. Then $\mathcal{F}' \sim \mathcal{F}$.

*Proof.* Obviously, $L(\mathcal{F}) \subseteq L(\mathcal{F}')$. Let $G \in L(\mathcal{F}')$ and $F \in F$. Since $G \not\in C(F')$ it follows that $G \not\in C(F)$. Hence, $G \not\con F$ and the lemma follows.

Recall that for a graph $G$ and a forbidder $F$, either $G \con F$ or $G \in C(F)$. Two forbidders $F_1$ and $F_2$ are equivalent if and only if $G \con F_1$ implies $G \con F_2$ and vice versa. Hence, the following remark.
Remark 6.1.25 Let $\mathcal{F}$ be a forbidding set and $F_1, F_2 \in \mathcal{F}$. Then, $F_1$ and $F_2$ are equivalent if and only if $C(F_1) = C(F_2)$.

So, if $F_1$ and $F_2$ are not equivalent, either there exists a connecting graph $S \in C(F_1)$ such that $F_2 \not\subseteq \text{sub}(S)$ or there exists a connecting graph $T \in C(F_2)$ such that $F_1 \not\subseteq \text{sub}(T)$.

Definition 6.1.26 Two forbidders $F_1$ and $F_2$ are connecting incomparable if there exists a connecting graph $S \in C(F_1)$ such that $S \not\in C(F_2)$ and there exists a connecting graph $T \in C(F_2)$ such that $T \not\in C(F_1)$. A forbidding set $\mathcal{F}$ is connecting incomparable if every pair of forbidders in it is connecting incomparable.

In terms of the $G_U$ graph, $F_1$ and $F_2$ are connecting incomparable if there is a vertex $S$ in $G_U$ with a path from every $H \in F_1$ to $S$, such that there is a $K \in F_2$ from which there is no path to $S$ and vice versa.

Proposition 6.1.27 If a forbidding set is connecting incomparable, then it is subgraph incomparable, but the converse does not hold.

Proof. Let $\mathcal{F}$ be connecting incomparable. Let $F_1, F_2 \in \mathcal{F}$ with $F_1 \neq F_2$. Since $\mathcal{F}$ is connecting incomparable, there exists $T \in C(F_2)$, such that $T \not\in C(F_1)$. This implies that $F_1 \not\subseteq \text{sub}(F_2)$. Hence, $\text{sub}(F_1) \not\subseteq \text{sub}(F_2)$. Similarly, $\text{sub}(F_2) \not\subseteq \text{sub}(F_1)$. Thus, $\mathcal{F}$ is subelement incomparable. Example 6.1.22 shows that the converse does not hold.

Corollary 6.1.28 Let $\mathcal{F}$ be a forbidding set and $F, F' \in \mathcal{F}$ with $F \neq F'$. If $F$ and $F'$ are connecting incomparable, then they are not equivalent.

The following theorem establishes that connecting incomparable is a normal form.

Theorem 6.1.29 For every forbidding set there exists an equivalent connecting incomparable forbidding set.
Proof. Let $\mathcal{F}$ be a forbidding set. Because of Theorem 6.1.16 $\mathcal{F}$ is assumed to be connecting (hence subgraph) free. Define $\hat{\mathcal{F}} = \{\hat{F} \in \mathcal{F} \mid \text{there is no } F \in \mathcal{F} \text{ such that } F \not\sim \hat{F} \text{ and } C(\hat{F}) \subseteq C(F)\}$. The set $\hat{\mathcal{F}}$ may contain equivalent forbidders. Divide $(\hat{\mathcal{F}})$ into equivalent classes and let $\mathcal{F}'$ contain exactly one forbider from each equivalent class. It is clear that $\mathcal{F}'$ is connecting incomparable.

Notice that $\mathcal{F}' \subseteq \mathcal{F}$ by definition. The rest of the proof shows that for every $F \in \mathcal{F}$ there exists a $F' \in \mathcal{F}'$ with $C(F) \subseteq C(F')$. Let $F \in \mathcal{F}$. If $F \in \mathcal{F}'$, the claim is true. If not, it has been excluded from $\mathcal{F}'$ by definition. Either there is some $\tilde{F} \in \mathcal{F}'$ such that $F \sim \tilde{F}$, in which case the claim is true or $F$ has been excluded from $(\hat{\mathcal{F}})$ in which case there is a $F_1$ such that $C(F) \subseteq C(F_1)$ and $F \not\sim F_1$. If $F_1 \in \mathcal{F}'$ the claim is true. If not, either $F_1 \sim F_2$ for some $F_2 \in \mathcal{F}'$ in which case the claim is true or there is $F_2 \not\sim F_1$ with $C(F_1) \subseteq C(F_2)$. Continue this way and consider the sequence of forbidders $F_0, F_1, F_2, \ldots$ where $F_0 = F$, $F_{i+1} \not\sim F_i$, and for each $i \geq 0$ it holds that $C(F_i) \subseteq C(F_{i+1})$. Since $F_i \not\sim F_{i+1}$ from Remark 6.1.25 it follows that $C(F_i) \neq C(F_{i+1})$, therefore, $C(F_i) \subset C(F_{i+1})$. Let $S \in C(F)$. If the sequence $F_0, F_1, F_2, \ldots$ is infinite, it follows that $S$ is a connecting graph of infinitely many forbidders, which contradicts the fact that $S$ is finite. Therefore, a $F_k \in \mathcal{F}'$ is reached such that $C(F) \subseteq C(F_k)$. Thus, the conditions of Lemma 6.1.24 are satisfied and it follows that $\mathcal{F}_{\text{min}} \sim \mathcal{F}$.

Because Theorem 6.1.21 shows that connecting free and connecting incomparable is a normal form consider the definition below.

**Definition 6.1.30** The forbidding set $\mathcal{F}$ is in reduced normal form if it is both connecting free and connecting incomparable.

**Proposition 6.1.31** Let $\mathcal{F}$ be a forbidding set. For every $F \in \mathcal{F}$ choose one connecting graph $S_F \in C(F)$ and consider $\mathcal{F}' = \{S_F \mid F \in \mathcal{F}\}$. Then, $\mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}')$.
Proof. Let $G \con F$ and let $\{S_F\} \in F'$. Then, $S_F$ is a connecting graph for some $F \in F$. Since $F \not\subseteq \text{sub}(G)$, it holds that $\{S_F\} \not\subseteq \text{sub}(G)$. Hence, $\mathcal{L}(F) \subseteq \mathcal{L}(F')$.

The converse, however, is not necessarily true even if $F$ is in reduced normal form. Consider $F = \{\{C_3, C_4\}\}$ and $D_4 \in \text{C}(\{C_3, C_4\})$. Let $F' = \{\{D_4\}\}$. Then, the graph $G = S_{C_3P_C4}^C_4$ from Example 5.2.3 and Figure 5.1 is such that $G \con F'$ but $G \ncon F$. The following proposition considers a special case.

Proposition 6.1.32 Let $F$ be a forbidding set. For every $F \in F$ construct the forbidding set $F_F = \{\{S\} \mid S \in C_{\text{min}}(F)\}$ and consider $F' = \cup_{F \in F} F_F$. Then, $F \sim F'$.

Proof. Let $G \con F$ then for every $\{S\} \in F'$ there is a $F \in F$ such that $F \subseteq \text{sub}(S)$. Since $F \not\subseteq \text{sub}(G)$, it follows that $\{S\} \not\subseteq \text{sub}(G)$. Hence, $\mathcal{L}(F) \subseteq \mathcal{L}(F')$. Conversely, let $G \con F'$ and let $F \in F$. Suppose $F \subseteq \text{sub}(G)$. Then, $G \in C(F)$ and there is a $S \in C_{\text{min}}(F)$ such that $S \leq G$. This contradicts the fact that $G \con F'$. Hence, $F \not\subseteq \text{sub}(G)$ and $\mathcal{L}(F') \subseteq \mathcal{L}(F)$. Consequently, $F \sim F'$.

Proposition 6.1.31 now follows from the above proposition. Proposition 6.1.32 proves that every forbidding set is equivalent to a forbidding set consisting of singleton forbidders only. Hence, the following theorem.

Theorem 6.1.33 Every forbidding set is equivalent to a strict forbidding set.

As Example 5.2.3 states, even a simple forbiddor $F = \{C_3, C_4\}$ has an infinite number of minimal connecting graphs and dealing with such a strict forbidding set will be cumbersome.

Remark 6.1.34 Any strict forbidding set is connecting (subgraph) free. Also, connecting incomparable is equivalent to subgraph incomparable for such a set.
Proposition 6.1.35 If $\mathcal{F}$ consists of singleton forbidders only and it is a connecting (subgraph) incomparable forbidding set, then, it is minimal, i.e., $\mathcal{L}(\mathcal{F}) \subset \mathcal{L}(\mathcal{F}\{F\})$ for any $F \in \mathcal{F}$.

Proof. Let $F = \{K\} \in \mathcal{F}$. It is clear that $\mathcal{L}(\mathcal{F}) \subset \mathcal{L}(\mathcal{F}\{F\})$. Obviously, $K \notin \mathcal{L}(\mathcal{F})$. If $H \neq F$, then $H \not\subseteq \text{sub}(K)$ since $\mathcal{F}$ is subgraph incomparable. Hence, $\mathcal{L}(\mathcal{F}) \neq \mathcal{L}(\mathcal{F}\{F\})$.

Corollary 6.1.36 For every forbidding set there is a an equivalent minimal strict forbidding set.

Proof. Let $\mathcal{F}$ be given and construct $\mathcal{F}'$ as in Theorem 6.1.33. Then, from $\mathcal{F}'$ construct a connecting (subgraph) incomparable forbidding set $\mathcal{F}''$ as in Theorem 6.1.29. Then, by Proposition 6.1.35, $\mathcal{F}''$ is minimal, i.e., $\mathcal{L}(\mathcal{F}'') \subset \mathcal{L}(\mathcal{F}''\{F\})$ for any $F \in \mathcal{F}''$.

Lemma 6.1.37 Let $\mathcal{F}$ be a strict forbidding set and $\mathcal{F}_1$ and $\mathcal{F}_2$ be two forbidding sets obtained as $\mathcal{F}''$ in Corollary 6.1.36. Then $\mathcal{F}_1 = \mathcal{F}_2$.

Proof. Let $F \in \mathcal{F}_1$. Since $\mathcal{F}_1 \sim \mathcal{F}_2$, it follows that there is a $H \in \mathcal{F}_2$ such that $H \subseteq \text{sub}(F)$, hence, $\text{sub}(H) \subseteq \text{sub}(F)$. Similarly, there is a $K \in \mathcal{F}_1$ such that $K \subseteq \text{sub}(H)$ which implies that $\text{sub}(K) \subseteq \text{sub}(H)$. Since both $K$ and $F$ are in $\mathcal{F}_1$ and $\text{sub}(K) \subseteq \text{sub}(F)$ by Lemma 6.1.29 it follows that $\text{sub}(K) = \text{sub}(F)$. Since both $F$ and $K$ are singletons, it follows that $K = F$ which implies that $F \in \mathcal{F}_2$. Thus, $\mathcal{F}_1 \subseteq \mathcal{F}_2$. Similarly, $\mathcal{F}_2 \subseteq \mathcal{F}_1$. Consequently, $\mathcal{F}_1 = \mathcal{F}_2$.

Theorem 6.1.38 For every forbidding set there is a equivalent unique minimal strict forbidding set in reduced normal form.

Proof. Let $\mathcal{F}$ be given and let $\mathcal{F}'$ be the strict forbidding set constructed as in Theorem 6.1.33 consisting of singleton forbidders of all minimal connecting graphs.
of the forbidders in $\mathcal{F}$. Construct a connecting (subgraph) incomparable set $\hat{\mathcal{F}}$ from $\mathcal{F}'$. Then, $\hat{\mathcal{F}}$ is in reduced normal form. From Corollary 6.1.36 it is minimal and Lemma 6.1.37 establishes that it is unique.

6.2 Normal Forms for Enforcing Sets

In this section, redundancy within enforcing sets is investigated. The first remark illustrates an obvious redundancy.

Remark 6.2.1 Let $\mathcal{E}$ be an enforcing set and $(X,Y) \in \mathcal{E}$. Then, $\hat{Y} \text{ sat} (X,Y)$ for every $\hat{Y} \in Y$.

Note that if an enforcing set $\mathcal{E}$ contains a brute enforcer $(\emptyset,Y)$, then if $G \in \mathcal{L}(\mathcal{E})$, it follows that $G$ has at least one vertex, hence $G \text{ sat} (\emptyset,\{\Lambda\})$. The following remark states that formally.

Remark 6.2.2 If $\mathcal{E}$ contains a brute enforcer $(\emptyset,Y)$ with $Y \neq \{\Lambda\}$ and $(\emptyset,\{\Lambda\})$, then $(\emptyset,\{\Lambda\})$ is redundant.

Example 6.2.3 Let $\mathcal{E}$ be an enforcing set, which contains both $E_1 = (P_3,C_3)$ and $E_2 = (P_3,\{C_3,C_4\})$ as enforcers. It is easy to see that if a graph $G$ satisfies $E_1$ then it, also, satisfies $E_2$. Thus, the enforcer $E_2$ is redundant and can be discarded.

The next proposition generalizes this type of redundancy.

Proposition 6.2.4 Let $(X,Y')$ and $(X,Y'')$ are enforcers in an enforcing set $\mathcal{E}$ with $Y' \subseteq Y''$. Then $\mathcal{E} \sim \mathcal{E}'$, where $\mathcal{E}' = \mathcal{E}\setminus\{(X,Y'')\}$.

Proof. Obviously, $\mathcal{L}(\mathcal{E}) \subseteq \mathcal{L}(\mathcal{E}')$. Let $G$ be in $\mathcal{L}(\mathcal{E}')$. If $X \not\leq G$ then $G \text{ sat} (X,Y'')$. Suppose $X \leq G$. Then there is $\hat{Y} \in Y'$ such that $X \leq \hat{Y} \leq G$. Since $\hat{Y} \in Y''$ it follows that $G \text{ sat} (X,Y'')$ and $G \in \mathcal{L}(\mathcal{E}')$.

The above result is extended to removing a subset of redundant enforcers of this type instead of just one such enforcer.
Proposition 6.2.5 Let $\mathcal{E}$ be an enforcing set and $(X, Y)$ an enforcer in $\mathcal{E}$. Then, $\mathcal{E} \sim \mathcal{E}'$ where $\mathcal{E}' = \mathcal{E} \setminus \mathcal{E}''$ with $\mathcal{E}'' = \{(X'', Y'') \mid X = X''$ and $Y \subseteq Y''\}$.

Proof. Obviously, $\mathcal{L}(\mathcal{E}) \subseteq \mathcal{L}(\mathcal{E}')$. Let $G \in \mathcal{L}(\mathcal{E}')$ and $(X, Y'') \in \mathcal{E}''$. If $X \not\leq G$, then $G \sat (X, Y'')$ trivially. Suppose, $X \leq G$, then since $G \sat (X, Y)$, there is a $\hat{Y} \in Y$ such that $X \leq \hat{Y} \leq G$. Hence, $G \sat (X, Y'')$ and $G \sat \mathcal{E}''$.

A graph in $Y$ can be a subgraph of another graph in $Y$, which in some cases leads to the type of redundancy examined next.

Proposition 6.2.6 Let $(X, Y)$ be an enforcer in an enforcing set $\mathcal{E}$, such that if $Y_i$ and $Y_j$ are in $Y$ with $Y_i \leq Y_j$ and whenever $X \leq Y_j$, it holds that $X \leq Y_i \leq Y_j$. Then $\mathcal{E} \sim \mathcal{E}'$ where $\mathcal{E}' = (\mathcal{E} \setminus \{(X, Y)\}) \cup \{(X, Y')\}$ with $Y' = Y \setminus \{Y_j\}$.

Proof. Let $G \sat \mathcal{E}$. It is sufficient to show that $G \sat (X, Y')$. If $X \not\leq G$, then $G \sat (X, Y')$ trivially. Suppose $X \leq G$. Since $G \sat (X, Y)$, there is $Y_k \in Y$ such that $X \leq Y_k \leq G$. If $Y_k \neq Y_j$, then $G \sat (X, Y')$. Otherwise, $X \leq Y_j \leq G$. This implies that $X \leq Y_i \leq G$. Consequently, $G \sat (X, Y')$. Hence, $\mathcal{L}(\mathcal{E}) \subseteq \mathcal{L}(\mathcal{E}')$. The converse is trivial, since $Y' \subseteq Y$.

Example 6.2.7 Let $\mathcal{E} = \{(P_3, \{C_4, K_5\})\}$. Then, by the above proposition, $\mathcal{E} \sim \mathcal{E}'$ where $\mathcal{E}' = \{(P_3, C_4)\}$.

The following example shows that even in a very restrictive case, it is still very difficult to define redundancy for enforcers with different first components.

Example 6.2.8 Let $\mathcal{E}$ be given. Let $(X, Y), (X', Y') \in \mathcal{E}$ such that $X \leq X'$, $X' \leq \hat{Y}$ for every $\hat{Y} \in Y$, and for every $\hat{Y}' \in Y'$ there is a $\hat{Y} \in Y$ such that $\hat{Y}' \leq \hat{Y}$. Then $\{(X', Y')\}$ is not necessarily redundant. Consider $\mathcal{E} = \{(X, Y)\}, \{(X', Y)\}$ where $X = C_3$, $Y = \{\hat{Y}\}$, and $\hat{Y}$ and $X'$ are as in Figure 6.1. Then the graph $G$ from the same figure satisfies the first enforcer, but does not satisfy $\mathcal{E}$. 89
Let $\mathcal{E}$ be an enforcing set. Define $\mathcal{E}^{(1)} = \{X \mid (X, Y) \in \mathcal{E}\}$ and $\mathcal{E}^{(2)} = \{Y \mid (X, Y) \in \mathcal{E}\}$.

**Definition 6.2.9** Let $X \in \mathcal{E}^{(1)}$. A graph $g(X)$ is generated by $X$ if the following two conditions hold:

(i) $X \leq g(X)$

(ii) $g(X) \text{ sat } (X', Y')$ for every $(X', Y') \in \mathcal{E}$.

A generated graph $g_m(X)$ is called minimal, if no proper subgraph of it is a generated graph.

Let $\mathcal{E}$ be an enforcing set and let $X \in \mathcal{E}^{(1)}$. Denote the family of generated graphs of $X$ with respect to $\mathcal{E}$ with $G_X^e$ or simply $G_X$ when $\mathcal{E}$ is understood. The family of minimal generated graphs of $X$ with respect to $\mathcal{E}$ is denoted by $M_X^e$ or simply $M_X$ when $\mathcal{E}$ is understood. Let $\mathcal{M}(\mathcal{E}) = \bigcup_{X \in \mathcal{E}^{(1)}} M_X$.

The next proposition follows directly from the definition of generated graphs.

**Proposition 6.2.10** Let $\mathcal{E}$ be an enforcing set and $X \in \mathcal{E}^{(1)}$, then

(i) For every graph $G$ such that $G \text{ sat } \mathcal{E}$, $X \leq G$ implies $G \in G_X$.

(ii) $g(X) \in \mathcal{L}(\mathcal{E})$ if and only if $g(X)$ is finite.
(iii) If there exists an infinite \( g_m(X) \), \( G \) sat \( \mathcal{E} \) implies \( X \nsubseteq G \).

Example 6.2.11  (a) Consider \( \mathcal{E} = \{(P_3, \{C_3\})\} \). The minimal generated graph of \( P_3 \) is (isomorphic to) \( C_3 \). It is finite and it satisfies \( \mathcal{E} \). \( K_4 \) is a generated graph, but not minimal since \( C_3 \leq K_4 \).

(b) Let \( \mathcal{E}' = \{(P_3, \{P_4\}), (P_4, \{P_5\}), \ldots, (P_n, \{P_{n+1}\}), \ldots\} \). The minimal generated graph \( g_m(P_3) \) is infinite and no graph in \( L(\mathcal{E}) \) contains \( P_3 \) as a subgraph. Thus, \( L(\mathcal{E}) = \{\emptyset, \Lambda, P_2\} \).

Example 6.2.12 Let \( \mathcal{E} = \{(P_3, \{C_3\})\} \) and \( \mathcal{E}' = \{(P_3, \{C_3\}), (P_4, \{C_4\}), \ldots, (P_n, \{C_n\}), \ldots\} \). It is clear that \( L(\mathcal{E}') \subseteq L(\mathcal{E}) \). Let \( G \in L(\mathcal{E}) \). Let \( P_n \leq G \) with \( P_n = v_1, v_2, \ldots, v_n \). Since the path \( v_1v_2v_3 \) demands that \( \{v_1, v_3\} \in E(G) \) and \( v_1v_3v_4 \) demands that \( \{v_1, v_4\} \in E(G) \), it follows that \( \{v_1, v_{n-1}\} \) and \( \{v_1, v_n\} \in E(G) \), which proves that \( \mathcal{E} \sim \mathcal{E}' \).

The above example shows that an infinite enforcing set is equivalent to a finite enforcing set. This raises the question whether there are infinite enforcing sets that are not equivalent to any finite enforcing set and the following two examples and proposition provide an affirmative answer.

Example 6.2.13 There is no finite enforcing set \( \mathcal{E} \) such that \( \mathcal{E} \sim \tilde{\mathcal{E}} \). Suppose there is an \( \mathcal{E} \) for which \( L(\mathcal{E}) = \{\emptyset, \Lambda, P_2\} \). Then \( P_3 \) is not in \( L(\mathcal{E}) \) (as well as any graph which has \( P_3 \) as a subgraph). \( P_3 \) needs to be “excluded” from \( L(\mathcal{E}) \). Hence, an enforcer \( (P_3, Y) \) is needed and all generated graphs \( g(P_3) \) need to be infinite, but this would mean that \( \mathcal{E} \) is infinite.

Example 6.2.14 Consider \( \tilde{\mathcal{E}} = \{(P_3, \{C_3\}), (P_3, \{C_4\}), \ldots, (P_3, \{C_n\}), \ldots\} \). Then there is no finite enforcing set \( \mathcal{E} \), such that \( \mathcal{E} \sim \tilde{\mathcal{E}} \). First, observe that \( L(\tilde{\mathcal{E}}) = \{\emptyset, \Lambda, P_2\} \). To show this consider \( G \in L(\tilde{\mathcal{E}}) \). If \( P_3 \leq G \) it follows that for every \( n \) \( P_3 \leq C_n \leq G \) which contradicts the fact that \( G \) is finite. Hence, \( P_3 \nleq G \). Therefore, \( G \) can only be \( \emptyset, \Lambda, \) or \( P_2 \). Then, by the above example the claim follows.

The above two examples prove the following proposition.
Proposition 6.2.15 There are infinite enforcing sets which do not have a finite equivalent.

Definition 6.2.16 An enforcing set $\mathcal{E}$ is called finitary if for all $X \in \mathcal{E}^{(1)}$ there is a finite number of enforcers $(X, Y_i)$ in $\mathcal{E}$.

Example 6.2.17 The infinite and not finitary enforcing set $\hat{\mathcal{E}} = \{(P_3, \{C_3, C_4\}), (P_3, \{C_3, C_5\}), \ldots, (P_3, \{C_3, C_n\}), \ldots\}$ defines the class of complete graphs. If $P_3 \not\leq G$ then $G$ is complete. Assume that $P_3 \leq C_3 \not\leq G$ then for any $n \geq 4$, $P_3 \leq C_n \leq G$, which contradicts the fact that $G$ is finite. It follows that $P_3 \leq C_3 \leq G$, which means that $\hat{\mathcal{E}} \sim \mathcal{E}$ for $\mathcal{E} = \{(P_3, C_3)\}$.

This fact shows that there is a non-finitary enforcing set that is equivalent to a finite enforcing set.

From the above examples it follows that $\hat{\mathcal{E}} \sim \mathcal{E}'$, where $\hat{\mathcal{E}}$ is as in Example 6.2.17 and $\mathcal{E}'$ is as in Example 6.2.12.

Definition 6.2.18 Given $\mathcal{E}$, the enforcer $(X', Y')$ is redundant for $\mathcal{E}$, if there exists an enforcer $(X, Y) \in \mathcal{E}$ with $X \leq X'$ and for every $g(X) \in G_{X}'$ where $\mathcal{E}' = \mathcal{E}\setminus\{(X', Y')\}$ whenever $X' \leq g(X)$ there exists $\hat{Y} \in Y'$, such that $X' \leq \hat{Y} \leq g(X)$ or $g(X)$ is infinite.

Example 6.2.19 Consider $\mathcal{E} = \{(C_3, N_{1,1,1}), (N_{1,0,0}, N_{1,1,1})\}$. Then, the second enforcer is redundant.

The following proposition shows that redundant enforcers can be erased from the enforcing set.

Proposition 6.2.20 If $(X', Y')$ is redundant for $\mathcal{E}$, then $\mathcal{E} \sim \mathcal{E}'$, where $\mathcal{E}' = \mathcal{E} \setminus \{(X', Y')\}$.

Proof. It is clear that $\mathcal{L}(\mathcal{E}) \subseteq \mathcal{L}(\mathcal{E}')$. Let $G \in \mathcal{L}(\mathcal{E}')$. If $X' \not\leq G$, then $G \in \mathcal{L}(\mathcal{E})$. Assume $X' \leq G$. Then, $X \leq G$ which implies that $G = g(X)$ for some $g(X) \in G_{X}'$. 
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Since \((X', Y')\) is redundant, every copy of \(X'\) in \(G\) is “enclosed” in some \(\hat{Y}\) from \(Y'\) in \(G\). Hence, \(G \text{ sat } \mathcal{E}\).

The following lemma shows that an infinite finitary enforcing set with finite \(\mathcal{M}(\mathcal{E})\) must have an infinite generated graph.

**Lemma 6.2.21** Let \(\mathcal{E}\) be infinite and finitary, such that \(\mathcal{M}(\mathcal{E})\) is finite. Then there exists an infinite generated set.

**Proof.** Since \(\mathcal{M}(\mathcal{E})\) is finite, there is a finite number of families of minimal generated graphs \(M_X\). Denote these families by \(M_1, M_2, \ldots, M_k\), i.e., \(\mathcal{M}(\mathcal{E}) = \bigcup_{i=1}^{k} M_i\). Since there are infinitely many distinct \(X\)’s (due to \(\mathcal{E}\) being infinite) and finitely many \(M_i\)’s, there must exist at least one \(M_j\) such that for infinitely many \(X\)’s in \(\mathcal{E}^{(1)}\), it holds that \(M_X = M_j\). Let \(g_m(X) \in M_j\). Since \(g_m(X)\) is a generated graph for infinitely many \(X\)’s, it follows that \(g_m(X)\) contains all these \(X\)’s as subgraphs. Hence, \(g_m(X)\) is infinite. (In fact all generated graphs in \(M_j\) are infinite.)
This chapter presents a new way of defining families of subposets or single subposets based on forbidding and enforcing constraints. The first section is a direct generalization of the language $fe$-systems to posets. In the remaining sections the single subposet $fe$-families, which were inspired by graph $fe$-systems are defined. In this case, the forbidding sets generalize the graph forbidding sets, but the enforcing sets are different than these discussed for graphs in that enforcing is “weak” rather than the “strong” version presented in Chapter 5.

In this chapter a partially ordered set is usually denoted by $P$ and the power set of $P$ with $\mathcal{P}(P)$. The order in $P$ is denoted by $\leq$. A set of elements from $P$ is called a subposet. Thus, subposets are elements in $\mathcal{P}(P)$. A partially ordered set does not necessarily contain a smallest element, but in case it does, the smallest element is denoted by $\lambda$. In this case, $\lambda \leq p$ for every $p \in P$. A subposet $L \subseteq P$ is a chain if for any $p, q \in L$ it holds that either $p \leq q$ or $q \leq p$. A subposet $K \subseteq P$ is an antichain if for any $p, q \in K$ with $p \neq q$ neither $p < q$ nor $q < p$ holds. Basic discussion of posets and order can be found in [6, 38].

**Definition 7.0.22** Given $p \in P$ define the shadow of $p$ as $\text{sub}(p) = \{q \mid q \leq p\}$. For $L \in \mathcal{P}(P)$ define $\text{sub}(L) = \cup_{p \in L} \text{sub}(p)$.

In literature, $\text{sub}(p)$ is also called a principal ideal, a down-set, or a lower set (see for example [38]).
The proofs of some propositions in this chapter depend on the finiteness of \( \text{sub}(p) \). Hence, the following definition.

**Definition 7.0.23** An element \( p \in P \) is called **finite**, if \( \text{sub}(p) \) is finite. Otherwise, \( p \) is infinite.

Some examples of posets include:

(i) The subsets \( \mathcal{P}(S) \) of a set \( S \) ordered by inclusion and denoted by \( (\mathcal{P}(S), \subseteq) \).

(ii) The words \( A^* \) over a given alphabet \( A \) with subword order denoted with \( (A^*, \text{sub}) \) where \( u \leq v \) if and only if \( u \) is a subword of \( v \) \((u \in \text{sub}(v))\).

(iii) Graphs with subgraph order \( (\mathcal{G}, \leq) \) where \( \mathcal{G} \) is the set of simple connected graphs and \( H \leq G \) if and only if \( H \) is a subgraph of \( G \).

(iv) Natural numbers with divisibility \( (N, |) \) where \( p \leq q \) if and only if \( p \) divides \( q \) \((p \mid q)\).

In all of the above examples \( \lambda \in P \) and all elements of \( P \) are finite. The poset of integers \( (\mathbb{Z}, \leq) \) does not have a smallest element \( \lambda \) and contains infinite elements.

### 7.1 \( fe \)-Families as Sets of Subposets

In this section, the forbidding-enforcing systems defined on formal languages are generalized to partially ordered sets. The partially ordered set \( (A^*, \text{sub}) \), where \( A \) is an alphabet and \( \text{sub} \) is the subword relation between words is used as an example of a general poset. In this generalization, languages are associated with subposets \( L \in \mathcal{P}(P) \).

**Definition 7.1.1** A **forbidding set** \( \mathcal{F} \) is a (possibly infinite) family of finite nonempty sets from \( \mathcal{P}(P) \), not containing \( \lambda \) if \( \lambda \in P \); each element \( F \) of the forbidding set \( \mathcal{F} \) is called a **forbidder**.
A subposet \( L \subseteq P \), is \textit{consistent} with a forbider \( F \), denoted by \( L \text{ con } F \) if \( F \not\subseteq \text{ sub}(L) \). A subposet \( L \) is consistent with a forbidding set \( \mathcal{F} \) (\( L \text{ con } \mathcal{F} \)) if \( L \text{ con } F \) for all \( F \in \mathcal{F} \).

For a forbidding set \( \mathcal{F} \) the family of \( \mathcal{F} \)-\textit{consistent} subposets is \( \mathcal{L}(\mathcal{F}) = \{ L \mid L \text{ con } \mathcal{F} \} \), i.e., \( \mathcal{L}(\mathcal{F}) \subseteq \mathcal{P}(P) \).

The family \( \mathcal{L}(\mathcal{F}) \) is said to be \textit{defined} by the forbidding set \( \mathcal{F} \). A family of subposets \( \mathcal{L} \) is called an \textit{f-family}, if there is a forbidding set \( \mathcal{F} \) such that \( \mathcal{L} = \mathcal{L}(\mathcal{F}) \).

The maximal subposets are defined with respect to inclusion and \( \mathcal{M}(\mathcal{F}) \) denotes the set of maximal subposets in \( \mathcal{L}(\mathcal{F}) \).

The corresponding boundary observations from Chapter 2 hold for posets, as well.

\textbf{Remark 7.1.2}  
(i) \( \mathcal{L}(\mathcal{F}) = \mathcal{P}(P) \) if and only if \( \mathcal{F} \) is empty.

(ii) \( \emptyset \in \mathcal{L}(\mathcal{F}) \) for every \( \mathcal{F} \).

(iii) If \( \lambda \in P \), then \( \{ \lambda \} \in \mathcal{L}(\mathcal{F}) \) for every \( \mathcal{F} \).

In addition to \( (A^*, \text{ sub}) \), consider the following examples.

\textbf{Example 7.1.3} Consider \( (G, \leq) \). Let \( \mathcal{F} = \{ \{ C \} \mid C \text{ is a cycle } \} \). Then \( \mathcal{L}(\mathcal{F}) = \{ G \mid G \text{ is a set of trees} \} \).

\textbf{Example 7.1.4} Consider \( (N, |) \). Let \( \mathcal{F} = \{ \{ 2, 3 \}, \{ 5, 7 \} \} \) and \( L_1 = \{ n \mid 2 \nmid n \text{ and } 5 \nmid n \} \), \( L_2 = \{ n \mid 2 \nmid n \text{ and } 7 \nmid n \} \), \( L_3 = \{ n \mid 3 \nmid n \text{ and } 5 \nmid n \} \), and \( L_4 = \{ n \mid 3 \nmid n \text{ and } 7 \nmid n \} \). Then \( \mathcal{L}(\mathcal{F}) = \{ L \mid L \subseteq L_i \text{ for } i = 1, \ldots, 4 \} \). In fact, \( \mathcal{M}(\mathcal{F}) = \{ L_1, L_2, L_3, L_4 \} \). Thus, \( L = \{ 1, 4, 4^2, \ldots \} \) is consistent with \( \mathcal{F} \).

Again, \( \mathcal{F} \) is called a \textit{strict} forbidding set if it contains singleton forbidders only.

\textbf{Example 7.1.5} Once again, consider \( (N, |) \). Let \( \mathcal{L}(\mathcal{F}) = \{ \{ 2 \} \} \). Then, \( \mathcal{L}(\mathcal{F}) \) is the power set of odd numbers.
Definition 7.1.6 An enforcing set $\mathcal{E}$ is a possibly infinite family of ordered pairs $(X,Y)$, where $X$ and $Y$ are finite subposets of $P$ such that $Y \neq \emptyset$. The elements $(X,Y)$ of an enforcing set $\mathcal{E}$ are called enforcers.

A subposet $L$ is said to satisfy an enforcer $(X,Y)$ if $X \subseteq L$ implies $Y \cap L \neq \emptyset$. For an enforcing set $\mathcal{E}$ the family of all subposets $L$ that satisfy $\mathcal{E}$ is denoted by $\mathcal{L}(\mathcal{E})$. A family of subposets $L$ is called an $e$-family if there exists an enforcing set $\mathcal{E}$ such that $L = \mathcal{L}(\mathcal{E})$.

In the case that $X \not\subseteq L$, $L$ is said to satisfy the enforcer trivially. Enforcers in which $X = \emptyset$ are called brute. In this case, an element from $Y$ has to be in $L$ in order for $L$ to satisfy the enforcer. An enforcer $(X,Y)$ for which $X \cap Y \neq \emptyset$ is called trivial, since it is always satisfied. The notation and definition for generated subposets is extended accordingly.

Remark 7.1.7 (i) $\mathcal{L}(\mathcal{E}) = \mathcal{P}(P)$ if and only if $\mathcal{E} = \emptyset$ or $\mathcal{E}$ has trivial enforcers only.

(ii) $\emptyset \in \mathcal{L}(\mathcal{E})$ for every $\mathcal{E}$ that does not have brute enforcers.

(iii) $P \in \mathcal{L}(\mathcal{E})$ for every $\mathcal{E}$.

In what follows, unless otherwise stated, all enforcers are non-trivial.

Definition 7.1.8 An enforcer $(X,Y)$ is called strict if $|Y| = 1$.

In some sense, strict enforcers “force” $Y$ into the subposet $L$. Consider the following example of a strict enforcing set.

Example 7.1.9 Consider $(\mathcal{G}, \leq)$ and let $\mathcal{E} = \{(\{P_2\}, \{C_3\})\}$. Then, $\mathcal{L}(\mathcal{E})$ consists of all graphs that contain a 3-cycle as a subgraph, $\Lambda$, and $\emptyset$.

Respectively, the two notions of forbidding and enforcing are combined into the following definition.
Definition 7.1.10 A *forbidding-enforcing system* is a construct $\Gamma = (P, \mathcal{F}, \mathcal{E})$ (or shortly $(\mathcal{F}, \mathcal{E})$ when $P$ is understood), such that $\mathcal{F}$ is a forbidding set and $\mathcal{E}$ is an enforcing set over the poset $P$. The family of subposets $\mathcal{L}(\Gamma)$ defined by this system consists of all subposets $L$ that are consistent with $\mathcal{F}$ and satisfy $\mathcal{E}$, i.e., $\mathcal{L}(\mathcal{F}, \mathcal{E}) = \mathcal{L}(\mathcal{F}) \cap \mathcal{L}(\mathcal{E})$.

A family of subposets $\mathcal{L}$ is called a *forbidding-enforcing family* or $fe$-family, if there exists a $fe$-system $(\mathcal{F}, \mathcal{E})$, such that $\mathcal{L} = \mathcal{L}(\mathcal{F}, \mathcal{E})$.

Example 7.1.11 Consider $(N, |)$. Let $\mathcal{E} = \{ (\emptyset, \{1, 2\}) \}$. Then, $\mathcal{L}(\mathcal{E})$ contains sets of numbers $L$ that contain either 1 or 2.

Two sets of forbidders (or two enforcing sets, or two forbidding-enforcing systems) are equivalent if they define the same family of subposets. The equivalence relation is denoted by $\sim$.

From the above definitions it follows that there is no enforcing set $\mathcal{E}$ such that $\mathcal{L}(\mathcal{E}) = \emptyset$. Neither there is a forbidding set $\mathcal{F}$ such that $\mathcal{L}(\mathcal{F}) = \emptyset$.

Remark 7.1.12 $\mathcal{L}(\mathcal{F}, \mathcal{E}) = \mathcal{P}(P)$ if and only if $\mathcal{F} = \emptyset$ and $\mathcal{E} = \emptyset$ or $\mathcal{E}$ consists of trivial enforcers only.

Example 7.1.13 Consider $(N, |)$ with $(\mathcal{F}, \mathcal{E})$ as in Examples 7.1.5 and 7.1.11. Then $\mathcal{L}(\mathcal{F}, \mathcal{E})$ contains all sets of odd numbers that contain 1.

The immediate properties of $fe$-systems on languages can be extended to families of subposets and can easily be verified. A poset $P$ is assumed.

Proposition 7.1.14 Let $\mathcal{F}$ and $\mathcal{F}'$ be forbidding sets, $\mathcal{E}$ and $\mathcal{E}'$ be enforcing sets, and $L$ and $K$ be subposets of $P$.

(i) If $L \con \mathcal{F}$, then $\subseteq (L) \con \mathcal{F}$.

(ii) If $K \subseteq L$ and $L \con \mathcal{F}$, then $K \con \mathcal{F}$.

(iii) If $\mathcal{F}' \subseteq \mathcal{F}$, then $\mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}')$. 
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(iv) If $E' \subseteq E$, then $L(E) \subseteq L(E')$.

(v) If $F' \subseteq F$ and $E' \subseteq E$, then $L(F,E) \subseteq L(F',E')$.

(vi) $L(F \cup F') = L(F) \cap L(F')$.

(vii) $L(E \cup E') = L(E) \cap L(E')$.

(viii) $L(F \cup F', E \cup E') = L(F,E) \cap L(F',E')$.

The first property above implies that if $L \con F$ then $L \cap K \con F$ for every subposet $K$ (see also [40]). Hence, $L(F)$ is closed under intersection. Namely, if $L \con F$ and $K \con F$ then $L \cap K \con F$. However, $L(F)$ is not closed under union. Take for example $(N,|)$ with $F = \{\{2,3\}\}$. Then $L = \{2\}$ and $K = \{3\}$ are consistent with $L(F)$, but $L \cup K$ is not. The $e$-families are neither closed under intersection nor under union (see [40]).

The normal forms for $fe$-systems on formal languages from [8, 9, 40] follow directly for subposets with certain restrictions.

**Example 7.1.15** Consider $(N,|)$ and a forbider $\{2,3,6\}$. A subposet $L$ is consistent with this forbider if either $2 \notin \text{sub}(L)$ or $3 \notin \text{sub}(L)$ or $6 \notin \text{sub}(L)$. In all cases, $6 \notin \text{sub}(L)$. Thus, $L \con \{2,3,6\}$ implies $L \con \{6\}$. Conversely, if $L \con \{6\}$ it follows that $6 \notin \text{sub}(L)$. Hence, $\{2,3,6\} \notin \text{sub}(L)$. Thus, $L \con \{2,3,6\}$ if and only if $L \con \{6\}$.

The above example shows that the forbidder $\{2,3,6\}$ is redundant. It is not subelement free because $2 \in \text{sub}(6)$.

**Definition 7.1.16** A forbidding set $F$ is called subelement free if all of its forbidders are antichains.

This definition generalizes the subword free condition for forbidding sets on languages and Lemma 11.2 in [40] holds, i.e., for every forbidding set there is an equivalent subelement free forbidding set.
In general, two distinct forbidders \( F_1 \) and \( F_2 \) may have the same set of subelements like \{2, 6\} and \{3, 6\} in relation to \((N, |)\), but this cannot happen if the forbidders are antichains (see Lemma 2.1 in [40]), i.e., if \( K \) and \( L \) are antichains, then \( \text{sub}(K) = \text{sub}(L) \) implies that \( K = L \).

Not only elements within a forbidder may be redundant, but also forbidders themselves can be redundant. The following example illustrates such redundancy.

**Example 7.1.17** Consider again \((N, |)\). Let \( \mathcal{F} = \{\{3\}, \{3^2\}, \ldots, \{3^n\}, \ldots\} \). If a number is not divisible by 3, then it is not divisible by \( 3^i \) for \( i \geq 2 \). Hence, the above forbidding set is equivalent to \( \mathcal{F}' = \{\{3\}\} \).

The reason for the above redundancy is that \( \text{sub}(\{3\}) \subseteq \text{sub}(F) \) for every forbidder \( F \in \mathcal{F} \). The following lemma is from [40] and it holds for posets, as well.

**Lemma 7.1.18** Let \( \mathcal{F} \) be a forbidding set and let \( F_1, F_2 \in \mathcal{F} \) with \( F_1 \neq F_2 \). If \( \text{sub}(F_1) \subseteq \text{sub}(F_2) \), then \( \mathcal{F} \sim \mathcal{F}' \) where \( \mathcal{F}' = \mathcal{F} \setminus \{F_2\} \).

Lemma 11.4 from [40], also, holds for posets. It allows the removal of possibly infinitely many such forbidders.

The following definition generalizes the notion of subword incomparable forbidders from [40].

**Definition 7.1.19** Two different forbidders \( F_1 \) and \( F_2 \) are said to be subelement incomparable if \( \text{sub}(F_1) \nsubseteq \text{sub}(F_2) \) and \( \text{sub}(F_2) \nsubseteq \text{sub}(F_1) \). A forbidding set is called subelement incomparable if each pair of distinct forbidders is subelement incomparable.

**Remark 7.1.20** Note that, if \( P \) is a poset and \( F \in \mathcal{P}(P) \) is a finite subposet. Then, \( \text{sub}(F) \) is not necessarily finite. It is finite only if all elements \( p \in F \) are finite.

Some results for \( fe \)-systems on languages in [40] were proved using the fact that \( \text{sub}(L) \) is finite for a finite language \( L \). Because of the above remark, these results
cannot be extended to posets directly. Some examples where $\text{sub}(F)$ is finite are, $(A^*, \text{sub}), (N, |), (G, \leq)$, and $(P(S), \subseteq)$.

Again, a forbidding set is in minimal normal form, if it is both subelement free and subelement incomparable. In the event that $\text{sub}(F)$ is finite for every finite subposet $F \subseteq P$, Theorem 11.10 from [40] holds, i.e., for each forbidding set there is a unique equivalent forbidding set in minimal normal form.

**Definition 7.1.21** Let $\mathcal{F}$ be a forbidding set. The set $\max \mathcal{F} = \{ H \mid H$ is finite and $H \ncon \mathcal{F} \}$ is called the maximal forbidding set of $\mathcal{F}$.

From [40], it holds that $\mathcal{F} \sim \max \mathcal{F}$.

Some properties of language enforcing sets hold for posets, as well, but their proofs need to be adjusted. Consider the following two observations from [40].

**Lemma 7.1.22** If $\mathcal{E}$ is finite, then $\mathcal{L}(\mathcal{E})$ contains a finite subposet.

*Proof.* Let $\mathcal{E} = \{(X_1, Y_1), \ldots, (X_n, Y_n)\}$. Let $X = \bigcup_{i=1}^n X_i$ and $Y = \bigcup_{i=1}^n Y_i$. Then, $L = X \cup Y$ is such that $L \text{ sat} \mathcal{E}$ and $L$ is finite. In fact, $K = Y$ is another such subposet.

**Lemma 7.1.23** If $P$ contains an infinite chain $p_1 \leq p_2 \leq \ldots \leq p_n \leq \ldots$ then, there is an $\mathcal{E}$ such that no finite enforcing set is equivalent to $\mathcal{E}$.

*Proof.* Consider the enforcing set $\mathcal{E} = \{(\emptyset, \{p_1\}), (\{p_1\}, \{p_2\}), \ldots\}$. Then every $L \in \mathcal{L}(\mathcal{E})$ contains the infinite chain $p_1, p_2, \ldots, p_n, \ldots$, i.e., is infinite and by Lemma 7.1.22 a finite $\mathcal{E}'$ such that $\mathcal{E}' \sim \mathcal{E}$ does not exist.

Some observations for redundancy of enforcing sets for languages can be extended to posets directly (see [40]). Thus, trivial enforcers (for which $X \cap Y \neq \emptyset$) provide an obvious redundancy. Also, if the enforcing set contains two enforcers $(X, Y)$ and $(X', Y')$ such that $X \subseteq X'$ and $Y \subseteq Y'$, then $(X', Y')$ is redundant.
For the remainder of this section it is assumed that an enforcing set \( \mathcal{E} \) consists of non-trivial enforcers only, i.e., if \((X, Y) \in \mathcal{E}\) then \(X \cap Y = \emptyset\) and for each pair of enforcers \((X, Y)\) and \((X', Y')\) either \(X \not\subseteq X'\) or \(Y \not\subseteq Y'\).

The procedure of evolving through \(\mathcal{E}\)-extensions was proposed for enforcing of languages in [8, 9, 40]. It is generalized to posets.

**Definition 7.1.24** For an enforcing set \(\mathcal{E}\) and subposets \(L\) and \(L'\), \(L'\) is called an \(\mathcal{E}\)-extension of \(L\), written \(L \vdash_{\mathcal{E}} L'\), if \(X \subseteq L\) implies \(L' \cap Y \neq \emptyset\), for every \((X, Y) \in \mathcal{E}\).

Let \(\mathcal{E}\) be an enforcing set. Define \(\mathcal{E}^{(1)} = \{X \mid (X, Y) \in \mathcal{E}\}\). The definition of generated sets for languages can, also, be extended to posets.

**Definition 7.1.25** Let \(X \in \mathcal{E}^{(1)}\). A subposet \(g(X)\) generated by \(X\) is a set such that the following two conditions hold:

(i) \(X \subseteq g(X)\)

(ii) \(g(X) \text{ sat } (X', Y')\) for every \((X', Y') \in \mathcal{E}\).

A generated set \(g_m(X)\) is called minimal, if no proper subset of it is a generated set.

The notation from Chapter 2 is used here, as well. Let \(\mathcal{E}\) be an enforcing set and let \(X \in \mathcal{E}^{(1)}\). Denote the family of generated sets of \(X\) with respect to \(\mathcal{E}\) with \(G^\mathcal{E}_X\) or simply \(G_X\) when \(\mathcal{E}\) is understood. The family of minimal generated sets of \(X\) with respect to \(\mathcal{E}\) is denoted by \(M^\mathcal{E}_X\) or simply \(M_X\) when \(\mathcal{E}\) is understood. Let \(\mathcal{M}(\mathcal{E}) = \bigcup_{X \in \mathcal{E}^{(1)}} M_X\).

**Remark 7.1.26** It follows from the definition of minimal generating sets that if \(\mathcal{E}\) is an enforcing set and \(X \in \mathcal{E}^{(1)}\), then for every subposet \(L\) such that \(L \text{ sat } \mathcal{E}\), \(X \subseteq L\) implies that \(L\) contains as a subset a set \(g_m(X) \in M_X\).

All results from Section 2.5 follow.

The following definition generalizes the notion of redundancy.
Definition 7.1.27 Given $E$, $(X', Y')$ is called redundant for $E$, if there exists $(X, Y) \in E$, with $X \subseteq X'$ and $Y' \cap g_m(X) \neq \emptyset$ for all $g_m(X) \in M'_{E'}$, where $E' = E \setminus \{(X', Y')\}$.

In particular, if $X \subseteq X'$ and $Y \subseteq Y'$, then $(X', Y')$ is redundant. Redundant enforcers can be removed from the enforcing set without changing the $e$-family (see Section 2.5).

As in the case of languages, $M(E)$ can be finite or infinite with finite or infinite generated sets. If $E$ is finite, then construct $L = X \cup Y$ as in the proof of Lemma 7.1.22 and observe that every $g_m \in M(E)$ is such that $g_m \subseteq L$. Since $L$ is finite, $M(E)$ consists of finitely many finite minimal generated sets.

In the case that $E$ is infinite and not equivalent to any finite set and $M(E)$ is finite, then Lemma 2.5.13 holds and there is an infinite minimal generated set in $M(E)$.

7.2 \textit{fe-Systems Defining a Single Subposet}

Inspired by \textit{fe}-systems on graphs and other structures, \textit{fe}-systems on posets are defined, so that the corresponding \textit{fe}-family is a single subposet. Thus, the \textit{fe}-family is a class of graphs, a language, a set of numbers rather than a set of sets of such structures.

Definition 7.2.1 A forbidding set $\mathcal{F}$ is a (possibly infinite) family of finite nonempty subsets of $P$, not containing $\lambda$, if $\lambda \in P$; each element $F$ of the forbidding set $\mathcal{F}$ is called a forbider.

An element $w$ of $P$, is said to be consistent with a forbider $F$, denoted by $w \con F$, if $F \not\subseteq \text{sub}(w)$. An element $w$ is consistent with a forbidding set $\mathcal{F}$, if $w \con F$ for all $F \in \mathcal{F}$. This is denoted by $w \con \mathcal{F}$.

For a forbidding set $\mathcal{F}$ the family of $\mathcal{F}$-consistent elements is $\mathcal{L}(\mathcal{F}) = \{w \mid w \con \mathcal{F}\}$. $\mathcal{L}(\mathcal{F}) \in \mathcal{P}(P)$, i.e., it is a subposet of $P$.

The family $\mathcal{L}(\mathcal{F})$ is said to be defined by the forbidding set $\mathcal{F}$. A subposet $L$ is called an $f$-family, if there is a forbidding set $\mathcal{F}$ such that $L = \mathcal{L}(\mathcal{F})$. 
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The following boundary observations state that if nothing is forbidden everything is allowed and that the smallest element (if any) is always in an \( f \)-family.

**Remark 7.2.2**

(i) \( \mathcal{L}(\mathcal{F}) = P \) if and only if \( \mathcal{F} \) is empty.

(ii) If \( P \) contains \( \lambda \), then \( \lambda \in \mathcal{L}(\mathcal{F}) \) for every \( \mathcal{F} \).

**Example 7.2.3** Consider \((A^*, \text{sub})\) and let \( \mathcal{F} = \{\{aa, bb\}, \{ab, ba\}\} \). Then, \( \mathcal{L}(\mathcal{F}) = \{a^* \cup b^* \cup a^*b \cup ab^* \cup b^*a \cup ba^*\} \) and in fact, it is a regular language.

**Example 7.2.4** Consider \((G, \leq)\) and let \( \mathcal{F} = \{\{C_3, C_4\}\} \). Then \( \mathcal{L}(\mathcal{F}) = \{G \mid \text{either } C_3 \not\leq G \text{ or } C_4 \not\leq G\} \).

**Definition 7.2.5** A forbidding set \( \mathcal{F} \) is called **strict** if it contains singleton forbiddens only.

**Example 7.2.6** Revisit \((G, \leq)\) and the strict forbidding set \( \mathcal{F} = \{\{C_3\}, \{C_4\}, \ldots\}\). Then, \( L(\mathcal{F}) \) is the set of all trees.

**Definition 7.2.7** **Weak enforcing.** An enforcing set \( \mathcal{E} \) is a possibly infinite family of ordered pairs \((X, Y)\), where \( X \) and \( Y \) are finite subposets of \( P \), such that \( Y \neq \emptyset \). The elements \((X, Y)\) of an enforcing set \( \mathcal{E} \) are called **enforcers**.

An element \( w \) is said to **weakly satisfy** an enforcer \((X, Y)\) if \( X \subseteq \text{sub}(w) \) implies \( Y \cap \text{sub}(w) \neq \emptyset \). An element \( w \) **weakly satisfies** an enforcing set \( \mathcal{E} \), if \( w \) weakly satisfies every enforcer in that set. For an enforcing set \( \mathcal{E} \) the family of all elements \( w \) that weakly satisfy \( \mathcal{E} \) is denoted by \( \mathcal{L}(\mathcal{E}) \). Obviously, \( \mathcal{L}(\mathcal{E}) \in \mathcal{P}(P) \). A subposet \( L \) is called an \( e \)-family if there exists an enforcing set \( \mathcal{E} \) such that \( L = \mathcal{L}(\mathcal{E}) \).

In the case that \( X \not\subseteq \text{sub}(w) \), \( w \) is said to satisfy the enforcer trivially. If \( X \subseteq \text{sub}(w) \) for some enforcer \((X, Y)\), then \((X, Y)\) is **applicable** to \( w \) (see [8, 9, 40]). Enforcers in which \( X = \emptyset \) are called **brute**. In this case, an element from \( Y \) has to be in \( \text{sub}(w) \) in order for \( w \) to satisfy the enforcer. If \( P \) contains \( \lambda \), then enforcers with \( X = \{\lambda\} \) are also “brute” since \( \lambda \in \text{sub}(w) \) for every \( w \in P \).
The “weak” enforcing in the case of \((A^*, \text{sub})\) ensures that if a word has all words from a pre-specified set \(X\) as subwords than it also has at least one subword from another set \(Y\).

**Example 7.2.8** Consider \((A^*, \text{sub})\). Let \(X = \{aa, bb\}\) and \(Y = \{ab\}\). Then, \(baa, aabba \text{ sat} (X, Y)\), but \(bbaa \text{ nsat} (X, Y)\).

**Definition 7.2.9 Strong enforcing.** An enforcing set \(E\) is a possibly infinite family of ordered pairs \((X, Y)\), where \(X\) is an element in \(P\) and \(Y\) is a finite subposet of \(P\), such that \(Y \neq \emptyset\) and \(X < y\) for every \(y \in Y\). The elements \((X, Y)\) of an enforcing set \(E\) are called enforcers.

An element \(w \in P\) is said to strongly satisfy an enforcer \((X, Y)\) if whenever \(X \leq w\) there is a \(y \in Y\) such that \(X \leq y \leq w\). Moreover, for every embedding \(\theta : X \rightarrow w\) there exists an embedding \(\psi : X \rightarrow y\) for some \(y \in Y\) and there is an embedding \(\phi : y \rightarrow w\) such that \(\theta = \phi \psi\). This is denoted by \(w \text{ sat} (X, Y)\). An element \(w\) strongly satisfies an enforcing set \(E\), if \(w\) strongly satisfies every enforcer in that set. For an enforcing set \(E\) the family of all elements \(w\) that strongly satisfy \(E\) is denoted \(L(E)\). Obviously, \(L(E) \in \mathcal{P}(P)\). A subposet \(L\) is called an e-family, if there exists an enforcing set \(E\) such that \(L = L(E)\).

The following example illustrates how weak enforcing differs from strong enforcing defined above and in Chapter 5.

**Example 7.2.10** Consider \((G, \leq)\). Then, \(E = \{(\{P_3\}, \{C_3\})\}\) ensures that every connected graph with at least 3 vertices contains a 3-cycle, which is different than the strong enforcing definition where \(E = \{(P_3, \{C_3\})\}\) defines the class of complete graphs (see Proposition 5.5.5).

Note that for weak enforcing, if \(X \cap Y \neq \emptyset\), then \((X, Y)\) is satisfied by any \(w \in P\). This is a direct generalization from [40]. Such enforcers are called trivial.

For strong enforcing, \(X \text{ nsat} (X, Y)\) for any \(X \neq \lambda\) and \(Y\) such that \(\lambda \not\in Y\) (see also Proposition 5.3.8). In what follows, all enforcers are non-trivial.
When it is clear whether the enforcing set is weak or strong, just “enforcing” is used, instead of “weak enforcing” or “strong enforcing”.

The following remark holds for both weak and strong enforcing.

**Remark 7.2.11**  
(i) \( \mathcal{L}(\mathcal{E}) = P \) if and only if \( \mathcal{E} = \emptyset \).

(ii) If \( \lambda \in P \), then \( \lambda \in \mathcal{L}(\mathcal{E}) \) for every \( \mathcal{E} \) that does not have brute enforcers.

**Definition 7.2.12** An enforcer \((X, Y)\) is called *strict* if \(|Y| = 1\).

In some sense, strict enforcers “force” \( Y \) into the subelements of \( w \) whenever \( X \subseteq \text{sub}(w) \) or \( X \leq w \). Consider the following example consisting of strict enforcers only.

**Example 7.2.13** Consider \((A^*, \text{sub})\) and the weak enforcing set \( \mathcal{E} = \{ (\{\lambda\}, \{a\}), (\{a\}, \{ab\}), (\{ab\}, \{abb\}), \ldots \} \). Then no finite word satisfies \( \mathcal{E} \). The infinite word \( ab^\omega \) satisfies \( \mathcal{E} \), as well as \( wab^\omega \) for any \( w \in A^* \). Hence, \( \mathcal{L}(\mathcal{E}) = \emptyset \).

The \( fe \)-systems definition can be extended to posets accordingly.

**Definition 7.2.14** A *forbidding-enforcing system* is a construct \( \Gamma = (P, \mathcal{F}, \mathcal{E}) \) (or shortly \( (\mathcal{F}, \mathcal{E}) \) when \( P \) is understood), such that \( \mathcal{F} \) is a forbidding set and \( \mathcal{E} \) is an enforcing set. The family of elements (subposet) \( \mathcal{L}(\Gamma) \) defined by this system consists of all elements \( w \) that are consistent with \( \mathcal{F} \) and satisfy \( \mathcal{E} \), i.e., \( \mathcal{L}(\mathcal{F}, \mathcal{E}) = \mathcal{L}(\mathcal{F}) \cap \mathcal{L}(\mathcal{E}) \).

A subposet \( L \) is called a *forbidding-enforcing family* or *\( fe \)-family*, if there exists a \( fe \)-system \((\mathcal{F}, \mathcal{E})\), such that \( L = \mathcal{L}(\mathcal{F}, \mathcal{E}) \).

Two sets of forbidders (or two enforcing sets, or two forbidding-enforcing systems) are equivalent if they define the same family of elements (the same subposet). The equivalence relation is denoted by \( \sim \). Two forbidders \( F \) and \( F' \) (similarly two enforcers \( E \) and \( E' \)) are equivalent denoted by \( F \sim F' \) (\( E \sim E' \)), if all elements that are consistent with \( F \) (satisfy \( E \)) are also consistent with \( F' \) (also satisfy \( E' \)) and vice versa.
In the language case there is no enforcing set $E$ such that $L(E) = \emptyset$ and there is no forbidding set $F$ such that $L(F) = \emptyset$. The following remark shows that this does not necessarily hold for the single poset definitions.

**Remark 7.2.15** If $\lambda \notin P$, then $F = \{\{p\} \mid p \in P\}$ is such that $L(F) = \emptyset$. If $\lambda \in P$, there is no $F$ such that $L(F) = \emptyset$.

The following remark holds for both weak and strong enforcing.

**Remark 7.2.16** If for every $p \in P$ there is an infinite chain $p \leq p_1 \leq p_2 \leq \ldots$ and all elements in $p$ are finite, then there is an $E$ such that $L(E) = \emptyset$. For example, take $E = \{((p), \{p_1\}), (\{p_1\}, \{p_2\}), \ldots\}$ and let $E = \cup_{p \in P}E_p$ for weak enforcing and similarly (change $\{p_i\}$ with $p_i$ in the first components), for strong enforcing.

The next two examples illustrate such posets and hold for both weak and strong enforcing.

**Example 7.2.17** Consider $(A^*, \text{sub})$ and let $a \in A$. Then, $E = \{((\lambda), \{w\}), (\{w\}, \{wa\}), (\{wa\}, \{wa^2\}), \ldots \mid w \in A^*\}$ is such that $L(E) = \emptyset$.

**Example 7.2.18** Consider $(G, \leq)$. Then for every graph $G$ there is an extension by an edge graph $G^1$. Consider a sequence $G \leq G^1 \leq G^2 \leq \ldots$, such that $G^i$ is an extension by an edge of $G^{i-1}$. Let $E = \{((\emptyset, \{G\}), (\{G\}, \{G^1\}), (\{G^1\}, \{G^2\}), \ldots\}$. Then, $L(E) = \emptyset$. In particular, the sequence of graphs can be $P_2, P_3, \ldots$.

**Remark 7.2.19** For any poset $P$ there exist $e$-systems defining empty $e$-families. For example, if $\lambda \notin P$, let $F = \{\{p\} \mid p \in P\}$. Then, $L(F, E) = \emptyset$ for any $E$. In the case that $\lambda \in P$, consider $F = \{\{p\} \mid p \in P\}$ and $E = \{((\lambda), \{p\})\}$ where $p \in P$. Then, $L(F, E) = \emptyset$ for weak enforcing. It holds for strong enforcing, as well, but $\{\lambda\}$ is replaced by $\lambda$.

**Remark 7.2.20** $L(F, E) = P$ if and only if $F = \emptyset$ and $E = \emptyset$.
The following proposition contains immediate properties of forbidding and enforcing sets. These properties follow directly from the definitions, Proposition 5.3.15, and the corresponding properties for language $fe$-systems from [8, 9, 40].

**Proposition 7.2.21** Let $\mathcal{F}$ and $\mathcal{F}'$ be forbidding sets, $\mathcal{E}$ and $\mathcal{E}'$ be enforcing sets, and $u$ and $v$ be elements in $P$.

(i) If $u \leq v$ and $v \con F$, then $u \con F$.

(ii) If $\mathcal{F}' \subseteq \mathcal{F}$, then $L(\mathcal{F}) \subseteq L(\mathcal{F}')$.

(iii) If $\mathcal{E}' \subseteq \mathcal{E}$, then $L(\mathcal{E}) \subseteq L(\mathcal{E}')$.

(iv) If $\mathcal{F}' \subseteq \mathcal{F}$ and $\mathcal{E}' \subseteq \mathcal{E}$, then $L(\mathcal{F}, \mathcal{E}) \subseteq L(\mathcal{F}', \mathcal{E}')$.

(v) $L(\mathcal{F} \cup \mathcal{F}') = L(\mathcal{F}) \cap L(\mathcal{F}')$.

(vi) $L(\mathcal{E} \cup \mathcal{E}') = L(\mathcal{E}) \cap L(\mathcal{E}')$.

(vii) $L(\mathcal{F} \cup \mathcal{F}', \mathcal{E} \cup \mathcal{E}') = L(\mathcal{F}, \mathcal{E}) \cap L(\mathcal{F}', \mathcal{E}')$.

If intersection is defined for the elements of the poset $P$ in such a way that for any two elements $u$ and $v$, $\text{sub}(u \cap v) \subseteq \text{sub}(u) \cap \text{sub}(v)$, then the first property above implies that if $w \con F$ then $w \cap u \con F$ for any $u$. Such $f$-families are closed under intersection. Consider for example $(A^*, \text{sub})$ where intersection $u \cap v = w$ is defined such that $w \in \text{Pref}(u) \cap \text{Pref}(v)$ and $wa \notin \text{Pref}(u) \cap \text{Pref}(v)$ for any $a \in A$.

However, if union is defined in a similar way, i.e., $\text{sub}(u \cup v) \supseteq \text{sub}(u) \cup \text{sub}(v)$, then $L(\mathcal{F})$ is not closed under union. Take for example $\mathcal{F} = \{\{u, v\}\}$, such that $u \not< v$ and $v \not< u$. Then $u \con \mathcal{F}$ and $v \con \mathcal{F}$, but $u \cup v \not\con \mathcal{F}$ since $\{u, v\} \not\subseteq \text{sub}(u \cup v)$. Concatenation of words is an example of such “union”.

### 7.3 Upper Bounds

For some posets $P$ it holds that for every finite set $F$ with elements from $P$, there is a $p \in P$ such that $F \subseteq \text{sub}(p)$. Examples of such posets are $(A^*, \text{sub})$ where $p$ may
be a concatenation of words in \( F; (\mathcal{G}, \leq) \) where all graphs of \( F \) may be consecutively connected by an edge; \((N, |)\) where \( p \) is the LCM of the numbers in \( F \).

In this section, the discussion of connecting graphs from Chapter 5 is extended to posets. The notion of “connecting graphs” is generalized to “upper bounds”.

**Definition 7.3.1** Let \( P \) be a poset and \( F \) be a finite subposet of \( P \). An element \( s \in P \) is an upper bound of \( F \) (or \( s \in P \) connects \( F \)) if \( F \subseteq \text{sub}(s) \). An upper bound \( s \) of \( F \) is called minimal if for every upper bound \( h \) of \( F \) it holds that \( h \leq s \) implies \( h = s \). The set of upper bounds of \( F \) is called the connect of \( F \) and is denoted by \( C(F) \) and the set of minimal upper bounds is called the minimal connect of \( F \) and is denoted by \( C_{\text{min}}(F) \).

So, for a forbidder \( F \) and an element \( w \in P \), either \( w \) connects \( F \) or \( w \) “connects” (is an upper bound of) \( F \). For every \( w \in C(F) \) there is a \( s \in C_{\text{min}}(F) \) such that \( s \leq w \).

It is obvious that if an element is an upper bound of a finite set of elements, it is also an upper bound of every subset of this set of elements. This fact is a direct extension of Proposition 5.2.6.

**Proposition 7.3.2** Let \( F \) and \( F' \) be two finite subposets of \( P \) such that \( F' \subseteq F \). Then \( C(F) \subseteq C(F') \).

For a given finite set \( F \), there may be infinitely many minimal upper bounds of \( F \). Example 5.2.5 discusses one case for graphs. Another example is discussed next.

**Example 7.3.3** Consider \((A^*, \text{sub})\) and the set \( F = \{aa, bb\} \). Then, \( C_{\text{min}}(F) = aa(ba)^*bb \cup bb(ab)^*aa \). Hence, there are infinitely many minimal upper bounds of \( F \).

In the case of natural numbers with divisibility, for every finite set of numbers, the minimal connecting element is unique and it is equal to the least common multiple (LCM) of the numbers in the set.

**Remark 7.3.4** Consider \( P = (N, |) \). For every finite \( F \subseteq P \), \( C_{\text{min}}(F) = \{l(F)\} \) where \( l(F) \) is the LCM of the numbers in \( F \).
In the following examples $F' \subseteq F$, but $C_{\min}(F) \not\subseteq C_{\min}(F')$.

**Example 7.3.5** Consider $(A^*, \text{sub})$ with $F' = \{aa, bb\}$ and $F = \{aa, bb, ab\}$. Then $bbaab \in C_{\min}(F)$, but $bbaab \not\in C_{\min}(F')$.

Consider a special case, which is a direct generalization of Proposition 5.2.8.

**Proposition 7.3.6** Let $F$ be a finite subposet of $P$ such that there is a $q \in F$ with $q \leq s$ for every $s \in C(F')$, where $F' = F \setminus \{q\}$. Then $C_{\min}(F) = C_{\min}(F')$.

**Definition 7.3.7** Let $X$ be a finite subposet of $P$. Define $X^1$ to be an *extension* of $X$, if $X^1 \in C(X)$ and $\text{sub}(X) \not\subset \text{sub}(X^1)$.

The above definition says that if $X = \{p\}$, then $p$ cannot be an extension of itself, even though it is an upper bound of $X$, but $q \in P$ such that $q \neq p$ and $p \leq q$ is an extension of $p$. So, every extension is an upper bound, but the converse does not hold.

**Definition 7.3.8** Let $P$ be a poset. If every finite set in $P$ has an upper bound, then $P$ is called *weakly extendable* and if every finite set in $P$ has an extension, $P$ is called *extendable*.

**Proposition 7.3.9** If a poset $P$ is extendable, then it is weakly extendable, but the converse does not hold.

**Proof.** Let $P$ be extendable. By Definitions 7.3.7 and 7.3.8, if $X$ is a finite subposet of $P$, then there is an extension $X^1$ of $X$ that is an upper bound of $X$. Hence, $P$ is weakly extendable. Consider a finite set $S$ and let $P = (P(S), \subseteq)$. Then, $S$ is an upper bound for every finite subset $X \subset P(S)$, but $S$ does not have an extension.

The poset $(A^{\leq n}, \text{sub})$ is neither extendable, nor weakly extendable. The posets $(A^*, \text{sub}), (G, \leq)$, and $(N, |)$ are extendable posets that contain finite elements only.

The forbidding through enforcing observations from Chapter 5 can be generalized for extendable $P$ consisting of finite elements only.
Proposition 7.3.10 Let \( \mathcal{F} = \{F\} \) and \( \mathcal{E}_F = \{(\{s\}, \{s^1\}), \ldots, (\{s^{n-1}\}, \{s^n\}), \ldots \mid \) for every \( s \in C_{min}(F) \) and \( s^i \) is an extension of \( s^{i-1} \) for every \( i > 1 \)\}. Then, \( \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathcal{E}_F) \).

Similar to Chapter 5, the above proposition can be extended to a general forbidding set \( \mathcal{F} \) with more than one forbidder by including enforcers like \( \mathcal{E}_F \) for every \( F \in \mathcal{F} \) and considering their union \( \mathcal{E} = \cup_{F \in \mathcal{F}} \mathcal{E}_F \). Then, \( \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathcal{E}) \).

Theorem 7.3.11 Let \( P \) be extendable, containing finite elements only. Then, for every forbidding set \( \mathcal{F} \), there is an enforcing set \( \mathcal{E} \) such that \( \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathcal{E}) \).

The proofs to Proposition 7.3.10 and Theorem 7.3.11 are a direct generalization of the proof of Proposition 5.4.2 and Theorem 5.4.3; thus, omitted.

### 7.4 Normal Forms for Forbidding Sets

This section discusses redundancy of forbidding sets and how it can be avoided without changing the forbidding family (subposet). It is a generalization of the normal forms for graph \( f \)-families from Chapter 6 and some normal forms for language \( f \)-families from [8, 9, 40].

Example 7.4.1 Consider a forbidder \( \{p_1, p_2, q\} \) where \( p_i \leq q \) for \( i = 1, 2 \). An element \( w \) is consistent with this forbidder if either \( p_1 \nsubseteq w \), or \( p_2 \nsubseteq w \), or \( q \nsubseteq w \).

In all three cases, \( q \nsubseteq w \). Thus, \( \text{w con} \{p_1, p_2, q\} \) implies \( \text{w con} \{q\} \). Conversely, if \( \text{w con} \{q\} \) it follows that \( q \nsubseteq w \) which implies that \( \text{w con} \{p_1, p_2, q\} \). Hence, \( \text{w con} \{p_1, p_2, q\} \) if and only if \( \text{w con} \{q\} \).

The above example shows that the forbidder \( \{p_1, p_2, q\} \) is redundant. It is not “subelement free”, because \( p_1 \nsubseteq q \) and \( p_2 \nsubseteq q \).

Definition 7.4.2 A forbidding set \( \mathcal{F} \) is called \textit{subelement free} if all of its forbidders are antichains. Define \( F_{\text{max}} = \{p \in F \mid \text{for every } q \in F \text{ if } p \leq q \text{ implies } p = q\} \). Define \( \mathcal{F}_{\text{max}} = \{F_{\text{max}} \mid F \in \mathcal{F}\} \).
Clearly, $F_{\text{max}}$ is an antichain

**Example 7.4.3** Consider $(N, |)$. The forbider $F = \{2, 3, 6\}$ is not an antichain, but $F_{\text{max}} = \{6\}$ is. Let $n \in N$. Then, $n \cong F$ if and only if $n$ is not divisible by 6.

"Subelement free" is a normal form. The proof of the following lemma is a direct generalization of the proof of Lemma 6.1.5.

**Lemma 7.4.4** For every forbidding set there exists an equivalent subelement free forbidding set.

Generalizing from graph $\text{fe}$-systems, two distinct forbidders $F_1$ and $F_2$ may have the same set of subelements. For example, consider $(N, |)$ and let $F_1 = \{2, 6\}$ and $F_2 = \{3, 6\}$. This cannot happen, however, if the forbiders are subelement free, as stated in the following lemma.

**Lemma 7.4.5** Let $F$ and $H$ be subelement free subposets. Then, $\text{sub}(F) = \text{sub}(H)$ implies that $F = H$.

The "connecting free" definition for graphs is extended to posets.

**Definition 7.4.6** A forbidder $F$ is called connecting free if for every $p \in F$ there is an upper bound $s \in C(F \setminus \{p\})$, such that $p \nless s$. A forbidding set $\mathcal{F}$ is called connecting free if all forbidders $F \in \mathcal{F}$ are connecting free.

The following example shows that a forbidder that is an antichain is not necessarily connecting free.

**Example 7.4.7** Consider $(N, |)$. Let $F = \{6, 10, 15\}$. It is an antichain since neither of its elements divides another element. $F$ is not connecting free, however, since all of the upper bounds of $F' = \{6, 10\}$ are divisible by 30; therefore, by 15. $F$ can be reduced to $F'$, since if $w \cong F'$, then $w \cong F$. Conversely, if $w \cong F$ either $6 \nmid w$, or $10 \nmid w$, or $15 \nmid w$. In the first two cases $w \cong F'$. Suppose $15 \nmid w$. Then, either $3 \nmid w$ or $5 \nmid w$. In the first case $6 \nmid w$ and in the second $10 \nmid w$. Therefore, $w \cong F'$.
The following facts about connecting free forbidders are a direct generalization of these in Chapter 6.

**Lemma 7.4.8** Let $\mathcal{F}$ be given and let $F \in \mathcal{F}$ be such that $F = \{p_1, \ldots, p_n, q\}$ and $q \leq s$ for every $s \in C(F')$, where $F' = F \setminus \{q\}$. Then, $\mathcal{F} \sim (\mathcal{F}\{F\}) \cup \{F'\}$.

**Proposition 7.4.9** Connecting free implies subelement free, but the converse does not hold.

**Lemma 7.4.10** Let $F$ be a forbidden. Then there exists a connecting free $F_{free}$ such that $F_{free} \subseteq F$ and $F_{free} \sim F$.

**Example 7.4.11** Consider $(N, |)$ and let $F = \{6, 10, 15\}$. Then $F_{free} = \{10, 15\}$, or $F_{free} = \{6, 15\}$, or $F_{free} = \{6, 10\}$. All three of these forbidders are equivalent.

**Corollary 7.4.12** Given a forbidding set $\mathcal{F}$ and a forbidden $F \in \mathcal{F}$. If $F'$ and $F''$ are two connecting free forbidders obtained from $F$ as in Lemma 7.4.10, then $F' \sim F''$.

The following theorem states that connecting free is a normal form.

**Theorem 7.4.13** For every forbidding set there exists an equivalent connecting free forbidding set.

Note that the set $\mathcal{F}'$ from the proof of the preceding theorem is not unique (Example 7.4.11).

Not only elements within a forbidder can be redundant, but also forbidders themselves can be redundant. Next, the subelement incomparable normal form, which is a generalization of the normal forms for graph $f$-systems from Chapter 6 and language $f$-systems from [40] is discussed.

**Example 7.4.14** For $(N, |)$ consider $\mathcal{F} = \{\{3\}, \{3^2\}, \ldots, \{3^n\}, \ldots\}$. If a number is not divisible by 3, it is certainly not divisible by any power of 3. Hence, the above forbidding set is equivalent to $\mathcal{F}' = \{\{3\}\}$. 113
The reason for the above redundancy is that \( 3 \in \text{sub}(F) \) for every forbider \( F \in \mathcal{F} \). The following lemma provides a generalization.

**Lemma 7.4.15** Let \( \mathcal{F} \) be a forbidding set and let \( F_1, F_2 \in \mathcal{F} \) with \( F_1 \neq F_2 \). If \( \text{sub}(F_1) \subseteq \text{sub}(F_2) \), then \( \mathcal{F} \sim \mathcal{F} \setminus \{F_2\} \).

The following lemma ensures that possibly infinitely many such forbidders can be removed.

**Lemma 7.4.16** Let \( \mathcal{F} \) and \( \mathcal{F}' \) be forbidding sets with \( \mathcal{F}' \subseteq \mathcal{F} \), such that for each \( F \in \mathcal{F} \) there is a \( F' \in \mathcal{F}' \) with \( \text{sub}(F') \subseteq \text{sub}(F) \). Then \( \mathcal{F} \sim \mathcal{F}' \).

**Definition 7.4.17** Two forbidders \( F_1, F_2 \) are *subelement incomparable* if \( \text{sub}(F_1) \nsubseteq \text{sub}(F_2) \) and \( \text{sub}(F_2) \nsubseteq \text{sub}(F_1) \). A forbidding set is called *subelement incomparable* if each pair of distinct forbidders is subelement incomparable.

The following lemma states that *subelement incomparable* is a normal form.

**Lemma 7.4.18** Let \( P \) be a poset containing finite elements only. Then, for each forbidding set over \( P \) there is an equivalent subelement incomparable forbidding set.

In language \( fe \)-systems the corresponding subword incomparable normal form along with subword free is minimal and unique (see [?, 9, 40]). In the case of single subposet \( f \)-families, subelement incomparable is not minimal as illustrated in the following example.

**Example 7.4.19** Consider \((N,|)\). Let \( \mathcal{F} = \{\{15\}, \{6,10\}\} \). Both forbidders are obviously connecting free and neither of the three numbers divide another, so the forbidders are subelement incomparable, as well. However, the forbidding set \( \mathcal{F} \) can be reduced further to the set \( \mathcal{F}' = \{\{15\}\} \). To see that \( \mathcal{F} \sim \mathcal{F}' \) consider the fact that every number that is divisible by both 6 and 10 is also divisible by 15. Hence, \( \{6,10\} \subseteq \text{sub}(w) \) for some element \( w \in N \) implies \( \{15\} \subseteq \text{sub}(w) \).
The preceding example shows that the notion of subelement incomparable can be generalized to include not only the set of subelements of a forbidder, but also, the connecting elements of that forbidder.

**Lemma 7.4.20** Let $\mathcal{F}$ be a forbidding set and $F_1, F_2 \in \mathcal{F}$ with $F_1 \neq F_2$ such that $C(F_2) \subseteq C(F_1)$. Then $\mathcal{F} \sim (\mathcal{F}\{F_2\})$.

**Example 7.4.21** Consider $(N, |)$ where $F_1 = \{2, 15\}$ and $F_2 = \{6, 10\}$. Then, since the LCM is 30 for both $F_1$ and $F_2$, they are equivalent. Note that $F_1$ and $F_2$ are connecting (subelement) free and subelement incomparable.

**Lemma 7.4.22** Let $\mathcal{F}$ and $\mathcal{F}'$ be forbidding sets with $\mathcal{F}' \subseteq \mathcal{F}$ such that for each $F \in \mathcal{F}$ there is an $F' \in \mathcal{F}'$ such that $C(F) \subseteq C(F')$. Then, $\mathcal{F}' \sim \mathcal{F}$.

**Proposition 7.4.23** Let $\mathcal{F}$ be a forbidding set and $F_1, F_2 \in \mathcal{F}$. Then, $F_1$ and $F_2$ are equivalent if and only if $C(F_1) = C(F_2)$.

So, if $F_1$ and $F_2$ are not equivalent either there exists an upper bound $s \in C(F_1)$ such that $F_2 \not\subseteq \text{sub}(s)$ or there exists an upper bound $h \in C(F_2)$ such that $F_1 \not\subseteq \text{sub}(h)$.

**Definition 7.4.24** Two forbidders $F_1$ and $F_2$ are connecting incomparable if there exists an upper bound $s \in C(F_1)$ such that $F_2 \not\subseteq \text{sub}(s)$ and there exists an upper bound $h \in C(F_2)$ such that $F_1 \not\subseteq \text{sub}(h)$. A forbidding set $\mathcal{F}$ is connecting incomparable if every pair of forbidders in it is connecting incomparable.

**Proposition 7.4.25** Connecting incomparable implies subelement incomparable, but the converse does not hold.

**Corollary 7.4.26** Let $\mathcal{F}$ be a forbidding set and $F, F' \in \mathcal{F}$ with $F \neq F'$. If $F$ and $F'$ are connecting incomparable, then they are not equivalent.

The following lemma establishes that connecting incomparable is a normal form.
Lemma 7.4.27 Let $P$ contain finite elements only. Then for every forbidding set there exists an equivalent connecting incomparable forbidding set.

The connecting incomparable normal form is not unique.

In general, if two forbidders $F$ and $H$ share a common minimal upper bound $s$ it does not necessarily follow that $F \sim H$. Also, even for a minimal upper bound $s$ of $F$ it does not necessarily follow that $F \sim \{s\}$. For example, consider $\{aa, bb\}$ over $(A^*, \text{sub})$. Then, $s = aabb$ is a minimal upper bound and $bbaa \text{con} \{s\}$, but $bbaa \text{ncon} \{aa, bb\}$.

However, for $(N, |)$ it holds that for every $F$, $F \sim \{s\}$ for the minimal upper bound (LCM) $s$ of $F$.

Proposition 7.4.28 Let $P = (N, |)$. Then, for every forbidding set $F = \{F_1, F_2, \ldots \}$ there exists an equivalent forbidding set $F' = \{\{s_1\}, \{s_2\}, \ldots \}$, where $s_i$ is the LCM of the numbers in $F_i$.

Proof. Let $w \text{con} F$ and let $\{s\} \in F'$. Then, there is $F \in F$ such that $s$ is the LCM of the numbers in $F$. Since $F \not\subseteq \text{sub}(w)$, $s \not\subseteq \text{sub}(w)$. Hence, $w \text{con} \{s\}$ and $L(F) \subseteq L(F')$. Conversely, if $w \text{con} \{s\}$ it follows that $s \nmid w$. This implies that some divisor of $s$ say $k$ is such that $k \nmid w$. Consider the smallest such number $k$. Then, either $k \in F$ or $k \mid l$ for some $l \in F$. Hence, $w \text{con} F$.

Because of the above proposition, all forbidders over $(N, |)$ can be replaced with singletons, i.e., one can obtain strict forbidding sets only. Because of subelement incomparable normal form, if $\{s\}$ and $\{k \times s\}$ are two forbidders in $F'$, then $\{k \times s\}$ is redundant. So, $\{k \times s\}$ can be removed from $F'$. Furthermore, since all forbidders are singletons, parentheses can be omitted, i.e., $F' = \{h_1, \ldots, h_n, \ldots \}$, where for every $i$ and every $j$ it holds that $h_i \nmid h_j$. So, a number $w \in L(F)$ if $h_i \nmid w$ for every $i \geq 1$.

A strict forbidding set is always connecting (subelement) free and subelement incomparable coincides with connecting incomparable. So, the forbidding set described above for $(N, |)$ is indeed minimal and unique.
The next proposition is a generalization of Proposition 6.1.31.

**Proposition 7.4.29** Let \( P \) be weakly extendable. Let \( \mathcal{F} \) be a forbidding set. For every \( F \in \mathcal{F} \) choose one minimal upper bound \( s_F \in C_{\min}(F) \) and consider \( \mathcal{F}' = \{\{s_F\} \mid F \in \mathcal{F}\} \). Then, \( \mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}') \).

**Proof.** Let \( w \con \mathcal{F} \) and let \( \{s_F\} \in \mathcal{F}' \). Then, \( s_F \) is a minimal upper bound for some \( F \in \mathcal{F} \). Since \( F \not\subseteq \text{sub}(w) \), it holds that \( \{s_F\} \not\subseteq \text{sub}(w) \). Hence, \( \mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}') \).

To see that equality does not necessarily hold consider once again \( F = \{aa, bb\} \) over \((A^*, \text{sub})\) and let \( \{s_F\} = \{aabb\} \in \mathcal{F}' \). The minimal upper bound \( bbaa \con \{s\} \), but \( bbaa \not\con \{aa, bb\} \). However, if all minimal upper bounds of all forbidders from \( \mathcal{F} \) are included as singleton forbidders of \( \mathcal{F}' \), then \( \mathcal{F} \sim \mathcal{F}' \).

**Proposition 7.4.30** Let \( P \) be weakly extendable and \( \mathcal{F} \) be a forbidding set. For every \( F \in \mathcal{F} \) construct the forbidding set \( \mathcal{F}_F = \{s \mid s \in C_{\min}(F)\} \) and consider \( \mathcal{F}' = \bigcup_{F \in \mathcal{F}} \mathcal{F}_F \). Then, \( \mathcal{F} \sim \mathcal{F}' \).

**Proof.** Let \( w \con \mathcal{F} \) and let \( \{s\} \in \mathcal{F}' \). Then, \( s \) is a minimal upper bound for some \( F \in \mathcal{F} \). Since \( F \not\subseteq \text{sub}(w) \), it holds that \( \{s\} \not\subseteq \text{sub}(w) \). Hence, \( \mathcal{L}(\mathcal{F}) \subseteq \mathcal{L}(\mathcal{F}') \).

Conversely, let \( w \con \mathcal{F}' \) and let \( F \in \mathcal{F} \). Suppose \( F \subseteq \text{sub}(w) \). Then, \( w \in C(F) \) and there is \( s \in C_{\min}(F) \) such that \( s \leq w \). This contradicts the fact that \( w \con \mathcal{F}' \). Hence, \( F \not\subseteq \text{sub}(w) \). Therefore, \( \mathcal{L}(\mathcal{F}') \subseteq \mathcal{L}(\mathcal{F}) \). Consequently, \( \mathcal{F} \sim \mathcal{F}' \).

Proposition 7.4.30 proves that every forbidding set is equivalent to a strict forbidding set. This fact is stated formally below.

**Theorem 7.4.31** Every forbidding set is equivalent to a strict forbidding set.

It should be noted that some posets may have infinitely many minimal upper bounds even for some two element forbidders. Chapter 5 considers one such poset,
namely \((G, \leq)\). In such cases, converting a non-strict forbidding set to a strict one will be very cumbersome and impractical.

However, for posets in which every finite subposet has a unique minimal upper bound a unique minimal normal form can be achieved. The poset \((N, |)\) is one such example.

**Proposition 7.4.32** Let \(F\) be a forbidding set over \((N, |)\). Let \(\hat{F} = \{s_F \mid F \in F\}\). Then, let \(F' = \{s \in \hat{F} \mid \text{there is no } \{h\} \in \hat{F} \text{ with } h \leq s\}\). Then, \(F'\) is connecting free, connecting incomparable, minimal, and unique and \(F \sim F'\).

The proof is omitted, since the proposition follows from a more general statement presented below.

**Theorem 7.4.33** Let \(P\) be a weakly extendable poset, such that every finite subposet of \(P\) has a unique minimal upper bound. Then, for every forbidding set \(F\) over \(P\), there exists a unique minimal forbidding set \(F'\) such that \(F \sim F'\).

**Proof.** Let \(\hat{F} = \{s_F \mid F \in F\}\). Let \(F' = \{s \in \hat{F} \mid \text{there is no } \{h\} \in \hat{F} \text{ with } h \leq s\}\). Obviously, \(F'\) is connecting free and connecting incomparable. From Proposition 7.4.30 it follows that \(F \sim F'\). Consider \(F'' = F' \setminus \{s\}\). Then, \(L(F') \subseteq L(F'')\). Clearly, \(s \text{ ncon } F'\). Let \(\{h\} \in F''\). If \(h \in \text{ sub } (s)\), \(\text{ sub } (\{h\}) \subseteq \text{ sub } (\{s\})\) which contradicts the definition of \(F'\). Therefore, \(\{h\} \nsubseteq \text{ sub } (s)\) and \(L(F') \subset L(F'')\), which establishes the minimality of \(F'\).

Let \(F_1\) and \(F_2\) are two such minimal forbidding sets with \(F_1 \sim F_2\) and let \(F \in F_1\). Then, \(F = \{s\}\) for some \(s\) and \(s \notin L(F_2)\). If follows that there is \(F' = \{h\} \in F_2\) such that \(F' \subseteq \text{ sub } (s)\), i.e., \(h \in \text{ sub } (s)\). Since \(h \notin L(F_1)\), it follows that there is \(F'' = \{k\} \in F_1\), such that \(k \in \text{ sub } (h)\). This implies that \(k \in \text{ sub } (s)\) and \(\text{ sub } (\{k\}) \subseteq \text{ sub } (\{s\})\). Since both \(\{k\}\) and \(\{s\}\) are in \(F_1\) and \(F_1\) is subelement incomparable, it follows that \(k = s\). Hence, \(s = h\) and \(\{s\} \in F_2\). Thus, \(F_1 \subseteq F_2\). Similarly, \(F_2 \subseteq F_1\), which proves that \(F_1 = F_2\). 

\(\blacksquare\)
7.5 Normal Forms for Enforcing Sets

This section discusses redundancy within enforcing sets. Note that the definition for weak enforcing is not a direct generalization of graph $e$-systems discussed in Chapter 5. There is no structure in the poset in general, so specific posets will have specific structure. Thus, in the graph (word) case there can be many copies of a single graph (word) in another graph (word), but in a general poset there is only one “occurrence” of a set of elements $X$ in the subelements of an element.

The following discussion is for weak enforcing sets only. Normal forms for enforcing in graph $fe$-systems can be generalized directly for strong enforcing sets.

**Remark 7.5.1** Let $\mathcal{E}$ be an enforcing set. If $(X, Y), (X, Y') \in \mathcal{E}$ such that $Y \subseteq Y'$, then $\mathcal{E} \sim \mathcal{E}'$ where $\mathcal{E}' = \mathcal{E} \setminus \{(X, Y')\}$.

Lemma 11.14 from [40] holds.

**Lemma 7.5.2** Let $\mathcal{E}$ be an enforcing set. If $(X, Y), (X', Y') \in \mathcal{E}$ such that $X \subseteq X'$ and $Y \subseteq Y'$, then $\mathcal{E} \sim \mathcal{E}'$ where $\mathcal{E}' = \mathcal{E} \setminus \{(X', Y')\}$.

As in the language and graph $fe$-systems, generated sets provide a more general definition of redundancy. Let $\mathcal{E}$ be an enforcing set. Define $\mathcal{E}^{(1)} = \{X \mid (X, Y) \in \mathcal{E}\}$.

**Definition 7.5.3** Let $X \in \mathcal{E}^{(1)}$. An element $g(X)$ is generated by $X$ if the following two conditions hold:

(i) $X \subseteq \text{sub}(g(X))$

(ii) $g(X) \text{ sat} (X', Y')$ for every $(X', Y') \in \mathcal{E}$.

A generated element $g_m(X)$ is called minimal, if for every generated element $p(X)$ $p \leq g_m(X)$, implies that $p = g_m(X)$.

Let $\mathcal{E}$ be an enforcing set and let $X \in \mathcal{E}^{(1)}$. Denote the subposet of generated elements of $X$ with respect to $\mathcal{E}$ with $G_X^\mathcal{E}$ or simply $G_X$ when $\mathcal{E}$ is understood. The
subposet of minimal generated elements of $X$ with respect to $\mathcal{E}$ is denoted by $M^\mathcal{E}_X$ or simply $M_X$ when $\mathcal{E}$ is understood. Let $\mathcal{M}(\mathcal{E}) = \bigcup_{X \in \mathcal{E}^{(1)}} M_X$.

The above definition of generated elements allows the elements $g_m(X)$ to be such that $\text{sub}(g_m(X))$ is infinite. Note that if $w \text{ sat} \mathcal{E}$ and $X \in \mathcal{E}^{(1)}$ is such that $X \subseteq \text{sub}(w)$, then $w \in G_X$.

**Example 7.5.4** Let $\mathcal{E} = \{((\{2\}, \{3, 4\}), (\{3\}, \{5, 7\})\}$. Some of the elements in $L(\mathcal{E})$ are 1, 4, 5, 7, and 30, while 2, 3, and 6 do not satisfy $\mathcal{E}$. The minimal generated sets for $\{2\}$ are $g_m(2) = \{2, 4\}$, $g_m(2) = \{2, 3, 5\}$, and $g_m(2) = \{2, 3, 7\}$. The set $\{2, 4, 7\}$ is generated, but not minimal. The set $\{2, 3\}$ is not a generated set and does not satisfy $\mathcal{E}$.

**Example 7.5.5** Consider $(\mathcal{F}, \mathcal{E})$ with $\mathcal{F} = \{\{5\}\}$ and $\mathcal{E}$ as in Example 7.5.4. Then $90 \in L(\mathcal{E})$ but $90 \not\in L(\mathcal{F}, \mathcal{E})$.

Redundancy for enforcing sets can be defined as in Chapter 2.

**Definition 7.5.6** Given $\mathcal{E}$, the enforcer $(X', Y')$ is redundant for $\mathcal{E}$, if there exists an enforcer $(X, Y) \in \mathcal{E}$, with $X \subseteq X'$ and $g_m(X) \cap Y'$ for every $g_m(X) \in M^\mathcal{E}_X$ where $\mathcal{E}' = \mathcal{E} \setminus \{(X', Y')\}$

In particular, if $X \subseteq X'$ and $Y \subseteq Y'$ with $X' \subseteq \text{sub}(y)$ for every $y \in Y$, then $(X', Y')$ is redundant.

**Example 7.5.7** Consider $(\mathcal{N}, |)$ with $\mathcal{E} = \{((\{2\}, \{3\}), (\{3\}, \{5, 7\}), (\{2, 13\}, \{5, 7, 11\})\}$. Observe that any even number that satisfied the first two enforcers is divisible by 5 or 7, which satisfies the third enforcer. In other words, the minimal generated sets of $\{2\}$ in $\mathcal{E}'$ are $\{2, 3, 5\}$ and $\{2, 3, 7\}$ and they both intersect $\{5, 7, 11\}$.

The following lemma from Chapter 2 holds in this case, as well. It shows that redundant enforcers can be erased from the enforcing set.
Lemma 7.5.8 If \((X', Y')\) is redundant for \(\mathcal{E}\), then \(L(\mathcal{E}) = L(\mathcal{E}')\), where \(\mathcal{E}' = \mathcal{E} \setminus \{(X', Y')\}\).

An enforcing set \(\mathcal{E}\) is said to be finitary if for all \(X \in \mathcal{E}^{(1)}\) there are finite number of enforcers \((X, Y_i)\) in \(\mathcal{E}\). It is shown in [8] that every infinite enforcing set is equivalent to a finitary enforcing set in the case of language \(fe\)-systems. The following example shows that if \(P\) contains an infinite chain, there exists an infinite finitary enforcing set for which \(\mathcal{M}(\mathcal{E})\) is finite.

As in the case with family of subposets (and families of languages), \(\mathcal{M}(\mathcal{E})\) can be finite or infinite with “finite” or “infinite” elements.

Example 7.5.9 Let \(C = \{w_1, w_2, \ldots\}\) be an infinite chain in \(P\), i.e., \(w_i \leq w_{i+1}\) for every \(i \geq 1\). Consider the enforcing set \(\mathcal{E} = \{(\{w_1, w_2\}, \{w_3\}\), \(\{w_2, w_3\}, \{w_4\}\), \(\{w_2, w_4\}, \{w_1\}\}\) \(\cup\{(\{w_n, w_{n+1}\}, \{w_{n+2}\}\), \(\{w_n, w_{n+2}\}, \{w_1\}\), \(\{w_1, w_n\}, \{w_2\}\) \mid \(n \geq 3\}\). It is obvious that this enforcing set is infinite and finitary. Notice that \(\mathcal{M}(\mathcal{E})\) is a singleton and its only generated set contains all elements in \(Z\). In other words, \(M_X = Z\) for all \(X \in \mathcal{E}^{(1)}\).

The following lemma shows that an infinite finitary enforcing set with finite \(\mathcal{M}(\mathcal{E})\) must have an infinite generated element.

Proposition 7.5.10 Let \(P\) contain infinite elements. Let \(\mathcal{E}\) be infinite and finitary, such that \(\mathcal{M}(\mathcal{E})\) is finite. Then there exists an infinite generated element.

Proof. Since \(\mathcal{M}(\mathcal{E})\) is finite, there is a finite number of families of minimal generated elements \(M_X\). Denote these (families) sets by \(M_1, M_2, \ldots, M_k\), i.e., \(\mathcal{M}(\mathcal{E}) = \bigcup_{i=1}^k M_i\). Since there are infinitely many distinct \(X\)’s (due to \(\mathcal{E}\) being infinite) and finitely many \(M_i\)’s, there must exists at least one \(M_j\) such that for infinitely many \(X\)’s in \(\mathcal{E}^{(1)}\), we have \(M_X = M_j\). Let \(g_m(X) \in M_j\). Since \(g_m(X)\) is a generated element for infinitely many \(X\)’s, it follows that \(g_m(X)\) contains all these \(X\)’s in \(\text{sub}(g_m(X))\). Hence, \(g_m(X)\) (and each generated element in \(M_j\)) is infinite.
Corollary 7.5.11 Let $P$ contain finite elements only. If $\mathcal{E}$ is infinite and finitary, then $\mathcal{M}(\mathcal{E})$ is infinite.

Proof. Suppose that $\mathcal{M}(\mathcal{E})$ is finite and proceed as in the above proof. This implies that an infinite generated element exists, which contradicts the fact that $P$ contains finite elements only. Hence, $\mathcal{M}(\mathcal{E})$ is infinite.
Chapter 8

Computing with $fe$-Systems

Forbidding and enforcing systems were inspired by molecular reactions. Naturally, their computing capabilities are being studied in general and through specific models. In [8] the structure of computations in a $fe$-system is represented by a tree, called $\Gamma$-tree. The authors in [8], also, show how $fe$-systems can model the 3-SAT problem and the structure of DNA molecules and operations on them. Another computational aspect of $fe$-system is studied in [5] where two new variants of membrane systems are defined using $fe$-systems. In [13], $fe$-systems are used to model 3D DNA self-assembled graph structures.

The $fe$-systems definitions presented in the previous chapters were used to define, rather than derive the family of structures that obeys the $fe$-system. In computing, the computation process begins with a set of initial conditions. Therefore, additional definitions are introduced to obtain a family of structures derived by an $fe$-system.

An $fe$-system generated by object $K$ is a pair $\gamma = (K, \Gamma)$ where $K$ is an object (i.e., language, graph, subposet, etc.) and $\Gamma$ is an $fe$-system. One can consider $K$ as a set or structure defining the initial conditions. The class of objects defined by $\gamma$ is $\mathcal{L}(\gamma) = \{ L \mid K \leq L \text{ and } L \in \mathcal{L}(\Gamma) \}$. Suppose $K$ and $L$ are two objects which generate $\gamma_K$ and $\gamma_L$ respectively. Then, $K \leq L$ implies $\mathcal{L}(\gamma_L) \subseteq \mathcal{L}(\gamma_K)$. 
8.1 Modeling Molecular Bonding and Splicing Systems

In DNA computing molecules and atoms are abstracted with symbols and larger molecules or macromolecules with strings (words) over a specified alphabet. In this case the suitable $fe$-systems variant to model molecules is the one defined on languages as described in Chapter 2.

Bonding relationships (both covalent and weak hydrogen or ionic bonds) in molecules can be described through $fe$-systems of languages. As an illustration, this section considers the structure of the double stranded DNA and the actions of endonucleases and ligases.

A DNA strand can be conveniently represented as a string over a suitable alphabet. The basic alphabet is $A = \{a, c, t, g\}$ where the symbols represent the four different kinds of bases of nucleotides in the DNA molecule: “adenine”, “cytosine”, “thymine”, and “guanine”. Watson-Crick complementarity dictates that $a$ pairs with $t$ and $g$ with $c$. For a symbol $x \in A$, its Watson-Crick complement is denoted with $\bar{x}$. This notation is extended to words over $A$ with $\bar{w}$ being the complement of $w$, $w^R$ being the reverse of $w$, and $\bar{w}^R$ the reverse complement of $w$. For example, if $w = aatcga$ then $\bar{w} = ttagct$ and $\bar{w}^R = tgcatt$. Thus, $\bar{w}^R$ is the complement of $w^R$. Each nucleotide consists of a sugar, a phosphate group and a nitrogenous base. A strand of DNA is obtained when a covalent bond is established between the phosphate group of one nucleotide and the hydroxyl group (from the sugar) of another nucleotide. This leaves a phosphate on one end, standardly denoted as 5$'$ and a hydroxyl group on the other end, standardly denoted as 3$'$. Driven by Watson-Crick complementarity two strands of DNA can form a double stranded molecule by forming hydrogen bonds between complementary nucleotides. A base pair of nucleotides can be represented with a pair of symbols $(x, \bar{x})$, where $x \in A$ and $\bar{x}$ is the Watson-Crick complement of $x$. Similarly, a piece of double stranded molecule is represented as a concatenation of such symbols, say $(\overleftarrow{aatcga}, \overrightarrow{ttagct})$. It is customary to write the upper strand in the 5$'$ – 3$'$ direction, (which orients the lower strand in the 3$'$ – 5$'$ direction) and thus omit the 5$'$ and 3$'$ from the notation.
For example, the above molecule can be written simply as \((\text{attcga})_{\text{tagct}}\). The situation when a covalent bond between two nucleotides in a double-stranded DNA molecule is missing is called a “nick”.

Endonucleases recognize short sequences of DNA and perform “cuts”, which are either blunt or leave “sticky” overhangs. Figure 8.1 left shows examples of the recognition sites of the enzymes \(BfaI\) and \(MseI\). Even though, both enzymes have different recognition sites they leave the same (single stranded) 5’ overhang \(ta\). Two strings with complementary overhangs can “stick” together and form a completely new string. Thus, a molecule with 5’ overhang \(ta\) on top attaches to a lower strand overhang \(at\), by forming a hydrogen bond between \(t\) and \(a\) and \(a\) and \(t\) respectively. A ligase glues the nicks at the positions where the molecules have joined establishing a covalent bond between \(t\) and the nucleotide next to it on the top strand. Similarly, the lower strand 5’-end of \(a\) forms a covalent bond with the 3’-end of the adjoining nucleotide. The above described operation of “cutting” and “pasting” with enzymes is known in literature as \(splicing\). Figure 8.1 right shows the two steps of DNA recombination.

Consider the alphabet \(\Sigma = \{(x\bar{x}^*)_x, (\bar{x})_x, (\bar{x}^*)_x, (x\bar{x})*_x, (\bar{x}^*)_x, (\bar{x}^*)_x | x \in A\}\). Here \(*\) is used to indicate an existing nick or to identify the 5’ end. The \(\cdot\) indicates a missing nucleotide, so \(\cdot \cdot\) indicate two missing nucleotides. This alphabet is similar to the one used in [8]. To ease the notation the inner parentheses are ignored when concatenating symbols.

A language of valid single or double stranded DNA belongs to the family \(L(\Gamma)\)
where $\Gamma$ is the $fe$-system $\Gamma = (\mathcal{F}, \mathcal{E})$ with $\mathcal{F} = \{\{(x^y)_y\}, \{(x^y)_x\}, \{(s^z)\}, \{(z^z)\}\} \mid x \in A \cup *A, y \in A \cup A^*, s, z \in A$ and enforcers $\mathcal{E} = \{\{z\}, \{z, z^R\}\} \mid z = (w^R)_w$ for some $w = x$ or $w = *x$ where $x$ is a word in the alphabet $A$.

Each one of the four types of forbidders describes the situation when the covalent bond between the phosphate and the hydroxyl group is missing, hence the words do not represent a valid chain of nucleotides, or a valid double stranded DNA. The first two types of forbidders $\{(x^y)_y\}$ (depicted in Figure 8.2 (a)) and $\{(x^y)_x\}$ state that a double stranded molecule cannot be formed when two nucleotides positioned diagonally are missing. The third $\{(s^z)\}$ and fourth $\{(z^z)\}$ (depicted in Figure 8.2 (b)) types of forbidders state that a covalent bond cannot be formed in one strand when the other strand has missing nucleotides. An additional requirement for a valid DNA molecule is that if some double string $z$ denotes a molecule $\alpha$, then its reversed complement $\bar{z}^R$ is in fact the same molecule and it should be enforced. Hence $\mathcal{L}(\Gamma)$ denotes the class of all possible single or double stranded DNA.

The process of ligating, or closing the “nicks” is defined with $\mathcal{E}' = \{(X = \{w(x^y)_{x^y}\} z), X \cup \{w(x^y)_{x^y}\} z\}, X' = \{u(x^y)_{x^y} v\}, X' \cup \{u(x^y)_{x^y} v\}\} \mid x, y \in A$ and $u, v, w, z$ are words over $\Sigma$.

Cutting with BfaI can be modeled with $\mathcal{E}_{BfaI} = \{(X = \{w(c_{gat})_{gat} z\}, Y = X \cup \{w(c_{gat})_{gat} z\}\} \mid$ for each pair of words $w$ and $z$. Then, recombination that occurs when two pieces with overhang ta one from BfaI and another one from MseI anneal can be modeled in two steps. First, annealing (self-assembly by the hydrogen bonds) can be expressed by $\mathcal{E}_{ta} = \{(X = \{w(c_{gat})_{gat} z\}), X \cup \{w(c_{gat})_{gat} z\}\} \mid$ for each pair of words $w$ and $z$. Then, the ligation is obtained by the enforcers $\mathcal{E}'$.

Now consider a molecular mix with an initial set of DNA strands $K$, a set
of endonucleases $E$, and a ligase. Let $\mathcal{E}_e$ be a set of enforcers for each $e \in E$ equivalent to the ones described for $BfaI$ together with the necessary enforcers for annealing overhangs. Let $\Gamma = (\mathcal{F}, \mathcal{E} \cup \mathcal{E}' \cup \bigcup_{e \in E} \mathcal{E}_e)$. Then, $\mathcal{L}(\Gamma)$ defines all possible sets of molecules that can occur. The $fe$-system generated by $K$ is $\gamma = (K, \Gamma)$ and describes the set of all DNA strands that can be obtained by recombination of the original set of molecules with the given enzymes. This is an equivalent definition for splicing systems initially defined as string rewriting type of rules in [19].

### 8.2 Information Processing by $fe$-Systems

It is possible to describe solutions to computational problems through $fe$-systems. Section 8.1 shows how $fe$-systems can describe the languages that are generated by the well-known computational model of splicing systems (see for example [36, 33]). This sections shows how a solution to a well-known NP complete problem, the $k$-colorability problem can be described by $fe$-systems.

Let $S$ be a set and $\mathcal{P}(S)$ its powerset. Consider the poset $(\mathcal{P}(S), \subseteq)$, where $\subseteq$ is the subset relation. The $k$-colorability problem asks whether given a graph and a finite set of $k$ colors it is possible to assign one color to each vertex in such a way that adjacent vertices have distinct colors. Such assignment of colors is called a $k$-coloring.

Let $G = (V, E)$ be a graph with $n$ vertices, i.e., $V = \{v_1, v_2, \ldots, v_n\}$ and $C$ be a set of $k$ colors i.e., $C = \{c_1, c_2, \ldots, c_k\}$. A $k$-coloring will be viewed as a subset of $V \times C$.

Consider the poset $P = (\mathcal{P}(V \times C), \subseteq)$ and the following $fe$-system. Every vertex should be assigned exactly one color which can be done by a combination of brute enforcing and forbidding. The brute enforcing $\mathcal{E} = \{(\emptyset, \{(v, c_1), (v, c_2), \ldots, (v, c_k)\}) \mid v \in V\}$ ensures that every vertex is assigned at least one color. The forbidding set $\mathcal{F} = \{((v, c), (v, c')) \mid v \in V$ and $c, c' \in C$ with $c \neq c'\}$ allows only these vertices that are assigned at most one color.

Also, no two adjacent vertices should be colored the same. This is obtained with
the following forbidders: \( F' = \{(u, c), (v, c) \mid \{u, v\} \in E \text{ and } c \in C\} \).

Let \( \Gamma = (\mathcal{F} \cup \mathcal{F}', \mathcal{E}) \) be an \( fe \)-system. Then \( G \) is \( k \)-colorable if and only if \( \mathcal{L}(\Gamma) \neq \emptyset \). Further more, any set \( K \in \mathcal{L}(\Gamma) \) contains exactly one \( k \)-coloring of \( G \). Note that up to permutations of the colors, all solutions to the \( k \)-colorability problem can be obtained by fixing one vertex and one color. So, set \( \bar{v} \in V \) and \( \bar{c} \in C \) and let \( K = \{(\bar{v}, \bar{c})\} \). Then \( G \) is \( k \)-colorable if and only if \( \mathcal{L}(K, \Gamma) \neq \emptyset \). Further more, any set \( K \in \mathcal{L}(K, \Gamma) \) contains exactly one \( k \)-coloring of \( G \).
Conclusions

This work introduces a new way of classifying structures through specifying boundary constraints of forbidden and enforced structures. Each one of the different types of $fe$-systems presented discusses a different poset and restrictions. In the case of formal languages, the poset of all words with subword order is used and then families of subposets are investigated. The language $fe$-systems were first defined in [8] and studied in [9, 10, 40]. This work and [16] show that forbidding-enforcing systems ($fe$-systems) provide a completely new way to define classes of languages. None of the Chomsky families can be defined in this way. This paper investigates topological and morphic properties of language $fe$-systems. Although it characterizes extended $f$-families (Theorem 2.4.3), a characterization of $f$-families may be of interest. Also, any characterization of $e$-families remains to be investigated. The author believes that the introduction of minimal generated sets is the first step towards this goal.

Morphisms are natural maps to consider between languages. Although this work characterizes the morphisms that map $f$-families to extended $f$-families and provides results about morphic images of $f$-families and $e$-families, the question of what morphisms map $fe$-families into $fe$-families remains open.

Normal forms provide a foundation for studying any type of $fe$-systems. In language $fe$-systems, [8, 9, 40] present normal forms for forbidding sets and for enforcing sets. This paper provides new normal forms for language $fe$-systems. Even if a forbidding set is in minimal normal form and an enforcing set is in finitary normal, when combined in a $fe$-system, the system as a whole may be reduced further. In this respect, any “interaction” between the forbidding set and the enforcing set of an $fe$-system should be investigated further.

The poset of graphs with the subgraph order where $fe$-systems define a subposet (class of graphs) provides a new way of classifying graphs. The definitions and properties of $fe$-graphs led to a new graph-theoretical notion - connecting graphs of a set
of graphs. This work presents several properties of connecting graphs. An interesting future direction is investigating further the properties of connecting graphs as a separate topic. However, in a separate direction, the results for connecting graphs related to graph $fe$-systems should be explored. In this paper and in [15] several characterizations of familiar classes of graphs are presented (e.g., trees, paths, complete graphs, and $k$-regular graphs are characterized using graph $fe$-systems). More such characterizations can be pursued (e.g., planar graphs).

This paper states some normal forms for forbidding sets and enforcing sets for graph $fe$-systems. Connecting free and connecting incomparable are shown to be minimal in some cases. Continuing the investigation of minimal and unique normal forms for forbidding sets is the natural next step. Enforcing sets are inherently difficult to study. New normal forms for enforcing sets would be of interest. Generating sets may provide a natural first step in this direction. It is worth mentioning that many other graph $fe$-systems models can be defined and investigated. If in the forbidding definition the word subgraph is replaced with induced subgraph then a general version of the historical concept of forbidding sets is obtained. A comprehensive list of papers considering such type of forbidding where the forbidding sets are strict is available at [18]. Non-strict forbidding sets for induced subgraphs have not yet been discussed in general. Since there are a lot of conditions for hamiltonicity described through strict “induced” forbidding sets, a more general definition of allowing not only singleton enforcers can provide direct generalizations. Other versions of enforcing can, also, be pursued. It will be interesting to know whether relaxing the embedding condition for enforcers (“weak” enforcing) leads to new characterizations. Also, restricting the first component of an enforcer to connected graphs may lead to new graph $fe$-systems properties. Another variant of enforcing sets that can be defined is a model where the first component of an enforcer is a set of connected graphs, not just one graph.

A generalization of the weak version of enforcing to posets is presented in Chapter 7. It can, also, be defined on some specific posets like $A^*$ with subword order. Considering a topology on $A^*$ (see [34]) may enhance the understanding of $fe$-
systems on \((A^*, \text{sub})\).

Although the general types of \(fe\)-systems should be studied in the context of posets and even categories, investigating each variant of \(fe\)-systems in a specific poset (for example languages, words, graphs, groups, and matrices) may provide for new properties of \(fe\)-families due to the inherent structure of the poset. Investigating \(fe\)-systems in the poset of geometric structures made of small building blocks may provide a completely new approach into studying crystals and self-assembly processes.

The computing potential of \(fe\)-system is yet to be investigated in detail. Both theoretical and practical results should be pursued.
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