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The cause of this variability is obvious. The mover uses discrete steps for utility 

movements in the corridor while finding possible placement configurations. 

However, this discretized search is being conducted over continuous cumulative 

cost functions generated by the cost models for each utility. The problem is this 

indicates that the best estimate for an optimal solution can be determined only by 

using the finest search step possible with the mover (step size 0.1) which poses 

problems of excessive computational time and large data files. 

c. The final step in the working of the heuristic is the optimization of the estimated total 

costs of all the feasible utility configurations to determine the configuration 

associated with the least total cost. The problem arises when the analysis determines 

many configurations (somewhat similar or totally different) with the same least total 

costs (optimal solutions). If a “<” (less than) is used in the code for comparing total 

cost, the first configuration amongst the many with the same least total cost is 

selected and, if the “≤” (less than equal to) is used, the last configuration with the 

least total cost is chosen. This however does not always present the best solution, but 

only one amongst many possible optimal solutions.  

 
2.    Problems With The Heuristics Output Quality 

The purpose of the heuristic is to develop a good utility configuration 

assessment tool to help the Department of Transportation (DOT) make rational 

decisions on the placement allocation of utilities in ROW corridors. During conference 

presentations however, it was noticed that besides the department of transportation 

(DOT), a diverse group of stakeholders such as, the public (consumers), utility owners 
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(public and private,) and other corporate parties (contractors, services etc.) expressed 

interests in the development of a utility corridor organization scheme. Each stakeholder 

expressed certain requirements that the present single objective simulation does not 

address. For example,  

a. Economic fairness for all utility companies. The displayed optimal solution 

(configuration) does not guarantee all the utilities being placed at inexpensive 

positions in the ROW.  

b. Present utility installation techniques and procedures are not accurate and the 

solution does not provide information on the positioning flexibilities of the utilities 

in the selected configuration. 

c. With the ever increasing demand for corridor space, for the placement of new 

utilities in the ROW or for extensions in the road ways, the present method does 

not evaluate configurations for renovation adaptability (i.e. the measure of the 

scope for addition of more utilities, and pavement extensions).  

The proposed Ideal Configuration Selector (ICS) is designed to remedy the 

problems and shortcomings of the current output methodology used by the heuristic and 

also present a method for producing substantiated results (outputs) from it.  

 
7.2 The Ideal Configuration Selector 

The ICS is a utility configuration assessment tool which uses a multi-criterion 

decision making procedure called the Weighted Product Model (WPM) to assess and 

rank configurations according to their conformity to the desired configurational 

characteristics. The ICS uses a similar assessment procedure as the original heuristic 



aided by a few experimental tools and techniques like, the Jiggle Sensitivity Tool (JST), 

the Cost Dot Technique (CDT) and the Metric. The working structure of the ICS is as 

shown in Figure 7.6 and explained in the following steps. 

 

 

Figure 7.6: Working Structure Of The Heuristic With The Ideal Configuration Selector 
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Step 1: Identification Of Configuration Shape Sets 

The ICS employs the original mover program to initially identify configurations 

using a moderately course step size (suggested range 0.6 to 0.4 from search pattern 

observation studies to ensure proper coverage of the ROW corridor space). Rather than 

assess all the configurations obtained, the ICS uses two experimental techniques namely 

the Cost Dot Technique (CDT) and the Metric to identify configuration shape 

(orientation) sets from the configurations determined. The working of the CDT is based 

on the fact that, the individual cost of a utility is a direct function of its location within 

the ROW. It uses this interaction between the utility cost functions and the constrained 

positioning possibilities of utilities in the ROW to group the configurations into sets of 

similar orientation as follows.  

1. The CDT utilizes the individual costs of the utilities in a configuration as vector 

coefficients to determine the correlation between two configurations. (The 

correlation between two vectors is obtained by taking the dot product of the two cost 

vectors). 

2. The correlation value is then used as a measure of the difference between the two 

configurations. (The correlation values lie between 0 and 1. Similar orientation 

configuration will have equal cost dot values).  

In certain cases, like those involving large ROW or few utilities to be placed, it is 

possible for very different configurations to have the similar costs estimated for each 

utility. To determine and separately group these configurations the Metric is used in 

conjunction with the CDT. The Metric quantifies the difference between configurations 

with the help of the positional coordinates of the utilities that is, by the conventional 
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“sum of the square of differences” method. Detailed explanations of the CDT and the 

Metric are included in appendix D. 

 
Step 2: Optimization Of Shape Sets  

Once the configurational shape sets have been identified, another experimental 

tool called the Jiggle Sensitivity Tool (JST) is used to determine a configuration to 

represents the best possible (optimal) position for utilities in each shape set. The JST is a 

program that jiggles (moves) the utilities of a configuration by finite steps in specified 

directions (up, down, to the left and to the right) while monitoring, 

1. The percentage change in the individual cost of the utility and, the percentage change 

in the total cost of the configuration, 

2. The possibility for movement of a utility in a particular direction without violations 

to other utility clearances, corridor boundaries and utility stacking rules.  

The detailed working of the JST is explained in appendix E. 

The optimization of a shape sets is achieved with the following steps. 

1. A configuration is selected from each shape set.  

2. All the utilities in a configuration are jiggled (by 1 step = 1/12th of a foot) in all 

specified directions.  

3. The configurational sensitivity for each of the 4n movements is analyzed and a 

positional change for a utility is accepted only if: 

a. it improves (reduces) the total cost of the configuration and, 

b. does not violate any rules (utility clearance, stacking and corridor boundary). 
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4. Steps 2 and 3 are repeated iteratively until:  

a. No movement is possible for any utility. (Every utility is allowed a maximum of 6 

steps in each direction to maintain configurational orientation and ensure 

complete coverage of ROW corridor space). 

b. Jiggling of the utilities does not improve the total cost of the configuration. 

 
Step 3: Setup Of The Weighted Product Model (WPM) 

The ICS is formulated on a multi-criterion decision making procedure also known 

as the Weighted Product Model. The WPM is based on a numerical technique developed 

by Bridgman [58] and used later by Miller and Starr [61]. It is used here to select the 

shape configuration embodying most of the ideal configurational characteristics as the 

best solution. The WPM has the following components.  

1. Alternatives: Alternatives represents the different options available for assessment. 

The alternatives in the ICS are the shape configurations to be assessed.  

2. Attributes: Attributes are referred to as goals or decision criteria. The decision 

criteria in the ICS are the desired characteristics of an ideal utility configuration 

(defined and determined in the next step) with respect to which the shape 

configurations will be assessed. 

3. Decision Weights: The weights of importance of the decision criteria decided by the 

decision maker. The ICS suggest a nine point scale shown in Table 7.1 to the user for 

weighing the importance of each ideal configuration characteristic. The weights 

assigned are then normalized to sum up to 1 before being used in the WPM. 
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Table 7.1: Nine Point Scale For Characteristic Importance 

INTENSITY OF IMPORTANCE DEFINATION 

1 Very Weak Importance 

3 Moderate Importance  

5 Strong Importance 

7 Demonstrated Importance 

9 Absolute Importance 

2, 4, 6, 8 Intermediate values between two judgments 

 
 

4. Decision Matrix: A decision matrix as shown in Table 7.2 is an (m x n) matrix in 

which element cij indicates the performance of shape configuration Ci when 

evaluated in terms of ideal utility configuration characteristic Chj.  

 
Table 7.2: Decision Matrix For The Weighted Product Model 

ATTRIBUTES  
(Characteristics) 

 

Ch1 Ch2 …. Chn

WEIGHTS (Importance) w1 w2 …. wn

C1 c11 c12 …. c1n

C2 c21 c22 …. c2n

… … … …. … 

 
 

ALTERNATIVES  

(Set Configurations) 

Cm cm1 cm2 …. cmn
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Step 4: Quantifying Ideal Configuration Characteristics 

A study was conducted to determine a set of ideal utility configuration 

characteristics to be used in the ICS for assessing utility configurations. Considering the 

requirements of the different parties concerned, the following characteristics were finally 

decided on.  

1. Optimality in the total cost of the configuration.  

2. Economic fairness for the utilities of the configuration. 

3. Flexibility in the positioning of utilities of the configuration. 

4. Low usage of corridor space by the configuration. 

The explanations and quantifying measures for these ideal utility configuration 

characteristics are,  

 
1. Optimality in the total cost of the configuration.  

The total societal cost of the configuration selected should be at or close to the 

lowest possible value for the placement of utilities in the ROW. The optimal costs 

determined for each shape configuration is used directly in the WPM as performance 

measures for this characteristic. 

 
2. Economic fairness for the utilities of the configuration. 

Utility companies required that the configuration selection procedure ensure 

economic fairness to all the utilities in the ROW corridor. The coefficient used to 

represent economic fairness for the utilities of a configuration in the WPM is called the 

Balance Coefficient (BC). The BC is based on the premise, that if all utilities in the 

configuration were at or close to their individual minimum cost values, they would 



definitely be located in equally fair (less expensive) positions. The BC for a configuration 

is determined as the maximum of the normalized differences from individual minimum 

costs of the utilities in a configuration. That is, 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=

min j

min jj

IC
IC - IC

max  (BC)t Coefficien Balance       for j = 1 to n  

Since the WPM works on a minimization principle the shape configuration having the 

minimum of the maximum deviations of individual utility costs will be favored. This 

technique is derived from Chebychev’s Min Max Normalization Theory [64].  

 
3. Flexibility in the positioning of utilities of the configuration. 

The output of the heuristic is a positional configuration for the utilities to be 

placed within the ROW corridor. Utility installation procedures in use today are not very 

accurate and in most cases placement precision to the very last inch for all practical 

purposes can not be achieved. Thus it is very important to determine the positioning 

flexibility associated with each utility of a configuration before selecting it for 

implementation in a ROW corridor.  

The flexibility of a configuration is the measure of the capability of the utilities in 

a configuration to be positioned finite distances away from their optimal position without 

violating placement rules (corridor boundaries and clearance constraints). The coefficient 

used to represent the flexibility of the utilities in a configuration in the WPM is called the 

Average Flexibility Coefficient (AFC), which is the average of the flexibility coefficients 

for all the utilities of a configuration. 
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The coefficient for flexibility of a utility in a configuration that is, the Flexibility 

Coefficient (FC) is defined as the number of valid positions for the utility (in the 

specified directions) around its position in the configuration. The JST is utilized to 

determine the validity of a utility’s position 6 mm in each direction (up, down, to the left 

and the right in 1 mm steps). A position is considered valid only if, 

a. The rules for utility placement are not violated and, 

b. The percentage change in the individual cost of a jiggled utility, that is, the 

positional sensitivity of that utility within the configuration does not exceed 10%. 

 
4. Low usage of corridor space by the configuration. 

With the ever increasing demand for space, be it for the placement of new utilities 

in the ROW or for extensions in the road ways, the measure of the scope for renovations 

that is, the addition of more utilities is a very important characteristic. The coefficient 

used to quantify this characteristic is the Corridor Space Usage Coefficient (CSUC), 

which is based on the premise that the measure of the utility addition capability of a 

configuration is a direct measure of the space available. The CSUC is calculated as the 

ratio of the area covered by the clearance boundaries of the utilities in a configuration to 

the total corridor space.  

AreaCorridor Total
Clearances by Utility covered Area (CSUC)t Coefficien  UsageSpaceCorridor =
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Step 5: Ranking the Shape Configurations 

The ranking of the alternatives (shape configurations) in the Weighted Product 

Model (WPM) involves comparing each shape configuration with the others by 

multiplying a number of ratios, one for each ideal utility configurational characteristic. 

Each ratio is raised to the power equivalent to the relative weight of the corresponding 

characteristic, that is, to compare two configurations CK and CL, the following product 

(Bridgman [58] and Miller and Starr [61]) has to be calculated 

∏
=

=
n

1j

w
LKLK

j

jj
)/c(c)/CR(C

 

Where,  

n is the number of characteristics,  

cij is the performance value of the ith configuration in terms of the jth characteristic, and 

wj is the weight of importance of the jth characteristic.  

If the term R(CK/CL) is less than one, then it indicates the shape configuration 

CK is more desirable than shape configuration CL (minimization problem). The best 

alternative is the one better than all other alternatives, that is, the utility configuration 

embodying most of the ideal configurational characteristics is selected as the best 

solution.  

 
Step 6: Sensitivity / Criticality Of The Weights 

The results obtained from the Ideal Configuration Selector are based entirely on 

the weights assigned by the user (decision maker) to each characteristic of the ideal 
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configuration in the WPM. To provide the decision maker with further insight into the 

selection procedure, the ICS provides a sensitivity / criticality analysis of the results to 

the weight decided on for each characteristic. The following procedure is followed for 

this purpose.  

Suppose (for 1 ≤ i < j ≤ m and 1 ≤ k ≤ n) denotes the minimum change in 

the current weight w

ji,k,∂

k of characteristic Chk such that the ranking of configurations Ci and 

Cj are reversed. 

ji,k,∂  > K         if K ≥ 0  and, 

ji,k,∂  < K         otherwise. 

Where, 

k

jk
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n
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and  ≤ 100 ji,k,∂
 
A critical degree of ideal utility configuration characteristic Chk denoted as  can be 

determined, which is, the smallest percent amount by which the current value of w

'
kD

k must 

change, such that the existing ranking of the configurations will change.  
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From this, a Sensitivity Coefficient of ideal configuration characteristic Chk denoted as 

sens (Chk) which is the reciprocal of the critical degree is determined. 

1knany for                
D
1)sens(Ch '

k
k ≥≥=  

If the critical degree is infeasible (i.e., impossible to change any configuration rankings 

with any weight change), then the sensitivity coefficient is set equal to zero. 
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CHAPTER 8 
 

RESULTS AND CONCLUSIONS OF MODEL OUTPUT EVALUATION AND 
ENHANCEMENT STUDY 

 
 

Chapter 7, ‘Model Output Evaluation & Enhancement Study’ highlighted certain 

problems associated with the working (implementation) and output determination 

methodology of the heuristic. Based on these shortcomings, it suggested an enhancement, 

the Ideal Configuration Selector (ICS) to be implemented with the heuristic. The ICS was 

specifically designed to tackle the problems of the heuristic and implement a multi 

criterion configuration assessment procedure to substantiate the results presented by it. 

This chapter demonstrates the advantages of using the Ideal Configuration Selector with 

the heuristic. 

 
8.1 Advantages Of Using The Ideal Configuration Selector 

To demonstrate the functioning and advantages of the ICS, the following tests were 

conducted on the Standard Utility Placement Experiment 2 (Table B.3, appendix B) using 

the Standard Setup Parameters (Tables B.1) at step size 0.6 (moderately refined) as 

suggested in the ICS. Test runs were made on a Pentium IV, 2.8 GHz. 512 MB computer. 

1. Speed: One of the problems highlighted with the use of the heuristic, was the 

computational time required for refined analysis. The ICS solves this problem by 

clustering (grouping) similar orientation configurations into sets and analyzing only 



one optimal configuration from each shape set, thus reducing the number of 

configurations assessed and decreasing computational time. The speeding up of the 

heuristic is demonstrated from the timing shown below.  

Analysis time using only the heuristic = 8:00:33 mins. 

Analysis time using the ICS with the heuristic = 7:11:07 mins. 

The important point to be noted here is that the heuristic was run at step size 0.6, 

where as the ICS refined the solutions obtained from runs at step size 0.6 by using the 

Jiggle Sensitivity Tool at jiggle size 0.1. The refinement in the solution is evident 

from results shown in Tables 8.1 (only heuristic) and Table 8.2 (heuristic with ICS). 

 
2. Refinement in Output: Using different step sizes in configuration searches with the 

mover program in the heuristic resulted in, unpredictable variability in the total costs 

of the optimal solutions determined and in certain cases failure to identify possible 

good solutions. The ICS solves this problem by extracting one configuration from 

each shape (orientation) set identified and optimizing the positions of its utilities 

using the Jiggle Sensitivity Tool at jiggle size 0.1 before assessment. This procedure 

guarantees always determining the best possible solution. 

 

 

Figure 8.1: Optimal Configuration Determined Using The Heuristic 
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Table 8.1: Optimal Solution Determined By The Heuristic 

UTILITY TYPE HORIZ [in] DEPTH [in] COST [k$/mi] 

POWER DIST 212 40 $463 

RECLAIMED 189 41 $288 

GAS DIST 155 39 $336 

TELECOM 149 67 $455 

  TOTAL $1,541 

 
Tables and Figures 8.1 and 8.2, detail the configuration determined as optimal by 

the heuristic the ICS respectively.  

 
Table 8.2: Optimal Solution Determined By The ICS  

UTILITY # HORIZ [in] DEPTH [in] COST [k$/mi] 

POWER DIST 212 40 $463 

RECLAIMED 153 41 $258 

GAS DIST 177 62 $425 

TELECOM 178 38 $335 

  TOTAL $1,480 

 
 

 

Figure 8.2: Optimal Configuration Determined By The ICS  
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Table 8.3 shows the top 10 near optimal solutions determined by the ICS (all 

cheaper than that determined by the heuristic), highlighting the problem of lack of 

refinement in the heuristic’s results and the associated refinement benefits of using the 

ICS. 

 
Table 8.3: List Of 10 Optimal Solutions Determined By The ICS 

   OPTIMAL TOTAL COSTS 

CONFIGURATION 
RANKING 

CONFIGURATION 
NUMBER 1 

1 964 1480.42 

2 967 1481.08 

3 3697 1481.09 

4 3699 1481.75 

5 18967 1481.75 

6 18969 1482.41 

7 12644 1484.23 

8 12645 1484.89 

9 5695 1485.11 

10 5696 1485.77 

 

3. Customization of Output: The optimization routine in the heuristic compares the total 

costs of all the feasible configurations to determine an optimal solution. However 

when several configurations have the same total costs the routine selects either the 

first or the last configuration depending on the program code. The single objective 

nature of the heuristic produces outputs (utility configurations) which aren’t very 
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flexible, that is, they can not be adapted to specific requirements. The ICS 

implements a multi objective utility configuration assessment and selection 

procedure which firstly eliminates the ambiguity from the output determination and 

presents the user (decision maker) with the option of customizing the outputs. The 

user can select and weigh the characteristics that he or she is looking for in a 

configuration for a particular ROW corridor. For example: 

a. Better Utilization of Corridor Space: If the user (decision maker) is designing a 

ROW corridor which will be upgraded by addition of new utilities, he will 

obviously want to implement the best possible (safe and economically efficient) 

utility configuration which utilizes the least amount of corridor space to facilitate 

future expansions. With the ICS, the user can select and emphasize the 

importance of this characteristic, to customize the heuristic’s output. 

Table 8.4 and Figure 8.3 details the configuration determined by the ICS for 

best corridor space utilization. The space utilized by this configuration is just 

20.99% of the total available corridor space. 

 
Table 8.4: Solution Determined By The ICS For The Best Corridor Space Utilization 

 

UTILITY # HORIZ [in] DEPTH [in] COST [k$/mi] 

POWER DIST 212 40 $463 

RECLAIMED 189 41 $288 

GAS DIST 213 68 $492 

TELECOM 192 67 $485 

  TOTAL $1,727 



 
 

Figure 8.3: Configuration Determined By The ICS For The Best Corridor Space 
Utilization 

 
 

b. Better Positioning Flexibility for Utilities: If corridor space is not a constraint, and 

the user wants to reduce the installation costs and avoid the hassles of accurate 

positioning of utilities in the corridor, he has the option of selecting a 

configuration which has high positioning flexibilities for its constituent utilities by 

weighing the utility flexibility option accordingly.  

Table 8.5 and Figure 8.4 details the configuration determined by the ICS for 

highest flexibility in utility positioning. The average flexibility coefficient for this 

configuration was 0.24 which indicates an average of 6 steps of flexibility for 

each utility with less that 10 % increase in individual costs. 

 
Table 8.5: Solution Determined By The ICS For Flexibility In Utility Positioning 

 

UTILITY # HORIZ [in] DEPTH [in] COST [k$/mi] 

POWER DIST 204 40 $467 

RECLAIMED 152 57 $300 

GAS DIST 213 62 $455 

TELECOM 178 39 $336 

  TOTAL $1,559 

114 



 
 

Figure 8.4: Configuration Determined By The ICS For Flexibility In Utility Positioning 
 

 
c. Balance / Fairness in Utility Costs: If the user requires a configuration which is 

economically fair to all utility companies (a major requirement with utility 

companies), selecting and weighing the balance cost option assesses and 

determines the best solution with the most balance in individual costs.  

Table 8.6 and Figure 8.5 details the configuration determined by the ICS for 

economic fairness to all utility. The balance coefficient determined for this 

configuration is 0.77 which indicates that the maximum variation of the individual 

cost of the utilities of this configuration is 77% from their minimum possible 

individual costs. 

 
Table 8.6: Solution Determined By The ICS For Fairness In Individual Utility Costs 

 

UTILITY # HORIZ [in] DEPTH [in] COST [k$/mi] 

POWER DIST 211 59 $532 

RECLAIMED 153 41 $258 

GAS DIST 213 39 $366 

TELECOM 178 57 $393 

  TOTAL $1,549 
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Figure 8.5: Configuration Determined By The ICS For Fairness In Individual Utility 
Costs 

 
 

4. Substantiation of Results: The ICS performs a sensitivity / criticality analysis of the 

importance weights assigned by the user (decision maker) to the desired 

configuration characteristics. This analysis is conducted on the 10 top ranked 

solutions to provide the user with useful information on other configurations that 

nearly meet his requirements. 

 
Table 8.7: Top 10 Configuration Obtained With The ICS 

   

OPTIMAL 
TOTAL 
COSTS 

BALANCED 
INDIVIDUAL 

COSTS 

PERCENTAGE 
SPACE 

UTILIZED 

UTILITY 
POSITIONAL 
FLEXIBILITY 

CONFIG. 
RANKING 

CONFIG. 
NUMBER 5 5 5 5 

1 18865 1512.41 0.91 32.72 0.27 

2 19720 1486.43 0.91 35.19 0.26 

3 28680 1587.81 0.89 38.07 0.24 

4 5696 1485.77 0.91 35.19 0.27 

5 19719 1485.77 0.91 35.19 0.27 

6 23225 1546.40 0.91 32.72 0.28 

7 28679 1562.18 0.77 38.48 0.28 

8 28907 1621.23 0.89 38.07 0.24 
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Table 8.7 (Continued) 
 

9 28906 1595.60 0.77 38.48 0.28 

10 16535 1611.05 1.05 33.13 0.24 

 
 

Table 8.8: Sensitivity / Criticality Of The Results 

CRITICALITY 
BETWEEN 

 

WEIGHT FOR 
OPTIMAL TOTAL 

COSTS 

WEIGHT FOR 
BALANCED 

INDIVIDUAL COSTS 

WEIGHT FOR 
PERCENTAGE 

SPACE UTILIZED 

WEIGHT FOR 
UTILITY 

POSITIONAL 
FLEXIBILITY 

1  AND  2 93.56 NF NF NF 

1  AND  3 98.14 NF NF NF 

1  AND  4 NF NF NF NF 

1  AND  5 NF NF NF NF 

1  AND  6 NF NF NF NF 

1  AND  7 NF NF NF NF 

1  AND  8 98.70 NF NF NF 

1  AND  9 NF NF NF NF 

1  AND 10 NF NF NF NF 

SENSITIVITY 0.010688 0 0 0 

 
Table 8.8 details the criticality between the output configurations detailed in 

Table 8.7. An increase of 93.56 % in the weights assigned to the optimality criterion will 

cause the rankings between configurations 1 and 2 to change. The sensitivity of the result 

to the optimality characteristic is 0.01.  The sensitivity of the output to the other 

characteristics is zero which indicates that changing the importance weights for these 

characteristics will not change the result. 
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8.2 General Conclusions 

Multi Criteria Decision Making has been one of the fastest growing problem areas 

during the last two decades. In business, decision making has changed from a single (the 

Boss!) and single criteria (profit), decision environment to a multi person and multi 

criteria situation. For problems with discrete decision spaces, i.e. with countable few 

decision alternatives, the Weighted Product Model (WPM) is very useful for making 

justifiable decisions. What makes this technique so valuable is that even though the 

analyses are very rigorous, the results are described very clearly and are understandable 

even to non specialists. 
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CHAPTER 9 
 

FUTURE WORK 
 

 
‘Uncertainty is not an accident of the scientific method, but its substance.’ 

The ongoing research project titled, “Optimal Placement of Utilities within FDOT 

Right-of-Way”, sponsored by the Florida Department of Transportation (FDOT), and 

currently being investigated at the University of South Florida [6], presents a decision-

making heuristic aimed at developing a safe and economically efficient utility placement 

allocation system for transportation ROW corridors.  

When a model is used to drive a choice or a decision, it becomes imperative to 

assess the importance of its associated uncertainties to ensure its relevance and guarantee 

the validity of its outputs. The above mentioned heuristic finds suitable (optimal cost) 

locations for the utilities in the ROW corridors with the help of utility cost assessment 

models while adhering to the rules and regulations of safety, relocation, and clearance for 

utility placement set by AASHTO. From this it is obvious that the cost assessment 

models and the AASHTO utility placement rules heavily influence the outcome of the 

heuristic.  

This thesis, has partly analyzed the uncertainties associated with the input factors 

affecting the cost assessment models of the heuristic. The following uncertainties and 

questions still need to be evaluated to complete the analysis of the heuristic. 
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9.1 Sensitivity Analysis Of The AASHTO Utility Placement Rules 

The rules for utility placement (utility clearance, stacking, and safety) are set 

by the AASHTO to ensure overall safety of the utilities placed within the ROW 

corridor. While the rules are well defined, their applicability is subject to a variety of 

interpretations, giving rise to doubts and uncertainties. For example, 

a. Mandatory clearance required between utilities (varying with types) is defined in 

terms of inches, horizontally and vertically. However how this clearance is to be 

implemented is subject to interpretation. Question like, 

• Do you consider a rectangular, circular or elliptical boundary? and 

• What are the cost ramifications of considering different types of boundaries?  

need to be answered. 

b. Placement of utilities very close to the pavement poses problems of disruption to 

traffic and increased possibility of accidents. The AASHTO utility placement 

rules defines a clear zone starting from the edge of the pavement within which no 

utility can be placed. However it would be interesting to determine:  

• The cost ramifications of implementing such a constraint. 

• The optimal extent for a clear zone. 

c. Mandatory no stacking rules are applied to certain utilities. The rule for stacking 

again is open for interpretation. Questions like: 

• How do you define a no stacking boundary? 

• What is the cost ramifications of a no stacking constraint applied to a utility? 

need to be assessed. 
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9.2 Development Of The Damage Model  

The data available on damage events is not very accurate and hence a simple 

linear damage model is used in the heuristic to estimate damage costs associated with 

a utility. The model assumes that the number of accidental damage incidents is 

proportional to the expected number of access events and that excavating to conduits 

buried deep within a corridor will more likely result in damage to the utility itself and 

other utilities in the corridor. While these are all valid assumptions the following 

issues raise serious doubts about the validity of the model. 

a. The probability of damage not only depends on the depth of location and frequency 

of access to a utility but also on the presence, nature (type) and location (proximity) 

of other utilities within the corridor. 

b. A linear model varying with depth might not fully represent the damage cost of a 

utility because damaging utility line at any depth should essentially cost the same. 

c. The assumption of fraction of events resulting in damage incidents, arbitrarily taken 

as 1% in the damage model would be better modeled as distribution derived from 

better data. 



122 

REFERENCES 
 
 

Civil & Transportation 
 
 

[1] Brydia, Kuhn, Jasek, Parham and Blaschke, “Feasibility of Utility Corridors in 
TXDOT Right of Way,” Texas Transportation Institute. 

 
 
[2] Federal Highway Administration, “Highway guide,” U.S Department of 

Transportation, 1993. 
 
 
[3] Florida Department of Transportation, “Utility Accommodation Manual,” 1999. 
 
 
[4] Federal Aid and Design Division, “Utility Adjustment and Accommodation on 

Federal-Aid Highway Projects,” 4th Edition, Federal Highway Administration, 
Washington DC, 1998. 

 
 
[5] Iseley, T., “Trenchless Technologies,” Proceedings of the Fourth National 

Highway/Utility Conference, 1994. 
 
 
[6] Kranc, S. C., Miller, W. A., “The Optimum Placement of Utilities within FDOT 

Right-of-Way,” Sponsored by Florida DOT, 2002. 
 
 
[7] Mckin, R. A., “Selection Method for Trenchless Technologies,” Journal of 

Infrastructure Systems, 1997. 
 
 
[8] Scott, P., “Subsurface Utility Engineering,” Proceedings of the Fourth National 

Highway / Utility Conference, 1994. 
 



123 

Sensitivity Analysis 
 
 

[9] Andres, T. H. “Sampling Methods and Sensitivity Analysis for Large Parameter 
Sets,” Journal of Statistical Computation and Simulation, 57, 1997. 

 
 

[10] Andres, T. H., Hajas, W. C., “Using Iterated Fractional Factorial Design to Screen 
Parameters in Sensitivity Analysis of a Probabilitic Risk Assessment Model,” 
Proceedings of the Joint International Conference on Mathematical Methods and 
Supercomputing in Nuclear Applications, Germany, 1993. 

 
 

[11] Archer, G., Saltelli, A., Sobol’, I. M., “Sensitivity Measures, ANOVA like 
Techniques and the use of Bootstrap,” Journal of Statistical Computation and 
Simulation, 58, 1997. 

 
 

[12] Box, G. E. P., Meyer, R. D., “An Analysis for Unreplicated Fractional Factorials,” 
Technometrics, 28, 1986. 

 
 
[13] Camponolongo, F., Kleijnen, J., Andres, T., “Mathematical and Statistical 

Methods for Sensitivity Analysis of Model Output,” 1999. 
 
 
[14] Camponolongo, F., Saltelli, A., “Sensitivity Analysis of an Environmental Model: 

A worked Application of different Analysis Methods,” Rehabilitation Engineering 
and Systems Safety, 52, 1997. 

 
 
[15] Chan, K., Saltelli, A., Tarantola, S., “Sensitivity Analysis of Model Output; 

Variance based Methods make the Difference,” Proceedings of the 1997 Winter 
Simulation Conference, 1997. 

 
 
[16] Cotter, S. C., “A Screening Design for Factorial Experiments with Interactions,” 

Biometrika, 66, 1979. 
 
 
[17] Cukier, R. L., Schaibly, J. H., Shuler, K. E., “Study of the Sensitivity of Coupled 

Reaction Systems to Uncertainties in Rate Coefficients,” Chemistry and Physics, 
63, 1975. 

 



124 

[18] Cukier, R. I., Levine, H. B., Shuler, K. E., “Nonlinear Sensitivity Analysis of 
Multiparameter Model Systems,” Journal of Computational Physics, 26, 1978. 

 
 
[19] Daniel, C., “On Varying One Factor at a Time,” Biometrics, 14, 1958. 
 
 
[20] Daniel, C., “One at a Time Plans,” Am. Statistics Association, 68, 1973. 
 
 
[21] Demiralp, M., Rabitz, H., “Chemical Kinetic Functional Sensitivity Analysis: 

Derived Sensitivities and General Applications,” Chemistry and Physics, 75, 1981. 
 
 

[22] Dickinson, R.P., Gelinas, R. J., “Sensitivity Analysis of Ordinary Differential 
Equation Systems – A Direct Method,” Computational Physics, 21, 1976. 

 
 
[23] Draper, D., Pereira, A., Prado, P. Saltelli, A., Cheal, R., Eguilior, S., Mendes, B., 

Tarantola, S. “Scenario and Parametric Uncertainty in GESAMAC: A 
Methodologic Study in Nuclear Waste Disposal Risk Assessment,” Computer 
Physics Communications, 117, 1999. 

 
 
[24] Furbringer, J. M., “Sensitivity Analysis for Modelers,” Air Infiltration Rev., 17, 

1996. 
 
 
[25] Helton, J.C., “Uncertainty and Sensitivity Analysis Techniques for use in 

Performance Assessment for Radioactive Waste Disposal,” Reliability 
Engineering and System Safety, 42, 1993. 

 
 
[26] Homma, T., Saltelli, A., “Importance Measures in Global Sensitivity Analysis of 

Model Output,” Reliability Engineering and System Safety, 52, 1996.  
 
 
[27] Hora, S.C., Iman, R. L., “Expert Opinion in Risk Analysis: The NUREG-1150 

methodology,” Nuclear Science and Engineering, 60, 1989. 
 
 
[28] Hornberg, G. M., and Spear, R. C., “An approach to the Preliminary Analysis of 

Environmental Systems,” Environment Management 12(1), 1981. 
 



125 

[29] Hwang, J. T., “A Computational Algorithm for the Polynomial Approximation 
Method of Sensitivity Analysis in Chemical Kinetics,” Chinese Chemical Society, 
32, 1985. 

 
 
[30] Iman, R. L., Helton, J. C., Campbell, J. E., “An Approach to Sensitivity Analysis 

of Computer Models, Part I, Part II,” Journal of Quality Technology, 1981. 
 
 
[31] JSCS, Journal of Statistical Computation and Simulation, Special issue on 

Sensitivity Analysis, 57, 1997. 
 
 
[32] Koda, M., McRae, G. J., Seinfeld, J. H., “Automatic Sensitivity Analysis of 

Kinetic Mechanisms,” International Journal of Chemistry and Kinetics, 11, 1979. 
 
 
[33] McKay, M. D., Morrison, J. D., “Evaluating Prediction Uncertainty in Simulation 

Models,” Computer Physics Communications, 117, 1999. 
 
 
[34] Miller, D., Frenklach, M., “Sensitivity Analysis and Parameter Estimation in 

Dynamic Modeling of Chemical Kinetics,” International Journal of Chemisty and 
Kinetics, 15, 1983. 

 
 
[35] Pierce, T. H., Cukier, R. I., “Global Non-Linear Sensitivity Analysis using Walsh 

Functions,” Journal of Computational Physics, 41, 1981. 
 
 
[36] Rabitz, H., Aliş Ö. F., in Saltelli A. et al. (Eds.), “Managing the Tyranny of 

Parameters in Mathematical Modeling of Physical Systems,” 2000. 
 
 
[37] Saltelli, A., Tarantola, S., Planas, C., “Sensitivity Analysis and Official Statistics,” 

Institute for Systems, Informatics and Safety, Joint Research Center, European 
Commission. 

 
 
[38] Saltelli, A., “Global Sensitivity Analysis an Introduction,” Tutorial Lecture for the 

International Conference on Sensitivity Analysis, March 2004. 
 
 
[39] Saltelli, A., “Sensitivity Analysis for Importance Assessment,” Joint Research 

Center of the European Communities in Ispra. 



126 

[40] Saltelli, A., Andres, T. h., Homma, T., “Some new techniques in Sensitivity 
Analysis of Model Output,” Computational Statistics and Data Analysis, 15, 1993. 

 
 
[41] Sobol’, I. M., “Quasi Monte Carlo Methods,” Prog. Nuclear Energy, 24, 1990a. 
 
 
[42] Sobol’, I. M., “Sensitivity Estimates for Non-Linear Mathematical Models,” Math. 

Modeling Comput. Exp., 1, 1990b. 
 
 
[43] Turanyi, T., “Sensitivity Analysis of Complex Kinetic Systems: Tools and 

Applications,” Mathematics and Chemistry, 5, 1990a.  
 
 
[44] Turanyi, T., “Kinal – A Program Package for Kinetic Analysis of Reaction 

Mechanisms,” Computers Chemistry, 14, 1990b. 
 
 
 
Multi-Objective / Criteria Decision Making 
 
 
[45] Chung-Jen Chen, Chin-Chen Huang, “A Multiple Criteria Evaluation of High-tech 

Industries for the Science-based Industrial Park in Taiwan,” Information and 
Management 41, 2004. 

 
 

[46] de Graan, J. G., “Extension of the Multiple Criteria Analysis Methods of T. L. 
Saaty,” National Institute for Water Supply, 1980. 

 
 
[47] Hwang, F., “An Expert Decision making Support system for Multiple Attribute 

decision making,” Ph.D. Thesis, Dept. of Industrial Engineering, Kansas State 
University, 1987. 

 
 
[48] Hwang C. L., Yoon, K., “Multi Attribute Decision Making: Methods and 

Applications,” Springer-Verlag, 1981. 
 
 
[49] Insua, R. D., “Sensitivity Analysis in Multi-Objective Decision Making,” Lecture 

notes in Economics and Mathematical Systems Series, Springer-Verlag, 1990. 
 
 



127 

[50] JMCDA, Journal of Multicriteria Decision Analysis, Special issue on Sensitivity 
Analysis, D. Rios Insua Vol. 8, 1999. 

 
 
[51] S. Cheng, C. W. Chan, G. H. Huang, “An Integrated Multi-Criteria Decision 

Analysis and Inexact Mixed Integer Linear Programming approach for Solid 
Waste Management,” Engineering Applications of Artificial Intelligence 16, 2003. 

 
 
[52] Simon Mardle, Sean Pascoe, Ines Herrero, “Management Objective Importance in 

Fisheries: An Evaluation using the Analytic Hierarchy Process,” Environmental 
Management, 2004. 

 
 
[53] Stelios H. Zanakis, Anthony Solomon, Nicole Wishart, Sandipa Dublish, “Multi-

Attribute Decision making: A Simulation Comparison of selected Methods,” 
European Journal of Operation Research 107, 1998. 

 
 
[54] S. Cheng, C. W. Chan, G. H. Huang., “Using Multiple Criteria Decision Analysis 

for supporting decisions of Solid Waste Management,” Journal of Environmental 
Science and Health. Part A, Toxic / Hazardous Substances and Environmental 
Engineering. 

 
 
[55] Saltenis, V. Dzemyda, G., “Structure analysis of external problems using an 

approximation of characteristics,” Optimal Decision Theory, Vilnius 8, 1982. 
 
 
[56] Triantaphyllou, E., Mann, S. H., “An Examination of the Effectiveness of Multi 

Dimensional Decision Making Methods: A Decision Making Paradox,” 
International Journal of Decision Support Systems, 5, 1989. 

 
 
 
Bibliography 
 
 
[57] Box, G. E. P., Hunter, W. G., Hunter, J. S., “Statistics for Experimenters: An 

Introduction to Design, Data Analysis, and Model Building,” Wiley, 1978. 
 
 
[58] Bridgman, P. W., “Dimensionless Analysis,” Yale University Press, 1992. 

 
 



128 

[59] “Design and Analysis of Experiments,” 5th Edition, Douglas C. Montgomery, John 
Wiley & Sons Ltd., 2001. 

 
 
[60] “Mathematical and Statistical Methods: Sensitivity Analysis,” edited by Andrea 

Saltelli, Karen Chan, E. Marian Scott, John Wiley & Sons Ltd., 2000. 
 
 
[61] Miller, D. W., Starr, M. K., “Executive Decisions and Operations Research,” 

Prentice Hall Inc., 1969. 
 
 
[62]  “Multi-Criteria Decision Making Methods: A Comparative Study,” Evangelos 

Triantaphyllou, Kluwer Academic Publishers, 2000. 
 
 
[63] “Statistics for Experimenters: An Introduction to Design, Data Analysis, and 

Model Building,” George E. P. Box, William G. Hunter, J. Stuart Hunter, John 
Wiley & Sons Ltd., 1978. 

 
 
 

General 
 
 

[64] Chatterjee, G., “Chebychev Approximation methods for Evaluating Conicity,” 
Measurement, 23, 1998. 

 
 
[65] Oreskes, N., “Evaluation of quantitative models for assessing the effects of 

environmental lead exposure,” Environment Health Perspect, 106, 1998. 



129 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

APPENDICES 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Appendix A: Variance Sensitivity Indices (SOBOL' 1990b) 
 
 

The method adopted for the sensitivity studies on the factors of the heuristic is a 

variance based technique, also called ANOVA (analysis of variances) like sensitivity 

method.   

Let f(x) denote the model function where x = (x1, …., xn) is the set of input 

variables, and, let I denote the unit interval [0,1], In – the input factor space as a n-

dimensional unit hypercube and x Є In.  

The integrable function can be defined as, 

∑ ∑
= <<

+=
n

1s

n

i...i
ii......ii0

s1

s1s1
)x,......,(xfff(x)           (1) 

Where, the interior sum is over all sets of s integer’s i1,..is, that satisfy 1≤ i1<..< is ≤ n. 
 
Formula (1) means that 
 

∑∑
≤<≤=

++++=
nji1

n2112...njiij

n

1i
ii0 )x,....,x,(xf...)x,(xf)(xfff(x)         

 
The idea used by SOBOL was to decompose the function f(x) into summands of 

increasing dimensionality. The general decomposition of equation (1) is non informative, 

and for equation (1) to hold, f0 must be constant and the integrals of every summands 

over any of its own variables must be zero.  

0dx)x,......,(xf
ns1s1 i

1

0
ii......ii =∫    for     k =               (2) s1 i,......,i
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Appendix A (Continued) 

 
Equation (1) satisfying equation (2) is called decomposition into summands of different 

dimensions. In this case each member is responsible for the joint distribution of 

the variables to the variability of f(x) in I

s1 ......iif

s1 ii x,......,x n.  

The integrals below are as a rule from 0 to 1 for each variable and dx = dx1…dxn.  

Integrating equation (1) over In we obtain 

∫ = 0ff(x)dx  
 

Integrating equation (1) over all variables except xi we obtain 
 

)(xffdxf(x) ii0
ik

k +=∫ ∏
≠

 

 
thus define . Similarly, integrating (1) over all variables except x)(xf ii i and xj we obtain 

)x,(xf)(xf)(xffdxf(x) jiijjjii0
ji,k

k +++=∫ ∏
≠

 

 
and define . We continue the procedure until all (n-1) dimensional 

summands are defined, and then the last member is found from 

identity (1). 

)x,(xf jiij

)......xx,(xf n2112....n

Since f(x) is a square integral, so are all the , therefore constants s1....iif
 

s
1s1s1s1 iiii

2
....ii....ii .....dx)dxx,......,(xfV ∫=  

 
called ‘partial variances’ can be introduced as well as the ‘total variance’ V of f(x) 
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2
0

2 f(x)dxfV −= ∫  

Squaring equation (1) and integrating over In we obtain 
 

∑ ∑
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This means, 
 

∑ ∑
= ≤<≤

+++=
n

1i nji1
n1,2,..,iji V...VVV           (3) 

 
The origin of this term is clear if x were a random point uniformly distributed In, then 

f(x) and all  would be random variables, and V and  their 

variances. The term ANOVA comes from Analysis of Variances. 

s1....iif ),.....x(x
s1 ii s1...iiV

The ratios V
V

S s1

s1

...ii
...ii =  are called sensitivity indices for 1 ≤ i1 < …< is ≤ k. 

The indices are non-negative and their sum is 1. 

1S...SS
n

1i nji1
n1,2,..,iji =+++∑ ∑

= ≤<≤
      

Si is called the first order sensitivity index for factor xi, which measures the main effect 

of xi on the output. Sij for i ≠ j is called the second order sensitivity index which 

measure the interaction effect of the variation in f(x) due to xi and xj. 
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Appendix B: Standard Utility Placement Experiments 

 
The sensitivity studies conducted on the heuristic involve running the standard 

utility placement experiments, using ‘nominal’ values for the setup factors. Two extreme 

values are proposed to represent the range of likely values for each setup factor and the 

nominal value is taken midway between the two extremes values. The initial setup for the 

standard experiments is shown in Tables B.1. 

 
Table B.1: Standard Utility Placement Experiments Initial Setup 

 
INPUT PARAMTERS / FACTORS UNITS NOMINAL VALUE RANGE  

Right of Way Width Ft. 18 12 - 40 

Maximum Depth Inches 72 120 

Number of Initial Lanes # 2 2 - 6 

Lane Width Ft. 12 12 - 15 

Project Life Years 20 10 - 50 

Design Year Average Daily Traffic K Cars / Day 20 5 - 40 

Design Year Years 10 1 - 20 

Design Speed MPH 50 30 - 75 

Default Cover Inches 36 24 - 48 

Traffic Growth Rate % 10 0 - 20 
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Appendix B (Continued) 

 
The utilities considered for placement in the standard experiment 1 are: 

Table B.2: Standard Utility Placement Experiment 1 
 

UTILITY TYPE DIA.  STACK AG DIA. AG FAC. #/MILE 

POWER DIST 6 NO 6 CYLINDER 1 

POTABLE 10 YES 0 NO 0 

TELECOM 4 NO 0 NO 0 

 
 

The utilities considered for placement in the standard experiment 2 are: 

Table B.3: Standard Utility Placement Experiment 2 
 

UTILITY TYPE DIA.  STACK AG DIA. AG FAC. #/MILE 

POWER DIST 8 NO 4 CYLINDER 2 

RECLAIMED 10 YES 0 NO 0 

GAS DIST 6 YES 0 NO 0 

TELECOM 4 NO 0 NO 0 
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Appendix C: Analysis Of Variances Tables 

 
Table C.1: Analysis Of Variances (ANOVA) Of Accident Model Factors 

SOURCE OF VARIATION DF ADJ. S.S. ADJ.  M.S. F P 

Design Year 3 8007531431 2669177144 3852.0 0.00 

Design Speed                7 307163000000 43880428571 63324.9 0.00 

Average Daily Traffic  (DY)      3 69602451976 23200817325 33481.7 0.00 

Traffic Growth Rate         3 1959155084 653051695 942.4 0.00 

Number of Lanes             2 411098572 205549286 296.6 0.00 

Lane Width                  2 34113204 17056602 24.6 0.00 

Number of ABGF              3 176110000000 58703333333 84716.2 0.00 

Project Life                4 27902923228 6975730807 10066.8 0.00 

Design Year  &  Design Speed  21 7067618940 336553283 485.7 0.00 

Design Year  &   

Design Year Average Daily Traffic  9 1601506302 177945145 256.8 0.00 

Design Year  &  Traffic Growth Rate       9 571237010 63470779 91.6 0.00 

Design Year  &  Number of Lanes           6 9459098 1576516 2.3 0.09 

Design Year  &  Lane Width                   6 784923 130821 0.2 0.99 

Design Year  &  Number of ABGF          9 4052185335 450242815 649.8 0.00 

Design Year  &  Project Life                  12 0 0 0.0 1.00 

Design Speed   &   

Design Year Average Daily Traffic         21 61432617340 2925362730 4221.7 0.00 

Design Speed * Traffic Growth Rate        21 1729191809 82342467 118.8 0.00 

Design Speed  &  Number of Lanes         14 205456777 14675484 21.2 0.00 

Design Speed  &  Lane Width                  14 16984838 1213203 1.8 0.14 

Design Speed  &  Number of ABGF        21 155439000000 7401857143 10681.8 0.00 
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Appendix C (Continued) 

 
Table C.1 (Continued) 

 

Design Speed  &  Project Life                 28 24627718532 879561376 1269.3 0.00 

Design Year Average Daily Traffic   & 
Traffic Growth Rate            9 391830976 43536775 62.8 0.00 

Design Year Average Daily Traffic  & 
Number of Lanes                6 82219711 13703285 19.8 0.00 

Design Year Average Daily Traffic  & 
Lane Width                     6 6822640 1137107 1.6 0.24 

Design Year Average Daily Traffic  & 
Number of ABGF                 9 35222094774 3913566086 5647.8 0.00 

Design Year Average Daily Traffic  &  
Project Life                  12 5580585115 465048760 671.1 0.00 

Traffic Growth Rate  &  
Number of Lanes                6 2314304 385717 0.6 0.99 

Traffic Growth Rate  &  Lane Width        6 192045 32008 0.0 1.00 

Traffic Growth Rate  &  
Number of ABGF                 9 991423970 110158219 159.0 0.00 

Traffic Growth Rate  &  Project Life        12 0 0 0.0 1.00 

Number of Lanes  &  Lane Width             4 21086818 5271705 7.6 0.25 

Number of Lanes  &  
Number of ABGF                 6 208035079 34672513 50.0 0.00 

Number of Lanes  &  Project Life             8 32961056 4120132 5.9 0.39 

Lane Width  &  Number of ABGF           6 17262905 2877151 4.2 0.63 

Lane Width  &  Project Life                  8 2735129 341891 0.5 1.00 

Number of ABGF  &  Project Life           12 14120184425 1176682035 1698.1 0.00 

Error 91822 63627216654 692941   

Total 92159 968251000000    
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Appendix C (Continued) 

 
Table C.2: Analysis Of Variances (ANOVA) Of Damage Model Factors 

SOURCE OF VARIATION DF ADJ. S.S. ADJ.  M.S. F P 

Maximum Damage  10 8079341 807934 24918.3 0.00 

Default Cover 6 13447 2241 69.1 0.00 

Maximum Depth 10 1822891 182289 5622.2 0.00 

Damage Fraction 9 5508641 612071 18877.5 0.00 

Maximum Damage  &  Default Cover 60 5379 90 2.8 0.00 

Maximum Damage  &  

Maximum Depth 100 729156 7292 224.9 0.00 

Maximum Damage &  

Damage Fraction 90 2203457 24483 755.1 0.00 

Default Cover  &  Maximum Depth 60 74711 1245 38.4 0.00 

Default Cover  &  Damage Fraction 54 3667 68 2.1 0.00 

Maximum Depth  & Damage Fraction 90 497152 5524 170.4 0.00 

Error 7980 258738 32   

Total 8469 19196580    

 
 

Table C.3: Analysis Of Variances (ANOVA) Of Installation Surcharge Model Factors 
 

SOURCE OF VARIATION DF ADJ. S.S. ADJ.  M.S. F P 

Blocks  2 1746988 873494 835.8 0.000

Shoring Surcharge 10 247250 24725 23.7 0.000

Inconvenience Surcharge Region 3 1732269 577423 552.5 0.000

Inconvenience Surcharge   10 1846753 184675 176.7 0.000
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Table C.3 (Continued) 

 
Shoring Surcharge  & 
Inconvenience Surcharge Region 30 270952 9032 8.6 0.000

Shoring Surcharge  &  
Inconvenience Surcharge 100 40863 409 0.4 1.000

Inconvenience Surcharge Region  & 
Inconvenience Surcharge 30 219873 7329 7.0 0.000

Error 1266 1323160 1045   

Total 1451 7428108    



Appendix D: Configuration Differentiation And Clustering Techniques 

 
The Ideal Configuration Selector uses two experimental techniques namely the 

Cost Dot Technique (CDT) and the Metric to differentiate between and cluster (group) 

configurations into shape sets based on similarity in orientation. 

 
D.1 Cost Dot Technique (CDT) 

The Cost Dot Technique uses the individual cost of the utilities for quantifying 

the difference between configurations. The idea used in the CDT is that any feasible 

configuration has N utilities with individual costs. Since the individual cost of a utility is 

a direct function of its location within the ROW, the individual cost of utilities can be 

used to differentiate between two configurations.   

The CDT employs the individual costs of the utilities in a configuration as vector 

coefficients. The correlation between the vectors of two configurations is taken as the 

measure of the difference between those two configurations. The correlation is calculated 

as the dot product of those two vectors.  

Consider an example with 3 utilities, if the individual utility costs of the oth 

configuration are (Co1, Co2, Co3) and the individual utility costs of the ith configuration 

are (Ci1, Ci2, Ci3), the coefficients for the first configurational vector will be, 
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and the vector will be represented as, 
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The coefficient for the ith configurational vector will be, 
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and the vector will be, 
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The correlation coefficient or Cost Dot Coefficient (CDC) is calculated as the dot product 

of the two vectors which is, 
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The range of the Cost Dot Coefficient is between 0 and 1. Similar orientation 

configurations have equal cost dot coefficients. 
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Appendix D (Continued) 

 
D.2 The Metric 

The metric quantifies the difference between two configurations with the help of 

the positional coordinates of the utilities. The idea is that any feasible solution can be 

identified as a 2N vector, describing the configuration of N utilities with x and y 

coordinates.  The difference between two configurations (i.e. the Metric value Moi) is 

quantified by the “sum of the square of differences” method, represented in the equation 

below and depicted in Figure D.1.  

2
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1j
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Figure D.1: Quantifying Configurational Differences Using The Metric 
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The Ideal Configuration Selector (ICS) applies the Metric to the orientation 

clustering process after shape (orientation) set have been determined by the Cost Dot 

Technique. The Metric helps determine configurations of different orientation having 

similar individual costs for their constituent utilities, a rare occurrence which is not 

identified by the CDT. Configurations varying by more than a 1000 metric value points 

are considered to be configurationally different. The functioning of the Cost Dot 

Technique and the Metric for differentiating between configurations is demonstrated for 

the configurational sweep search results shown in Figures D.2 and Figure D.3.  
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Figure D.2: Cost Dot And Metric Value Plots For Differentiating Between 

Configurations In A 3 Utility Step Size Sweep 
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Figure D.3: Cost Dot And Metric Value Plots For Differentiating Between 
Configurations In A 5 Utility Step Size Sweep 

 
 

Figure D.2 illustrates the configurational difference in the optimal solutions obtained 

using different step sizes in the analysis. Optimal configuration obtained for step sizes 0.3 

and 0.5 are similar, so are the configurations for step size 0.4 and 0.8, 0.2 and 0.7, 0.6 and 

0.9. Figure D.3 shows configurations with step size 0.3, 0.5 and 0.8 are similar using the 

CDT. The need for the Metric in the ICS’s clustering process is highlighted with the 

identification of an orientationally different configuration for step size 0.5, not detected 

by the CDT. 

 



Appendix E: Jiggle Sensitivity Tool (JST) 

 
The Jiggle Sensitivity Tool is a program employed in the Ideal Configuration 

Selector to jiggle (move) the utilities of a configuration by finite steps in specified 

directions (up, down, to the left and to the right) as shown in Figure E.1 while monitoring 

the following, 

 

Figure E.1: Jiggling Of Utility For Configuration Sensitivity Study 

1. The percentage change in the individual cost of a jiggled utility represents the 

positional sensitivity of that utility within the configuration and,  
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Appendix E (Continued) 

 
2. The percentage change in the total cost of the configuration with the jiggling of a 

utility is the configurational sensitivity of the configuration with respect to that 

particular utility. 
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3. The validity of the movement of each utility at every jiggled step for, 

a. Violations to the clearance boundaries of other utilities. 

b. Violations to the ROW corridor boundaries (i.e. ROW width, maximum depth, 

and default cover).  

c. Violations to utility placement constraints (clear zone, below pavement, and 

stacking).  

145 


