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INTRODUCTION

Speleothems of different shapes and colours, varying from black to orange to white are typical of many caves. The fluorescence of calcite speleothems is associated with humic and fulvic acids that are incorporated within the calcite crystal structure (Brennan & White, 2013). These acids originate from overlying soils and are carried into caves by percolation water (McGarry & Baker, 2000) on a seasonal cycle (Ban et al., 2008). Spectroscopic analysis of speleothems of known age appears to provide a suitable tool to facilitate future study of changes in soil and vegetation over time (Brennan & White, 2013).

Various biological mats occur alongside speleothems as a part of the subsurface habitat and decoration. They colonize rock, speleothems and sediment surfaces as yellow, white, pink, tan and gold-coloured spots, known among cave explorers as “sparkles” or “cave gold” for yellow-gold spots and as “cave silver” for those seen through condensed water droplets (Mulec, 2008). These subaerial biofilms, developed on solid mineral surfaces, are widespread under various climate and radiation conditions (Gorbushina, 2007). Especially in karst caves, the biofilms are observed in locations related to intense water condensation or seepages, and in the vicinity of underground rivers and cave entrances. Microbes colonizing surfaces in caves are responsible for changing the integrity of substrata, for example the deterioration of Palaeolithic paintings in Altamira Cave, Spain (Saiz-Jimenez et al., 2011). In these microbial mats Proteobacteria and Actinobacteria commonly dominate, followed by Bacteroidetes, Gemmatimonadetes, Firmicutes, Planctomycetes, Nitrospirae, Verrucomicrobia and Chloroflexi (Portillo et al., 2008; Portillo et al., 2009; Pašić et al., 2010). Similar dominant groups have been identified in lava tubes, and similarities were established among the extensive bacterial diversity of Terceira island in the Azores and the Big Island.
of Hawaii, two locations that are widely separated geographically (Dattagupta, 2014). In lava caves (Northup et al., 2011), but also in karst caves (Cuezva et al., 2012; Keiner et al., 2013), some microbial mats are associated with mineral formations.

Circular golden-yellowish colonies, which are also found as confluent growth, are the microbial mats most easily observed during cave exploration, other than those that are linked to lampenflora. Lampenflora is the term most commonly used to describe a community of organisms, mainly phototrophic, that develops near artificial light sources in show caves (Mulec, 2012). Such yellow mats in karst caves are periodically or constantly covered with a water film and some of them display strong adhesion to the substrata. A different fauna, especially troglophilic animals such as moths, flies and harvestmen, is observed at places with yellow mats close to cave entrances. The objective of the study was to undertake spectroscopic evaluation of yellow-pigmented subaerial biofilms and the applicability of MALDI-TOF (Matrix-Assisted Laser Desorption/Ionization Time-Of-Flight) technique for identification of cave bacteria on these samples, using the commercially available mass spectra database. Human colour perception of yellow subaerial biofilm in caves was considered further in relation to the spectroscopic characteristics of the pigment and lamps that are used to illuminate the caves.

MATERIAL AND METHODS

Caves

Yellow subaerial biofilm was sampled in three caves in Classical Karst area of southwestern Slovenia, where it was well developed and accessible to sample: Dimnice (No. 737 in the Cave Register of the Karst Research Institute ZRC SAZU and Speleological Association of Slovenia), Krizna jama (Cave Register No. 66), and Sveta jama (Cave Register No. 1,158). All three caves have developed passages at different levels, with notable air flows in some galleries, and they are open to the public. Vegetation above these caves comprises shrub and forest. Temperature at the sampling sites was measured using a portable Kestrel 4,500 PocketWeather Tracker (USA).

Dimnice (45°33′48.63″N 14°2′25.65″E) has its main entrance at 567 m a.s.l., with 6,020 m of cave passages, and is formed in Upper Cretaceous limestone and Eocene flysch rocks (Šikić et al., 1972). Two collapse dolines give access from the surface to the cave’s dry upper passages, and a river that sinks into ponors at Velike Loče and flows through the lower passages (Malečkar & Gospodarič, 1982). The two upper entrances and the flowing water influence the air circulation and temperature, and also the humidity of the linked passages. During the colder part of the year air from outside descends through the main shaft and mixes with the warmer cave air; this triggers powerful air circulation and the formation of mist. In the entrance section of the cave condensation is present on the walls at the junction between warm and cold air (Slabe, 1988), where microbial mats of different colours are developed. Yellow biofilms are sometimes covered with water droplets, which intensify their “golden” reflection. Yellow subaerial biofilms are also observed near the underground river, where there are alluvial sediment deposits (Fig. 1A). Biofilm was sampled on 18 March 2014; air temperature at the site was 5.5°C. On the day of sampling air temperatures in the region were: mean air temperature 9.6°C; maximum daily temperature 18.4°C; and minimum -2.5°C. These data were from the Postojna Meteorological Station (45°45′56.78″N 14°11′28.85″E; Slovenian Environment Agency: http://www.meteo.si). The cave attracts approximately 3,000 visitors per year.

The explored cave passages of Krizna jama (45°44′42.25″N 14°27′51.04″E), which total 8,273 m in length (entrance at 629 m a.s.l.), are developed in Jurassic limestone with lenses of dolomite (Buser et al., 1967). The cave is connected directly to the surface via a natural entrance and also indirectly by a stream that sinks in Bloško polje and flows through the cave, where it influences air temperature and humidity (Gospodarič, 1974; Slabe, 1995; Bosak et al., 2010; Prelovšek, 2012). Krizna jama is an active river cave with notable air-streaming due to a chimney effect. During the winter incoming air at the main entrance lowers the cave temperature, primarily in the lower part of the entrance passage (Slabe, 1989; Prelovšek, 2012). Because of the lower temperature of the cave walls, condensation generally occurs close to the main entrance and is not related to percolation water. Microbial biofilms of different colours, e.g. white, yellow, purple or brown, are commonly observed at locations with traces of sediments and percolation seepages, and they are often covered with water droplets (Fig. 1B, 1D). Yellow biofilm was sampled on 8 April 2014; air temperature at the site was 6.0°C. On the day of sampling, surface air temperatures in the region were: mean air temperature 12.9°C; maximum daily temperature 19.9°C; and minimum 3.5°C. Data were collected at the Postojna Meteorological Station (Slovenian Environment Agency: http://www.meteo.si). Around 5,000 tourists visit the entrance part of the cave each year.

Sveta jama (45°35′23.66″N 13°51′54.14″E), with its entrance at 420 m a.s.l., has 231 m of surveyed cave passages, all formed in Palaeocene/Eocene foraminiferal limestone (Pleničar et al., 1969). This cave has no active streamways to influence the cave climate conditions. Sveta jama is the only cave in Slovenia that serves as a church, and it attracts 2,000 tourists annually. In Sveta jama, microbial biofilms of different colours are scattered throughout the cave; confluent growth (continuous bacterial growth without discrete colonies) is rarely observed. Yellow biofilms are covered with water droplets (Fig. 1C). Subaerial yellow biofilm was sampled on 18 March 2014; cave-air temperature was 9.4°C.

Sampling and cultivation

In all three caves yellow subaerial biofilms were sampled at sites where organic matter enters the underground system, at seeps that indicate good connectivity with the epikarst and in the vicinity of
underground rivers or natural entrances. Using sterile equipment, biofilm was scraped from rocky surfaces, transferred in a cool box to a laboratory, weighed, serially diluted in 0.9% physiological saline and plated on culture media. To mimic the natural environment, with evidently higher organic input compared to other parts of the caves, the selected cultivation media were not primarily supportive for oligotrophic microbes. Seven different media were used to propagate microbial colonies and to estimate the cultivable part of the community: (1) Nutrient agar (NA, Fluka); (2) Malt extract agar (MEA, Fluka); (3) Sediment Agar (SA), which contained 1.0% of old cave alluvial sediment and 1.5% agar; (4) RIDA®COUNT Total Aerobic Count (R-biopharm) for heterotrophic aerobic bacteria; (5) RIDA®COUNT E. coli/Coliform (R-biopharm) for Escherichia coli and coliforms; (6) RIDA®COUNT Salmonella/Enterobacteriaceae (R-biopharm) for enterobacteria and Salmonella; and (7) RIDA®COUNT Yeast&Mold Rapid (R-biopharm) for yeasts and moulds. RIDA®COUNT plates provide a relative good proxy to monitor human impact underground (Mulec et al., 2012a; Mulec et al., 2012b).

Petri plates with NA, MEA, SA and RIDA®COUNT for fungi were incubated aerobically at room temperature (~22°C), and RIDA®COUNT selective media for Escherichia coli /coliforms and enterobacteria/ Salmonella were incubated at 37°C. The inoculated plates were incubated at higher temperatures than those measured in the source caves. A previous study demonstrated that bacteria isolated from caves in Spain grew comparatively well at temperatures ranging from 13 to 45°C; however, the metabolic profile of isolates differed, which indicated an adaptive response to temperature (Laiz et al., 2003). Cultivation lasted up to 96 hours. Visible colonies were quantified in terms of Colony-Forming-Units (CFU) per g. Incubation for 4 days retrieved mostly r-strategists (fast growers) and partly K-strategists (slow growers) as the general conditions to study r- and K-strategists require 3 days to determine r-strategists and an additional 4–7 days for K-strategists at 20°C (Krišůfek et al., 2005).

Characterisation of isolates

195 bacterial isolates retrieved on NA, MEA, SA, RIDA®COUNT Total Aerobic Count and RIDA®COUNT Yeast&Mold Rapid were inoculated on Blood Agar, incubated at room temperature for 24 to 48 hours and subjected to identification with MALDI-TOF using direct smear technique (Bruker Daltonik, Germany). Briefly, a smeared bacterial colony on the MALDI Steel plate was overlain with a photo-absorptive matrix – α-cyano-4-hydroxycynamic acid (CHCA) - and left to dry before analysis with Bruker MALDI Biotyper RTC software version 3.1 (Seng et al., 2009). Quality of identification was assessed according to the manufacturer (Bruker Daltonik, Germany) using the LogScore value. If the obtained LogScore value for a given isolate was below 1.700, the identification was considered unreliable, and if the value was 1.700 or higher the identification was considered reliable.

Spectroscopic analyses

Pigments from the biofilms were extracted using three different solvents, deionized water, 90% acetone and 96% ethanol. The biofilm from Sveta jama was extracted only in deionized water due to the small quantity of sampled material available. The suspension was incubated overnight in the dark (stability of pigment when exposed to light is not yet determined) and occasionally mixed vigorously. After centrifuging at 4,000 RPM for 10 min, spectroscopic analysis was performed using a Lambda 25 UV-Vis Spectrometer (Perkin-Elmer, USA).

Before fluorescence analysis was carried out using a Luminiscence Spectrometer LS 30 (Perkin-Elmer, USA), the supernatant liquid was additionally centrifuged at 14,000 RPM for 10 minutes. The excitation monochromator was set at 405 nm and the fluorescence monochromator was set to record emissions between 435 and 750 nm.

The emission spectra of lamps used to light caves during explorations were measured in the laboratory, using a Jaz spectrometer (Ocean Optics, USA; detector 200–1,000 nm). These light sources included: a wax candle; a carbide lamp; a LED (Light Emitting Diode) lamp composed of 14 individual LEDs and a...
RESULTS AND DISCUSSION

Biofilm and microbial identification

Different concentrations of cultivable microorganisms in terms of CFU/g were retrieved on selected media. The highest number of isolates was retrieved in a sample from Sveta jama. In this sample 6.5-times more colonies were retrieved on SA than on NA. The concentrations of cultivable microbes on SA and NA for the other two caves were similar. In contrast, the Sveta jama sample on RIDA®COUNT plates for total heterotrophic bacteria showed the lowest concentration of cultivable microbes, 17×10³ CFU/g (Table 1). Only a few coliform bacteria expressing β-galactosidase activity were retrieved, and there were no bacteria associated with faecal pollution, i.e., E. coli, enterobacteria. Except in one sample from Križna jama, the RIDA®COUNT Yeast&Mold Rapid plates from the other two caves showed that fungi were present (Table 1). The low concentration of cultivable fungi, which are generally abundant in different cave microhabitats (Mulec et al., 2002), can be attributed to non-optimum selection of media. Yellow subaerial biofilms on solid surfaces represent live microbial biomass that serves as a nutrient source for other cave dwelling organisms. Fauna not only graze on biofilm, but also can help in microbial transmission in other parts of caves.

### Table 1. Estimations of cultivable microorganisms using different cultivation conditions and media.

<table>
<thead>
<tr>
<th>Medium</th>
<th>Cultivation temperature (°C)</th>
<th>Dimnice</th>
<th>Sveta jama</th>
<th>Križna jama</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEA</td>
<td>RT</td>
<td>×10⁴ CFU/g</td>
<td>×10⁴ CFU/g</td>
<td>×10⁴ CFU/g</td>
</tr>
<tr>
<td>NA</td>
<td>RT</td>
<td>0</td>
<td>88</td>
<td>0</td>
</tr>
<tr>
<td>SA</td>
<td>RT</td>
<td>1,230</td>
<td>35,400</td>
<td>809</td>
</tr>
<tr>
<td>RIDA-Tot</td>
<td>37</td>
<td>44</td>
<td>17</td>
<td>399</td>
</tr>
<tr>
<td>RIDA-Col</td>
<td>37</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>RIDA-Ent</td>
<td>37</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>RIDA-Y&amp;M</td>
<td>RT</td>
<td>3</td>
<td>42</td>
<td>0</td>
</tr>
</tbody>
</table>


Altogether 195 bacterial isolates from the three caves were subjected to identification by MALDI-TOF and 149 were identified according to the commercially available mass spectra library at species and genus level. The highest number of bacteria identified at species level was in a sample from Sveta jama (66.0%), followed by Dimnice (43.5%) and Križna jama (19.9%). Different species of *Pseudomonas* prevailed, with the highest MALDI score value at 2.275 for *Pseudomonas jessenii* from Križna jama. The highest diversity at genus level was in a sample from Križna jama (*Bacillus, Paenibacillus, Pseudomonas, Streptomyces* and *Variovorax*), followed by Dimnice (*Bacillus, Flavobacterium, Pseudomonas* and *Streptomyces*) and Sveta jama where only different representatives of *Pseudomonas* were identified (Fig. 2). The cultivable diversity of cave subaerial biofilm from another Slovenian cave (Pajsarjeva jama) revealed that the majority belonged to *Streptomyces* (25%), *Micrococcus* (16%), *Rhodococcus* (10%) and *Pseudomonas* (9%) (Velikonja et al., 2014). Not only *Streptomyces* (e.g. Shirling & Gottlieb, 1966), but also *Micrococcus* (e.g. Brooks et al., 1980), *Rhodococcus* (e.g. Ichiyama et al., 1989) and *Pseudomonas* (e.g. Meyer, 2000) are well known pigment-producing bacterial genera. As in the current study, representatives of *Bacillus* and *Paenibacillus* were also commonly identified in Pajsarjeva jama, as well as *Pseudomonas* and *Streptomyces*. During the Pajsarjeva jama study (Velikonja et al., 2014) microbes were cultivated at 30°C for 5 weeks on nutrient-rich (glycerol-asparagine agar, peptone-yeast extract-brain heart infusion agar, 1,000-fold-diluted tryptic soy agar, starch-casein agar, malt-yeast extract agar, soil extract agar) and oligotrophic media (tap water agar). Results of culture independent studies and comparisons of environmental 16S rRNA on microbial mats from Spain, Slovenia, the Czech Republic, Portugal and Hawaii indicated that actinobacterial *Pseudonocardiae* and Gammaproteobacteria are the common dominant bacterial groups (Porca et al., 2012). Isolated fungi were not subjected to identification by MALDI.

Successful identification of microbes by means of the MALDI-TOF technique depends upon the limited availability of mass spectra in the database. Combination of MALDI-TOF with proper identification of environmental isolates, including cave isolates based on 16S rRNA and ITS sequences, will provide a tool for rapid, simple and cost-effective identification. In addition to species identification, the questions related to pigment characteristics can be studied simultaneously.

Fluorescence of microbial biofilm and spectroscopy of yellow pigment

Synthesis of pigments among bacteria is a common phenomenon; the majority of bacteria identified by MALDI-TOF from yellow mats can produce pigments and contribute to the colouring of caves. For example, *Flavobacterium* can produce the yellow carotenoid pigment, zeaxanthin (Dufosse, 2006). Some *Bacillus* also produce pigments (Tobie, 1945) and *Variovorax* has a xanthomonadin biosynthetic gene cluster (Zhou et al., 2013). The human pathogen *Staphyloccocus aureus* synthesizes tetraperpenoid carotenoid pigments (Marshall & Wilmoth, 1981). Many *Pseudomonas* are known to have versatile metabolism (Rojo, 2010) and to synthesise pigments (Meyer & Abdallah, 1978). *Pseudomonas* produces a yellow-green water soluble fluorescent siderophore pyoverdine, which is responsible for the capturing of iron (Meyer, 2000). Many streptomyces also produce different pigments that, in caves with Palaeolithic rock paintings, contribute notably to the
biodeterioration of rock art (Groth et al., 1999). The small number of streptomycetes revealed in this study can be linked to the selection of non-optimum growth media. At the moment it is not clear whether absorption and emission spectra of the biofilm (Fig. 3A, C, and E) belong to one microbial species or more, or whether they represent a combination of more pigments.

The yellow pigment is partially water soluble. This can be observed in caves when condensed water droplets on intact subaerial biofilms adopt a yellowish hue. Biofilms from all three analysed caves displayed a similar absorption maximum, in the violet part of the light spectrum. The absorption peak from Dimnice was at 407 nm when water was used as solvent, at 410 nm in acetone and at 393 nm in ethanol (Fig. 3A). Pigment from Križna jama showed an absorption peak at 419 nm in acetone, but in water and ethanol the peak was less well expressed than in the sample from Dimnice (Fig. 3C). Pigment from a Sveta jama sample had a maximum absorption in water at 400 nm (Fig. 3E). Pigments extracted in water were further excited by light at 405 nm (violet). The emission spectra were very similar for all samples having two emission peaks. In a Dimnice sample the major peak was at 460 nm (blue) with a minor one at 600 nm (orange) (Fig. 3A). In a sample from Križna jama, the major peak was at 460 nm and the minor peak at 602 nm (Fig. 3C). Similarly, the major peak for a Sveta jama sample was at 460 nm and the minor peak at 603 nm (Fig. 3E). Additional analyses are needed to help unravel the chemical structure of the pigment(s).

**Perception of yellow subaerial biofilm and its potential role**

The human colour perception of cave subaerial biofilms depends both upon the quality and quantity of the light that is used for illumination and on the presence or absence of a water film that acts as a magnifying glass over the microbial mats. Different light sources are used for exploration in caves and mines; in the past carbide lamps and candles were commonly used, but LED lamps have been used more recently. To a degree carbide lamps (Fig. 3B), wax candles (Fig. 3B) and halogen lamps (Fig. 3D) have similar spectra, with a large emission extending from the nominal red edge of the visible spectrum at 700 nm further towards the infrared area that is largely responsible for heat emission. Human colour perception of objects is different in the case of LED lamps. Analysis of emission spectra of the two commonly used cool white LED lamps showed two emission maxima, for the Petzl Duo at 469 and 556 nm, and for the Scurion at 446 and 556 nm (Fig. 3D). Such LEDs emit light close to the absorption maximum of yellow biofilm, which is why such biofilms are more clearly traced in caves when they are illuminated by this type of lamp. Specifically, the relative low quantity of photons in the violet-blue part of the spectrum as against the orange-red part of the spectrum for carbide lamps and candles results in less fluorescence of yellow pigmented biofilms when these two lamps are used for lighting. How humans perceive colours depends also upon light intensity. When scotopic vision is dominant at luminance levels between of $10^{-2}$ and $10^{-6}$ Lux the luminous
efficiency is different to that when photopic vision dominates \((1-10^6 \text{ Lux})\). During periods of scotopic vision the human eye is most sensitive to light around 500 nm, whereas the sensitivity peak shifts to a longer wavelength, around 550 nm during photopic vision (Fig. 3F) (Judd & Wyszecki, 1975; Vos, 1978; Sharpe et al., 2005). Because of this physiological adaptation of human eyes, yellow subaerial biofilms are more vividly observed in comparison with other coloured mats in caves with generally low levels of illumination.

Many authors have studied coloured bacterial mats in lava tubes (Northup et al., 2011; Hathaway et al., 2014) and karst caves (Mulec, 2008; Pašić et al., 2010; Velikonja et al., 2014) but, nevertheless, little is yet known about their nature and role in subsurface ecosystems. In situations outside caves pigments from secondary metabolism can help to protect biofilms against lethal doses of UV irradiation, acting as “sunscreen” compounds (Gao & Garcia-Porca, 2011); this is not the case inside caves. Roles in other ecological interactions should also be considered, e.g. protection against grazers by production of antibiotics, as with *Streptomyces* (Hobbs et al., 1990), or secretion of siderophores. Siderophores are important in virulence (pathogenicity) expression and development of biofilms by different microbes (Wynn-Williams et al., 2002; Saha et al., 2013).

Fluorescence of yellow subaerial biofilm is probably not directly linked solely to the most frequent natural fluorophores, such as aromatic amino acids, flavins, vitamin A, chlorophylls and NADH (Campbell & Dwek, 1984). An absorption peak around 405 nm in the different solvents used indicates stability and potential biotechnological application, for example similar to the Green Fluorescent Protein, GFP. GFP is also very stable with tolerance to fixatives, detergents and chaotropes (Ward, 1998). Further studies are needed, not just to explain the role of pigmented subaerial biofilms in caves, but also to understand their interaction with cave surfaces as important players in changing cave micromorphology, e.g., biochemically induced etching of solid surfaces, and their potential use in biotechnology and medicine. Caves do offer an important biotechnological pool of...
microbes, for example in Carlsbad Cavern, USA, a microbe has been isolated that can degrade hazardous benzothiazole (Barton, 2006).

CONCLUSIONS

Yellow biofilms on surfaces in caves are an important source of live microorganisms. They are well-observed in caves due to the contrast with the surrounding surfaces, and recently more evident due to fluorescence characteristic of the pigment(s) related to the usage of cool white LEDs for illumination. It is not yet clear whether the two emission peaks from yellow biofilms are associated with the same pigment; nor is the role of pigment(s) in underground habitats fully understood. Subaerial biofilms that cover surfaces in caves are probably more widespread than current data suggest, but some of them are difficult to observe when the contrast with the underlying surface is low, for example white or transparent colonies on white rock surfaces. MALDI-TOP showed considerable promise as an identification and research tool for future use in cave microbiology.
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INTRODUCTION

Ice caves are broadly defined as rock-hosted caves that contain year-round ice deposits for two or more years. Ice caves are relatively common and have been found in surprisingly warm and arid climates, including New Mexico, California and southern Idaho (USA). The source of the cave ice can be atmospherically deposited frost, frozen ponded rainwater, snow-melt that subsequently refreezes within the cave, wind-blown snow or combinations of these sources.

Ice caves have been studied for centuries (e.g., Browne, 1865; Balch, 1900). Micrometeorological studies of ice caves are relatively plentiful in the literature and modeling studies often include both theoretical and data-driven approaches (c.f. Ohata et al., 1994; Obleitner & Spötl, 2011; Luetscher et al., 2008). Airflow in caves is an important micrometeorological variable, and airflow may be caused by a variety of factors (Badino, 2010) which are discussed below. Accordingly ice caves have been classified broadly in terms of two ventilation types: static vs. dynamic (c.f. Luetscher & Jeannin, 2004). Static caves function as a cold trap, where seasonal thermal asymmetries drive cold external air into the cave. Dynamic caves are multiple-entrance caves where thermal gradients exist between one or more entrances and the interior cave walls (creating a chimney effect). Dynamic caves usually have entrances at different elevations.

The airflow for static ice caves discussed in the literature is based on a seasonally asymmetric air exchange mechanism, and hence on ice cave geometries idealized as a pit or a subterranean room with no air drainage possibilities. For such a configuration (Fig. 1A), relatively cold air settles by gravity into the cave during the winter months, whereas in the warm summer months the outside ambient air is too warm to sink into the cave. Hence, there is an active circulation between the exterior and the cave during the cold winter but the air circulation usually ceases during the summer.

Dynamic ice caves are defined as caves that have multiple entrances at different heights, which leads to airflow that is governed by temperature gradients within the cave itself as well as between the cave interior and exterior (Fig. 1B). Cave interior wall...
In addition to classifying ice caves according to ventilation characteristics, Luetscher & Jeannin (2004) and other researchers have extended the above classification by considering broad origin types for the ice: endogenous vs. exogenous. Endogenous ice includes congelation ice, and exogenous ice is used to refer to external ice and snow transported into the cave (e.g. wind-blown snow). In this study we will consider primarily congelation ice. None of the above types of ice caves preclude, for a given year, mass loss of at least some of the ice within the cave (i.e. a negative ice mass balance for a given year). Indeed, sublimation and melting are the two mechanisms for loss, and research indicates that there can be pronounced interannual variability of the ice mass balance within ice caves (Ohata et al., 1994; Schöner et al., 2011). At certain times of the year, often in late spring and summer, there can be quantities of water on top of the ice (Balch, 1900; Perşoiu et al., 2011b), which will subsequently refreeze later in the year. The source of a liquid water layer on top of the ice can be percolating water from rain or snowmelt (Perşoiu et al., 2011b; Schöner et al., 2011) or it could be the result of melting of the ice surface within the cave itself (Ohata et al., 1994).

Local air pressure differences between the cave interior and exterior can also cause airflow (Badino, 2010). Such differences can result in a small but noticeable airflow, including associated reverse flows as pressure gradients change; caves where such flow occurs are sometimes referred to as “breathing caves” (Wigley, 1967). Breathing caves can exhibit diurnal or seasonal flow patterns. In addition Perşoiu et al. (2011a) have recently shown that differences in air temperature within a particular ice cave can influence ice mass balance, as well as moisture circulation. Of course, a given cave airflow may be the result of multiple mechanisms acting simultaneously.

The focus of the present study is the Shoshone Ice Cave, which is located in a horizontal lava tube north of Shoshone, ID. The cave was originally a natural ice cave with rock falls on both ends but with one end more completely sealed by a rock fall and massive ice deposits (Harrington, 1934). Shoshone Ice Cave is no longer “natural”, however it was a natural ice cave until ~100 years ago, when the entrance was dynamited to allow easier access (Harrington, 1934). While the cave does vary slightly in both diameter and orientation, the centerline of the cave is estimated to follow an orientation of ~315°. The diameter of the cave is estimated to be ~20 m and the length several hundred meters.

In addition to classifying ice caves according to ventilation characteristics, Luetscher & Jeannin (2004) and other researchers have extended the above classification by considering broad origin types for the ice: endogenous vs. exogenous. Endogenous ice includes congelation ice, and exogenous ice is used to refer to external ice and snow transported into the cave (e.g. wind-blown snow). In this study we will consider primarily congelation ice. None of the above types of ice caves preclude, for a given year, mass loss of at least some of the ice within the cave (i.e. a negative ice mass balance for a given year). Indeed, sublimation and melting are the two mechanisms for loss, and research indicates that there can be pronounced interannual variability of the ice mass balance within ice caves (Ohata et al., 1994; Schöner et al., 2011). At certain times of the year, often in late spring and summer, there can be quantities of water on top of the ice (Balch, 1900; Perşoiu et al., 2011b), which will subsequently refreeze later in the year. The source of a liquid water layer on top of the ice can be percolating water from rain or snowmelt (Perşoiu et al., 2011b; Schöner et al., 2011) or it could be the result of melting of the ice surface within the cave itself (Ohata et al., 1994).

Local air pressure differences between the cave interior and exterior can also cause airflow (Badino, 2010). Such differences can result in a small but noticeable airflow, including associated reverse flows as pressure gradients change; caves where such flow occurs are sometimes referred to as “breathing caves” (Wigley, 1967). Breathing caves can exhibit diurnal or seasonal flow patterns. In addition Perşoiu et al. (2011a) have recently shown that differences in air temperature within a particular ice cave can influence ice mass balance, as well as moisture circulation. Of course, a given cave airflow may be the result of multiple mechanisms acting simultaneously.

The focus of the present study is the Shoshone Ice Cave, which is located in a horizontal lava tube north of Shoshone, ID. The cave was originally a natural ice cave with rock falls on both ends but with one end more completely sealed by a rock fall and massive ice deposits (Harrington, 1934). Shoshone Ice Cave is no longer “natural”, however it was a natural ice cave until ~100 years ago, when the entrance was dynamited to allow easier access (Harrington, 1934). While the cave does vary slightly in both diameter and orientation, the centerline of the cave is estimated to follow an orientation of ~315°. The diameter of the cave is estimated to be ~20 m and the length several hundred meters.

In addition to classifying ice caves according to ventilation characteristics, Luetscher & Jeannin (2004) and other researchers have extended the above classification by considering broad origin types for the ice: endogenous vs. exogenous. Endogenous ice includes congelation ice, and exogenous ice is used to refer to external ice and snow transported into the cave (e.g. wind-blown snow). In this study we will consider primarily congelation ice. None of the above types of ice caves preclude, for a given year, mass loss of at least some of the ice within the cave (i.e. a negative ice mass balance for a given year). Indeed, sublimation and melting are the two mechanisms for loss, and research indicates that there can be pronounced interannual variability of the ice mass balance within ice caves (Ohata et al., 1994; Schöner et al., 2011). At certain times of the year, often in late spring and summer, there can be quantities of water on top of the ice (Balch, 1900; Perşoiu et al., 2011b), which will subsequently refreeze later in the year. The source of a liquid water layer on top of the ice can be percolating water from rain or snowmelt (Perşoiu et al., 2011b; Schöner et al., 2011) or it could be the result of melting of the ice surface within the cave itself (Ohata et al., 1994).

Local air pressure differences between the cave interior and exterior can also cause airflow (Badino, 2010). Such differences can result in a small but noticeable airflow, including associated reverse flows as pressure gradients change; caves where such flow occurs are sometimes referred to as “breathing caves” (Wigley, 1967). Breathing caves can exhibit diurnal or seasonal flow patterns. In addition Perşoiu et al. (2011a) have recently shown that differences in air temperature within a particular ice cave can influence ice mass balance, as well as moisture circulation. Of course, a given cave airflow may be the result of multiple mechanisms acting simultaneously.

The focus of the present study is the Shoshone Ice Cave, which is located in a horizontal lava tube north of Shoshone, ID. The cave was originally a natural ice cave with rock falls on both ends but with one end more completely sealed by a rock fall and massive ice deposits (Harrington, 1934). Shoshone Ice Cave is no longer “natural”, however it was a natural ice cave until ~100 years ago, when the entrance was dynamited to allow easier access (Harrington, 1934). While the cave does vary slightly in both diameter and orientation, the centerline of the cave is estimated to follow an orientation of ~315°. The diameter of the cave is estimated to be ~20 m and the length several hundred meters.

In addition to classifying ice caves according to ventilation characteristics, Luetscher & Jeannin (2004) and other researchers have extended the above classification by considering broad origin types for the ice: endogenous vs. exogenous. Endogenous ice includes congelation ice, and exogenous ice is used to refer to external ice and snow transported into the cave (e.g. wind-blown snow). In this study we will consider primarily congelation ice. None of the above types of ice caves preclude, for a given year, mass loss of at least some of the ice within the cave (i.e. a negative ice mass balance for a given year). Indeed, sublimation and melting are the two mechanisms for loss, and research indicates that there can be pronounced interannual variability of the ice mass balance within ice caves (Ohata et al., 1994; Schöner et al., 2011). At certain times of the year, often in late spring and summer, there can be quantities of water on top of the ice (Balch, 1900; Perşoiu et al., 2011b), which will subsequently refreeze later in the year. The source of a liquid water layer on top of the ice can be percolating water from rain or snowmelt (Perşoiu et al., 2011b; Schöner et al., 2011) or it could be the result of melting of the ice surface within the cave itself (Ohata et al., 1994).

Local air pressure differences between the cave interior and exterior can also cause airflow (Badino, 2010). Such differences can result in a small but noticeable airflow, including associated reverse flows as pressure gradients change; caves where such flow occurs are sometimes referred to as “breathing caves” (Wigley, 1967). Breathing caves can exhibit diurnal or seasonal flow patterns. In addition Perşoiu et al. (2011a) have recently shown that differences in air temperature within a particular ice cave can influence ice mass balance, as well as moisture circulation. Of course, a given cave airflow may be the result of multiple mechanisms acting simultaneously.

The focus of the present study is the Shoshone Ice Cave, which is located in a horizontal lava tube north of Shoshone, ID. The cave was originally a natural ice cave with rock falls on both ends but with one end more completely sealed by a rock fall and massive ice deposits (Harrington, 1934). Shoshone Ice Cave is no longer “natural”, however it was a natural ice cave until ~100 years ago, when the entrance was dynamited to allow easier access (Harrington, 1934). While the cave does vary slightly in both diameter and orientation, the centerline of the cave is estimated to follow an orientation of ~315°. The diameter of the cave is estimated to be ~20 m and the length several hundred meters.
cave is most likely subjected to strong evaporative cooling at the entrance.

As a working hypothesis, then, we suggest an ice cave type where evaporative cooling plays a significant role in the preservation of ice: the flow-through ice cave. An idealization of such a cave would be a lava tube with both ends filled with loose piles of cobbles, such as a rock fall. The pile of moist cobbles presumably cools the air more efficiently (via turbulent mixing within the pile) than simple airflow past a moist wall. Depending on the prevailing wind direction, the orientation of such caves may permit the interior to be well-ventilated, or it might permit ventilation to occur only under specific wind-directions (or other conditions, such as snow/ice accumulating preferentially in one or more cave entrances resulting in seasonal ventilation differences). For the purposes of this study, we will assume that the ends of the lava tube are permeable to both wind and water, and therefore that our idealized flow-through cave has persistent ventilation (always permeable to wind), shown in Fig. 2.

![Diagram](https://via.placeholder.com/150)

**Fig. 2. An alternate cave model configuration: the “flow-through” ice cave. The intact portion of the lava tube is bounded by two collapsed areas of the ceiling. The two chimneys are relatively wide in order for winds to blow into the moist rock fall relatively unimpeded. Diagram not to scale.**

In order to determine which of the above cave types is (are) applicable to Shoshone, we have instrumented the cave interior and exterior in order to understand the temperature and RH regimes more clearly. Qualitatively, if the flow-through cave type is appropriate for Shoshone, then the interior air temperatures should vary on similar timescales as the prevailing exterior temperatures, since exterior cave air (albeit cooled by the moist cave ends) is frequently flushed through the cave. On the other hand, if the static cave configuration is appropriate, we should see significant interior air temperature variation only during the months when airflow is achieved (winter).

**FIELD METHODS**

We have instrumented both the interior and exterior of the Shoshone Ice Cave in order to collect air temperature and relative humidity data. The exterior temperature and relative humidity sensors (Hobo Pro v2 with a standard radiation shield) were placed at approximately 1.5 m height, in an open area approximately 200m ESE of the cave entrance attached to an existing utility pole. The cave interior air temperature and relative humidity sensors (Hobo Pro v2) were placed approximately 2/3 of the distance down the cave centerline, ~3 m from the wall, and ~1 m above the summer ice/water surface (as of late June 2012). We affixed the cave interior sensors below the catwalk because, according to the cave owners, the water level on top of the floor ice can vary throughout the year; the catwalk was deemed less likely to be submerged than an arbitrary datum selected near the existing ice surface level.

We were unable to measure the annual ice mass balance on the cave floor, but it suffices in this study to note that Shoshone Ice Cave does indeed contain year-round ice. Ideally, we would also like to have measurements of cave interior wind speed, but unfortunately the cave interior wind speeds were not able to be measured directly. The interior cave air speed is varied, however, as a parameter in the numerical models (explained later in the modeling section).

**DATA DESCRIPTION AND RESULTS**

The data measured at Shoshone Ice Cave are summarized in Fig. 3. As expected, the exterior cave air temperature and relative humidity (Fig. 3B) follow a slow seasonal variation, beginning with warm dry air in the summer and followed by cold humid air in the winter months. As shown in Table 1, the air temperatures had a mean of -0.7°C, median of 0.0°C, max. of 0.9°C and min. of -7.4°C. The interior air measurements, however, do not follow the exterior data in an obvious way. As can be seen in Fig. 3A, the relative humidity stays mostly constant throughout the year, with the exception of the midwinter months. During the midwinter months, both interior relative humidity and temperature dip noticeably.

The wind data was sourced from a U.S. Forest Service and Bureau of Land Management Remotely Automated Weather Station (RAWS) meteorological station in Rock Lake, ID, which is located ~31.1 km ESE of the Shoshone Ice Cave. The ice cave is located on a topographic rise, at an elevation of ~1411 MASL, whereas Rock Lake, ID is at ~1298 MASL.

**NUMERICAL MODELS**

Ideally, the temperature and relative humidity variations found in the data should be consistent with either static or a flow-through cave types, or perhaps some combination (note that we have eliminated the dynamic cave as a possible type, due to Shoshone Ice Cave having entrances at approximately the same elevation as is typical for a lava tube.) In order to determine the type most applicable to Shoshone Ice Cave, we have constructed two numerical models. We have then applied the two numerical ice cave models to the Shoshone location: a flow–through model (Fig. 2) and a static model (similar to Fig. 1A). The flow-through model is driven by exterior wind, air temperature and relative humidity measurements. The static model is driven by exterior air temperature and relative humidity measurements. Both models have two dependent variables: interior cave air temperature and relative humidity.
that the end material is constantly exposed to external winds, but is also constantly being moistened by groundwater percolating from above (Fig. 2). In our estimation the temperature of the end material is not important because the cooling of the incoming air is dominated by latent heat exchange.

The incoming cave air passes through the permeable material at the end of the cave, and hence is chilled to the wet-bulb temperature of the external air. In this flow-through cave configuration we assume that the cave air does not linger (typical interior air speeds are 1-10 m/s, depending on model configuration), and therefore the interior cave walls and ice plate (on floor) do not heavily influence the cave air temperature and RH.

Our model of the ice in this case is a 1-D heat and mass transfer model of an ice plate, 1 m² in extent, located on the cave floor. The ice plate is always shaded from the sun. Similar to the snowpack model in Williams et al. (2008), the model employs a control-volume approach, where for a given volume we can equate the time rate of change of a conserved quantity (mass and energy) with a surface integral of a flux averaged over a specified time interval. The energy balance is computed at the ice surface as well as within the material column.

Given the usual assumption of homogeneity of the conserved quantity Φ over the designated control volume, we may represent the mass or energy balance within a layer k of thickness ΔZ:

\[
\frac{∂}{∂t} \Phi = -\sum (J^{k-1/2} - J^{k+1/2}) + ΨΔZ \tag{1}
\]

Here Φ has been normalized per unit area, Ψ is a source term for the volume element, and J is a flux density. Equation (1) is for a control volume and the node k corresponds to the center of the k-th volume element (in this study a layer). The k-1/2, k+1/2 indices correspond to the upper and lower faces of the volume element (layer). In the case of our 1-D ice model for the cave floor, the conserved quantity is the ice/water layer energy U normalized per unit area where

\[
U = \rho C_p T \Delta Z
\]

Here the energy U of the layer is then evolved in time by solving:

\[
\frac{∂U}{∂t} = \left[ (k(T) \frac{∂}{∂z} U)_{z=\frac{1}{2}} - (k(T) \frac{∂T}{∂z})_{z=\frac{1}{2}} \right] + \frac{\overline{F_{net}^i - F_{net}^o}}{A_D} \tag{2}
\]

Here the overbar indicates that the fluxes are averaged over an interval at least as long as the designated integration timestep interval, and since in our case U is normalized per unit area, it has units of J/m², giving the left-hand side of Equation (2) units of W/m². The \(\overline{F_{net}}\) term on the right-hand side of Equation (2) is the average energy source/sink rate contributed by the arrival/departure of mass in the layer for the current timestep, and has units of W/m². In this particular model, mass loss or gain only occurs in the topmost layer, whereas lower layers are not permitted to gain
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We first discuss the construction of each model, and later discuss the model output and compare it with the data in order to determine the model fidelity.

**Flow-through model**

The Flow-through cave model (Fig. 2) is essentially a lava tube with moist rock fall blocking both ends, where a chamber with an ice plate is located in between the ends. The cave ceiling is assumed to be at sufficient depth to justify ignoring the heat conduction from the soil surface (cave ceiling depth is greater than the annual thermal skin depth). The rock fall is assumed to be permeable to wind and consistently wet from the incoming flow of ground water. The temperature of the moist permeable rock fall at the incoming end is assumed to be at the wet-bulb temperature of the outside air. Our reasoning is...
or lose mass and hence are uniform in thickness. Fnet is the net energy flux at the control volume boundary due to either latent or sensible heat. Fnet is nonzero only for the surface (topmost) layer of ice.

The topmost ice-layer sensible and latent heat turbulent fluxes are given by the following aerodynamic expressions as used in Paterson (1994):

\[ H = \rho C_p A u (T - T_s) \]  
\[ E = 0.622 L_v A u (e - e_v) \rho_v / P_o \]  

Here \( \rho \) is the atmospheric density, \( P \) is atmospheric pressure and the 0 subscript indicates reference values. \( L_v \) is the latent heat of vaporization (if melting ice) or \( L_s \) for latent heat of sublimation if ice is sublimating, \( e \) and \( e_v \) are the vapor pressure and saturation vapor pressure of water vapor, \( u \) is wind speed (explained below), \( C_p \) is specific heat capacity, \( T \) and \( T_s \) are the temperatures of the atmosphere and surface respectively. \( A \) is the (unitless) heat transfer coefficient over ice, where \( A = 0.002 \) as given in Paterson (1994). When the situation permitted, Equations (4-5) were used to compute condensation. Hence the model included both evaporation/sublimation (mass loss) from the ice surface as well as condensation (mass gain).

The ice plate on the cave floor is unaffected by the sensible heat effects of from the rock walls and ceilings since we assumed they were (with the exception of the ice plate) all the same temperature.

The flow-through ice cave model is driven with hourly temperature and relative humidity data from the external sensors. Hourly averaged variables for ambient air Temperature, Humidity, and wind speed and wind direction were used (hence the mass balance within the cave was computed at every hour throughout the modeled year). Wind direction was used to scale the cave air wind speed by the cosine of the angle between the longitudinal cave axis orientation studied and the wind direction. Using data from a nearby RAWS station, rather than a collocated one, may have consequences with the wind frequency and magnitude. We feel, however, that in general winds may have consequences with the wind frequency and magnitude. Accordingly in this present modeling study we have varied runs with interior airflow speeds ranging from 100% of the exterior wind speeds, down to 1% (explained later). The airflow in the cave interior is assumed to occur at the same time and last for the same duration as the exterior winds.

**Static model**

The Static ice cave model (Fig. 4) is slightly more complex than the flow-through model as outlined above. Equations (1-2) are used for the ice column in the floor and a separate set of Equations (1-2) are computed for the wall material column. The additional complexity is due to the static cave model requiring careful attention to the cave air vapor mass and temperatures responding to the presence of cave walls and the ice/water surface. The flow-through model assumed that, once the incoming air was chilled to the wet-bulb temperature by moving through the wet porous cave ends, the air moving through the cave was not subsequently changed by the water/ice on the floor (since the cave air was only peripherally next to those surfaces). Unlike the flow-through model, however, the static cave model assumes that the cave

\[ \text{Fig. 4. The static ice cave model. Note that this is similar to Fig. 2 but without constant wind, in which case air can simply move into or out of the cave with through the porous end plugs similar to the air movement through the chimney of a static cave as shown in Fig. 1A.} \]
air may be quiescent, and hence in direct contact with the water/ice and wall surfaces for extended time periods. The wall and floor temperature is influenced by the cave air temperature and relative humidity, and the wall and floor temperature in turn influences the air temperature. Again, as with the flow-through case, the cave ceiling is assumed to be at sufficient depth to justify ignoring the heat conduction from the soil surface.

External air temperature and humidity data is read every hour. The cave air temperature and humidity are computed throughout the year over 1-30 minute subintervals (depending on numerical stability requirements for energy and mass conservation within the cave). Every hour, however, the external air temperature is compared with the internal air temperature. If the internal temperature is warmer than the exterior air, the cave air is flushed (removed) and the external air is brought into the cave. The new cave air “slug” is then permitted to equilibrate with the cave walls and floor. The result is that the cave air slug gradually changes temperature and relative humidity, and that in turn it slightly alters the temperature of the cave walls.

Sensible and latent heat is transferred between the floor/walls/cave air depending on temperature and mass gradients. Since the cave air (in the static cave case) is generally quiescent it is necessary to compute free convective fluxes. Following Campbell & Norman (1998), both the sensible and latent heat was computed as a laminar free convective flux. When the surface temperature is warmer than the air temperature, the flux was computed as

\[ H = c_p g_H (T_s - T_a) \]  \hspace{1cm} (5)

where \( c_p \) is the specific heat capacity of air, \( T_s \) and \( T_a \) is the surface and air temperature, respectively. The conductance \( g_H \) was computed as

\[ g_H = 0.05 \left( \frac{T_s - T_a}{d} \right) \left( \frac{\text{mol}}{m^2 \cdot s} \right) \]  \hspace{1cm} (6)

where \( d \) is the characteristic dimension, which in this case is half of the cave radius.

When the surface was colder than the overlying air, the sensible heat was scaled by 0.5 as recommended in Campbell & Norman (1998).

Similarly, the latent heat was computed as

\[ E = g_v (C_{vs} - C_{va}) \]  \hspace{1cm} (7)

where \( C_{vs} \) and \( C_{va} \) are the molar concentrations of water vapor at the ice surface and in the center of the cave air, respectively. Following Campbell & Norman, the mass conductance \( g_v \) was computed by scaling the sensible heat conductance by 1.09.

The flow-through model was run for one calendar year, from 7/1/2012-6/30/2013. The results are shown in Fig. 5. The modeled ice/water mass balance for the given year is shown in Fig. 6. When the interior wind speed is identical to the exterior wind measurements (100% scaling as depicted in Fig. 6), the flow-through model produced a slightly negative mass balance over the course of the year studied. Interior cave wind set at 10% or 1% of the exterior wind yields a positive annual mass balance (10-15%). When the cave airflow within the flow-through model is reduced to 61% of the exterior air speed, a positive annual ice mass balance is achieved. Unfortunately no mass balance observations of the ice on the cave floor are available to compare with. Our observation on June 30, 2012 confirmed that large amounts of ice were present on the cave floor, together with a shallow (1-2 cm) layer of water present on the surface. Whether the cave floor had more ice and water than the previous year is open to conjecture. Nevertheless it is of interest that the flow-through model had ~85% of the ice mass remaining after one year of evolution. The modeled interior cave air temperature and relative humidity were as expected in that the seasonal variation followed that of the exterior air data. The modeled interior air temperature was taken as the wet-bulb temperature of the exterior air data and therefore was several degrees cooler at any given time than the exterior air. Similarly the interior relative humidity (RH) was taken as the RH corresponding to the wet-bulb temperature and hence is somewhat higher than that of exterior air. Otherwise the variations of the interior cave air temperature and RH follow closely the variations of the exterior air.

It is evident, however, that the flow-through cave modeled air temperatures and RH (Fig. 5) do not agree well with the measurements as summarized in Fig. 3A. In fact, they appear to have as little obvious relation as Fig. 3A and 3B have to each other.

The static cave model results are shown in Fig. 6-7. The mass balance is summarized in Fig. 6, where it can be seen that the static cave model (as well as flow-through cave configurations with reduced wind speeds) are adept at preserving ice. The static model produced an excess ice mass of approximately 14% over the course of the year studied. Again, since no observations of the floor ice budget are available it is difficult to determine which model was more accurate in predicting the actual ice mass budget. Both models predict small amounts of ice gain or loss.

Figure 7A shows the results of the model where incoming cave air simply is transported (without modification) into the cave, where it is then permitted to equilibrate RH and temperature depending on the floor ice/water temperature and the temperature and thermal characteristics of the cave walls. As outlined above, the air is flushed out of the cave (and new exterior air settles into the cave) whenever the exterior air is colder than the interior air. As can be seen in Fig. 7A, the cave floor is mostly undisturbed throughout the warm summer months. During late fall and early winter, however, cold exterior air settled into the cave when the cave air was warmer than the exterior air. The imported air was, for a time, somewhat dry (see RH variations). After enough time had elapsed, however, the cave air slug gradually became more humid and the new air slug equilibrates with the rest of the temperatures in the cave.
Note, however, that the modeled interior cave air temperatures are somewhat higher than the measurements shown in Fig. 3A. As shown in Table 1 the mean annual interior air temperature was measured to be -0.7ºC, whereas the modeled mean annual air temperature for the static cave configurations was 2.1ºC (Table 2 row 1). While the RH mean values were similar between data and model (99.7% data vs. 94.4% static model), the range (max-min) and standard deviations were quite different (1.1% vs. 8.0% respectively). A visual comparison of Fig. 3A and 7A readily confirms the fact that the modeled RH exhibits greater extremes than the data.

Next, the current static cave model was modified to include a crucial element of the Flow-through model: the incoming air was chilled to the wet-bulb temperature and the RH was set to the RH corresponding to the wet-bulb temperature. This modification was added in order to simulate the flow of the incoming air through wet rock rubble. The result of this “hybrid” model is shown in Fig. 7B. Chilling the incoming air results in a lower mean and median cave air temperature, as shown in Table 2 (rows 3-4). The mean annual air temperature was reduced by ~3ºC to a value of -1.1ºC, and the min and max daily average temperature was -13.0ºC and 3.6ºC, respectively. Similarly the min of the daily average RH increased to 67.8%, bringing both the temperature and RH closer to that measured (Table 1 rows 1-2).

![Flow-through Cave Model](image1)

**Fig. 5.** Daily averages of the Flow-Through Cave Model results. In this model, the temperature and rel. humidity of the incoming air are taken as the external wet-bulb temperature and the rel. humidity at the external wet-bulb temperature.

**Fig. 6.** Combined ice + water mass inventory for the year modeled. The Flow-through model with unscaled exterior wind had a slight loss of mass (~15%) over the course of a year. The other model configurations had a slight annual gain (10-14%) of mass. In this figure “Chilled” refers to the air entering the cave has been chilled to the wet-bulb temperature of the exterior air. Both the flow-through and static cave models are capable of preserving ice year-round, and hence both models are viable ice cave models.

![Modeled Ice+Water Mass Balance](image2)

**Table 2.** Statistical properties of the model output. The rows are arranged according to the cave model: static refers to the “static cave model”. The term “Static chilled” refers to the augmented static cave model where the incoming air was chilled to the wet-bulb T and RH.

<table>
<thead>
<tr>
<th></th>
<th>mean</th>
<th>median</th>
<th>min</th>
<th>max</th>
<th>Std. dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static T</td>
<td>2.1ºC</td>
<td>1.9ºC</td>
<td>-14.3ºC</td>
<td>9.1ºC</td>
<td>5.5ºC</td>
</tr>
<tr>
<td>Static RH</td>
<td>94.4%</td>
<td>99.6%</td>
<td>61.9%</td>
<td>100.0%</td>
<td>8.0%</td>
</tr>
<tr>
<td>Static chilled T</td>
<td>-1.1</td>
<td>-0.8</td>
<td>-13.0</td>
<td>3.6</td>
<td>3.8</td>
</tr>
<tr>
<td>Static chilled RH</td>
<td>95.2</td>
<td>99.9</td>
<td>67.8</td>
<td>100.0</td>
<td>7.1</td>
</tr>
<tr>
<td>Flow-through T</td>
<td>3.6</td>
<td>4.4</td>
<td>-17.5</td>
<td>15.6</td>
<td>7.4</td>
</tr>
<tr>
<td>Flow-through RH</td>
<td>70.8</td>
<td>72.2</td>
<td>32.1</td>
<td>99.0</td>
<td>16.1</td>
</tr>
</tbody>
</table>

Note, however, that the modeled interior cave air temperatures are somewhat higher than the measurements shown in Fig. 3A. As shown in Table 1 the mean annual interior air temperature was measured to be -0.7ºC, whereas the modeled mean annual air temperature for the static cave configurations was 2.1ºC (Table 2 row 1). While the RH mean values were similar between data and model (99.7% data vs. 94.4% static model), the range (max-min) and standard deviations were quite different (1.1% vs. 8.0% respectively). A visual comparison of Fig. 3A and 7A readily confirms the fact that the modeled RH exhibits greater extremes than the data. Next, the current static cave model was modified to include a crucial element of the Flow-through model: the incoming air was chilled to the wet-bulb temperature and the RH was set to the RH corresponding to the wet-bulb temperature. This modification was added in order to simulate the flow of the incoming air through wet rock rubble. The result of this “hybrid” model is shown in Fig. 7B. Chilling the incoming air results in a lower mean and median cave air temperature, as shown in Table 2 (rows 3-4). The mean annual air temperature was reduced by ~3ºC to a value of -1.1ºC, and the min and max daily average temperature was -13.0ºC and 3.6ºC, respectively. Similarly the min of the daily average RH increased to 67.8%, bringing both the temperature and RH closer to that measured (Table 1 rows 1-2).

**Fig. 7.** Static cave model configurations. In A. the static cave model used ambient incoming external air T and RH. Once in the cave, the air slug was permitted to adjust to the temperature and RH as dictated by wall thermal properties. In B. the model chilled the incoming cave air T and RH to the wet-bulb points (simulating airflow through porous wet rock, with wet cave walls). Daily averages shown.

**Table 2.** Statistical properties of the model output. The rows are arranged according to the cave model: static refers to the “static cave model”. The term “Static chilled” refers to the augmented static cave model where the incoming air was chilled to the wet-bulb T and RH.
DISCUSSION AND CONCLUSION

Our observations and models suggest that latent heat plays a significant role in the preservation of ice within Shoshone Ice Cave. Previous researchers have suggested that evaporative cooling effects may contribute to the formation of ice in caves (e.g., Browne, 1865), but the concept was not elucidated in sufficient detail in their work. Moreover, there is a need to quantify the relative contribution of evaporative cooling in numerical ice cave models.

The reported winds in the cave, as well as the presence of moist walls at the cave entrance, have motivated this study; a static cave should have winds only during certain times of the year. In addition, the presence of wet porous walls should chill the incoming air to the wet-bulb temperature.

Wigley & Brown (1971) examined a related, but not identical phenomenon, to what we describe here. Wigley & Brown (1971) modeled the longitudinal humidity and temperature profiles in caves (not necessarily ice caves). In their work, Wigley & Brown modeled the flow of air through a shaft with moist walls. Heat and moisture were exchanged between the airflow and the wall. Applied to a cave, Wigley & Brown (1971) deduced that the effect of latent heat then could create a cold zone near the cave entrance due to evaporation from the wall in winter and in transition periods when the incoming air was dry, but in summer could create a warming effect as the moist summer air condensed on the cooler cave walls. Condensation resulting from warm air flowing by cooler cave walls have been noted elsewhere (e.g., Tarhule-Lips & Ford, 1998). The cooling effect in the present study is also due to latent heat exchange but the physical setting is quite different from Wigley and Brown (1971). In this study the airflow reaches the wet-bulb temperature because it flows through the small pore spaces of a pile of wet rocks and equilibrium is assumed.

We have compared ice mass balance model predictions as well as cave interior air temperature and RH with observations. Since no ice budget observations were available to compare with the model output we have instead focused on the cave microclimate, in particular air temperature and relative humidity.

While both models predicted different amounts of ice mass gain/loss on the cave floor, we find it unlikely that the flow-through ice cave model applies to the Shoshone Ice Cave. Our findings instead suggest that a hybrid model consisting of a static ice cave model combined with chilling the incoming air to the wet-bulb temperature fits the observations best. There are some noteworthy differences between our hybrid model and the observations. One such difference involves the apparent greater variability in RH as modeled. A possible explanation for the natural cave exhibiting less variability in RH than the model is that the modeled latent heat (and associated mass transfer) Equations (5-7) somehow do not sufficiently account for the fluxes. Equations (5-7) are applicable to situations where laminar flow and free convection are applicable to mass transfer. It is possible that refinements to the model where turbulent mass transfer is taken into account would diminish these apparent differences. Nevertheless, the hybrid model agreement with the observations is sufficiently close to support our thesis that the Shoshone Ice Cave is essentially a static ice cave, but with latent heat playing a more prominent role than usual for static caves. It is perhaps not surprising that observations from the Shoshone Ice Cave are best explained by a combination of flow-through cave and static cave effects – the wind has an important effect in the cave but it is not constant. Future studies could perhaps provide a more nuanced characterization of the airflow properties within lava tube caves in an effort to understand their internal climatic zones.
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INTRODUCTION

The explorations and the scientific investigations of sulfide-rich caves have advanced the knowledge on the development of karst systems. Multi-disciplinary teams have recognized the importance of hydrogen-sulfide on the geochemistry and microbiology of these systems.

Principi (1931) first proposed sulfuric acid-driven speleogenesis and suggested that some caves were created by the interaction of sulfidic waters with limestone. Galdenzi & Maruoka (2003) reported that many limestone caves contain small gypsum deposits formed by evaporation of sulfate-rich water on cave fills or walls. Moreover, they described the morphologic effects of the oxidation of H$_2$S for the Frasassi Cave, where the limestone walls, exposed to the H$_2$S vapors, are highly corroded and partially or completely covered by gypsum crusts. Hose & Pisarowicz (1999) reported Cueva de Villa Luz as a striking example of sulfur-related speleogenesis and a chemoautotrophic ecosystem. In Movile Cave, Romania (Sarbu et al., 1996), performed the first complex study of a sulfidic underground ecosystem based on chemosynthesis, and report sulfuric acid speleogenesis, including sulfur stable isotope data.

Other authors described sulfuric acid speleogenesis and presence of microbial mats also in U.S. caves (Angert et al., 1998; Engel et al., 2001; Engel et al., 2003; Engel et al., 2004). Moreover, Galdenzi et al. (2008) reported an interesting study on the influence of the cave environment and speleogenesis by composition of sulfidic groundwater. By monitoring the chemical parameters of the water, they explained how the seasonal changes in water chemistry interact with the cave speleogenesis. The authors showed that sulfidic groundwater contains both oxidized and reduced sulfur species with significant variation.
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during the year. The drastic increase of the H$_2$S concentration in the spring water was also correlated to the activity of sulfate-reducing bacteria, identified by Macalady et al. (2006). These bacteria live closely associated with sulfide oxidizing bacteria in the microbial films that cover the water surface.

Engel (2000) published a list of known active sulfidic caves, documented sulfur-oxidizing microorganisms, and explored the biodiversity of sulfidic caves and karst ecosystems distributed worldwide and containing sulfidic springs (Engel, 2007). The same author reported that a wide range of microorganisms live in sulfidic waters and a vast majority of them are sulfur-oxidizing bacteria inhabiting the cave spring and the streams, as well as the cave walls. Some of these bacteria are shown to be acidophilic due to the production of sulfuric acid. All sites with microbial evidences and containing sulfidic springs reported in literature are limestone cave systems, whereas very few gypsum caves are known to have microbial evidences. Recently, Cacchio et al. (2012) investigated the involvement of bacteria in the formation of a new type of speleothems from Grave Grubbo Cave (Italy). This is the first report on sulfidic spring water and its environment in a gypsum karst system: Monte Conca Cave (Italy).

The intense explorations of the Monte Conca Cave in the last two decades and the discovery of its sulfidic spring, prompted us to evaluate their chemical-physical parameters in various hydrogeological and climate conditions (wet and dry seasons). The investigation also provided some evidence of the presence of microbial communities associated with the sulfidic conditions. The presence of snottites, typical structures of the sulfidic spring environment, has been investigated and documented for the first time in the Monte Conca Cave. Furthermore, chemical analysis has shown the presence of iron and sulfur deposits that could be involved in microbiological activity, as described in literature (Hose et al., 2000; Dopson & Johnson, 2012).

The preliminary results of the faunistic monitoring have shown the presence of invertebrate species closely correlated with the microbial life of the sulfidic spring. The experimental results documented the presence of more than 50 species belonging to different phyla. Among these, some show typical troglobitic characteristics, while the presence of others depends on the cave water amount.

**SITE DESCRIPTION**

The Monte Conca Cave is the longest and deepest gypsum karst system in Sicily. It is located in Messinian evaporites in central-western Sicily and consist of an active sink cave (Inghiottitoio di Monte Conca), a resurgence (Risorgenza di Monte Conca) and a relict resurgence (Paleorisorgenza di Monte Conca), as described by Madonia and Vattano (2011). The “Inghiottitoio di Monte Conca” is formed by an upper gallery, about 100 m long, developed along the N-S and NW-SE oriented fractures. Following this gallery there is a sequence of four waterfalls: 11, 12, 35, and 26 deep respectively. The lower gallery, about 450 m long, is developed from the base of the last shaft. Additional sub-horizontal galleries, about 1.5 km long, were discovered between 2003 and 2008 (Madonia & Vattano 2011). Figures 1 and 2 show the location of the sulfidic-spring on the plan and the profile views of the cave.
and may flood the sulfidic spring. A little sulfidic stream with an estimated flow rate of about 1 l/sec is generated by the sulfidic spring and it persists during the dry season too. This stream, about 60 meters long, flows into the final sump of the lower gallery. It still maintains the main features of the sulfidic spring, such as filamentous mats, iron deposits, and suspended sulfur folia or gypsum mineralizations. A typical smell of hydrogen sulfide is permanent in the inner part of the lower gallery. Nearby and inside the sulfidic-spring some black and orange mineralization deposits were discovered, and their sampling and subsequent chemical analysis have confirmed the presence of iron as the main element. The genesis of the mineralization deposits is under investigation at present. Peck (1986) described the presence of microbial species in iron and manganese oxides within the caves and proposed the possibility of the chemolithotrophic primary producers in these systems. The presence of microbial species in the Monte Conca Cave was also confirmed by “organic stalactites” commonly known as Snotties, present on the walls and the ceilings, as also described by Galdenzi & Maruoka (2003) in the Frasassi Cave and by Hose and Pisarowich (1999) in the Cueva de Villa Luz. These microbial deposits, can grow and cover the walls with a layer of organic mucous matter, secreting acid drops, rich in $\text{H}_2\text{SO}_4$, with pH values lower than one.

**MATERIALS AND METHODS**

**Chemical-physical measurements**

The measurements were carried out between May 2012 and November 2013, in both dry and wet seasons. Sampling and measurements were skipped during some wet periods due to the high water flow in the cave.

**Air physical parameters**

Cave’s air temperature (T) and relative humidity (RH) measurements were performed using a HOBOware sensor (sensitivity, s, 0.01°C). Table 1 lists average temperature values above the sulfidic spring and along the cave, excluding the entrance gallery that is affected by external temperature. Figure 4 displays an example of sensor measurement performed in July 2012 during the run of cavers.

**Water chemistry and chemical-physical parameters**

Water temperature was monitored by mercury thermometer (s 0.5°C) and the values are reported in Table 1. Similarly to the air monitoring, the water temperature average values were calculated excluding the water temperature values of the entrance gallery, very close to temperature of external water stream, that is channelled in the cave.
The pH measurements in situ were carried out with Carlo Erba pH indicator strips (s = 0.3 unit of pH) and with a Mettler-Toledo FiveEasy™ pHmeter (s = 0.01 unit of pH) in laboratory.

The sulfate concentrations, expressed as barium sulfate (BaSO$_4$), were determined in laboratory by turbidimetry (Molecular Devices SpectraMax® spectrophotometer) using a linear regression method and confirmed by ionic chromatography (Metrohm). For turbidimetric analysis, amounts of barium chloride solution were added in situ to water samples, after acidification at pH < 2 to prevent BaCO$_3$ precipitation, in order to obtain the stable compound barium sulfate.

Table 1 describes the average values of sulfate amounts for the sulfidic-spring and the cave.

The concentrations of sulfide, expressed as hydrogen sulfide (H$_2$S), were measured in the laboratory using the spectrophotometric methylene blue method reviewed by Cline (1969) (LOD = 0.0084 ppm, LOQ = 0.028 ppm) with a Molecular Devices SpectraMax® spectrophotometer. The water samples were collected from June 2012 to November 2013.

Two aliquots were collected for each sampling point. The first aliquot was left as is. Zinc acetate (Sigma) was added to the other one in order to precipitate zinc sulfide (ZnS), a sulfur stable compound that can be easily transported and analysed in the laboratory for quantitative determinations. Furthermore, in order to investigate the sulfide distribution versus the spring water depth, three different sub-aliquots were sampled at three different depths (at the surface, 15 cm, and 30 cm deep). H$_2$S concentration for the stabilized water samples are reported in Table 1. The water samples that were not stabilized showed negligible amount of H$_2$S.

From May to July 2012, the sulfide sampling and measurements were performed in different points of the cave: entrance, small lakes at the base of the four shafts, in the middle of lower gallery and in the sulfidic-spring. As no sulfide was detected for the first four sampling points, for the following months we focused our efforts to sample and measure only in the lake at the base of last shaft, in the middle of lower gallery and in the sulfidic-spring.

In July 2013, water samples were collected throughout the cave and in the sulfidic spring in order to evaluate the water hardness and conductivity as well as the concentrations of the main ions, by ionic chromatography (Table 2). The presence of nitrate and sulfur in microbial mats was also evaluated by mass spectrometry. Quadrupole mass spectrometer (WATERS) equipped with electrospray ionization (ESI) interface were used for data acquisition.

**Microbiological evidences**

As widely described in literature for different caves containing sulfidic-spring the presence of biofilms that hang from the walls and ceilings above spring and the filamentous white mats that float on the sulfidic water surface, are evidence of the presence of bacteria (Hose et al., 2000; Barton & Northup, 2005; Hose & Macalady, 2006; Engel, 2007; Jones et al., 2008; Jones et al., 2011; Dopson & Johnson, 2012). Iron deposits, elemental sulfur suspension or folia, gypsum deposits, peculiar microclimate and chemical parameters were also reported as combination of typical features that indicate microbiological activity. (Hose et al., 2000; Hose & Macalady, 2006; Engel, 2007; Galdenzi et al., 2008; Dopson & Johnson, 2012).

**Iron deposits**

Black deposits and reddish-orange percolates in the sulfidic-spring area have suggested the presence of iron compounds, respectively, as iron (II) sulfide and iron (III) oxides (Fig. 5). Ionic iron identification was carried out by specific thiocyanate spectrophotometric assay.
Sulfur deposits

During the dry seasons, the water surface of the sulfidic spring accommodates a white-yellow deposit identified as elemental sulfur. The sulfur identification was carried out by specific test-tube with characteristic red vapor formation on the tube walls as a consequence of sulfur heating and later, formation of yellow sulfur deposits once the temperature drops. Moreover, in order to evaluate elemental sulfur in microbial mats, mass-spectrometry measurements were carried out. Elemental sulfur extraction from microbial mats was performed using the method reported by Hinch et al. (2007), Preisler et al. (2007), and properly revised. The extracted sulfur was identified as polysulfide intermediates by mass spectrometry as reported by Gun et al. (2004).

Microbial mats

White filamentous mats are floating on the surface of the sulfidic-spring (Fig. 6). These mats are floating on the surface of the sulfidic stream and they also cover the surface sediments. In some parts, of the sulfidic-spring, filamentous mats are present to a water depth of about 10 cm.

Snottites

Many limestone caves containing sulfidic water, show peculiar organic “stalactites” called snottites. They are usually few centimetres long, consisting of viscous microbial biofilms that grow and cover the walls and ceilings, secreting acidic drops, rich
in sulfuric acid (Galdenzi et al., 1999a; Galdenzi et al., 1999b; Hose et al., 2000; Galdenzi & Maruoka, 2003; Hose & Macalady, 2006; Barton & Northup, 2007; Macalady et al., 2007; Jones et al., 2011). In the Monte Conca Cave, snottites were found on the walls and ceiling around the sulfidic-spring area and the measured pH value of their drops ranged from 0.5 to 1.0 (Fig. 7). The presence of sulfuric acid in the distillate was confirmed by its precipitation as barium sulfate and by mass spectrometry measurements as reported by Campana & Risby (1980) for sulfuric acid solutions.

Fig. 7. Snottites on Monte Conca sulfidic spring: left) Snottites hanging from the ceiling; right) Sulfuric acid (pH ~1) dripped from snottites (photo by F. Fiorenza).

Sulfide consumption: kinetic studies
The sulfide consumption in aqueous solutions can occur through two different pathways, abiotic \((\text{H}_2\text{S} + 2\text{O}_2 \rightarrow \text{H}_2\text{SO}_4)\) and biotic (microbially-assisted) with different kinetics. In order to evaluate the biotic or abiotic sulfide consumption, two experiments were carried out. In the experiment, the spring water samples, and for comparison, a standard sulfide solutions were monitored at a different time. Aliquots of 40 ml of standard sodium sulfide and spring water samples (both not stabilized) were stored in falcon tubes for 30 days, nearby the sulfidic spring, at the same temperature and darkness conditions. Additional aliquots of spring water and standard sodium sulfide were stabilized with zincum acetate after the sampling, as reference at time zero. The standard sodium sulfide solution concentration was 18.5 ppm, within the sulfide concentrations range for the sulfidic-spring water.

In the second experiment (September 2013) a detailed kinetic study was performed to evaluate the sulfide consumption at different times. In particular eight spring water aliquotes were sampled and zinc acetate was added, respectively, after 2, 4, 8, 16, 24, 32, and 44 hours.

RESULTS AND DISCUSSION
Monte Conca Cave is the first reported example of karst system developed in gypsum, that contains an active sulfidic spring accompanied by a rich microbiota. The characterization of the sulfidic-spring and its peculiar morphologies, as snottites and sulfur suspensions, indicate the presence of sulfur bacteria, which might represent the food source for a chemo-autotrophically based ecosystem. The fauna monitoring in the cave has shown the presence of more than 50 invertebrate species, belonging to different phyla. The most part of them are trogloxene species, which are present in function of the water flow in the cave. The observations seem to suggest that many trogloxene species are able to survive within the cave and in some cases to reproduce underground, due to the abundance of trophic resources. Some of the observed species show typical troglobile or troglobite characteristics, such as depigmentation and anophthalmia. The greatest abundance of taxa was found in the sulfidic spring area and it suggests a complex food web associated with it. Here, as stygobiont species, particularly abundant are Haplotaxida (Anellida), Hydrobiidae (Gasteropoda) and Proasellus sp. (Isopoda, Asellidae). These species are prey for Nepa cinerea (Hemiptera, Nepidae) and at least three species of Agabus (Coleoptera, Dytiscidae), trogloxene species that are able to survive in the sulfidic water. Among the rotting plant detritus material near the spring, we observed detritivore troglobile or troglobite species, such as Mastigodesmus destefani (Diplopo, Polydeomsida), Haplophthalus danicus (Isopoda, Trichoniscidae) and Folsomia candida (Collembola, Isotomidae). Currently we are working on a new paper focused on the fauna of Monte Conca Cave. Table 3 and Fig. 8 report some examples of the fauna identified in the cave.

Air and water temperature
The air temperature in the sulfidic spring area (zone is displayed by a red dash circle in Figs. 1 and 2) was at least 1°C higher than the average temperature of the cave, up to the highest value of 2.1°C recorded in January 2013 (Table 1). The mean value of air temperature in the cave was 15.6°C, with a seasonal trend in agreement to the outside air temperature measured by SIAS (Servizio Informativo Agrometeorologico Siciliano). The correlation between cave and outside temperature was also described in literature for other caves (Sarbu et al., 2000; Galdenzi et al., 2008). Indeed the mean value of air temperature measured in the sulfide spring zone was 16.9°C, with a minimum of 16.4°C in January 2013 and a maximum of 17.6°C in July 2012.
The sulfidic spring with an air temperature variation of just 0.5°C could be considered as an ecosystem able to counteract the external air temperature variation, more efficiently than the entire cave system which has shown a temperature variation of 1.3°C. The relative humidity was about 90% throughout the cave.

Water temperature measurements showed that the spring water was always warmer than the cave water by about 2°C. It is in agreement with the temperature data reported for the main sulfidic caves, except for the Acquasanta Terme Cave (Jones et al., 2010).

The cave water temperature decreased significantly in January 2013 as consequence of a large volume of cold water (outside air temperature 7.7°C) that entered from the surface stream, while the spring water maintained a higher temperature. In May 2013, probably due to the very large volume of warm water that entered the cave (425 mm of rain at 19°C), the smallest gap between the temperatures of the spring water and the water cave was observed. Cave water temperature increased up to the highest value of 15.3°C while the spring water still maintained its typical temperature of 16°C. Figure 9 describes the temperatures trend for cave and spring water and for outside air temperature as a function of the millimeters of rain during the monitoring period.

Frasassi Cave slightly warmer than the seepage water. These features may be related to the bacterial life cycle. Indeed, according to Lehninger et al. (1993), living organisms can be considered as open thermodynamic systems that preserve their internal order by taking from their surroundings free energy as nutrients or sunlight and returning to the same surroundings an equal amount of energy as heat, compensating the order created within cells ($\Delta S_{\text{system}} < 0$) with the disorder created in their surroundings ($\Delta S_{\text{surroundings}} > 0$).

In this way the total entropy still remain positive: $\Delta S_{\text{total}} = \Delta S_{\text{system}} + \Delta S_{\text{surroundings}} > 0$.

Meantime, many chemical reactions at the basis of biological processes occur with negative enthalpy that means releasing of heat in the surround and, consequentially, surrounding temperature increase. Negative value of enthalpy and positive value of entropy contribute to the decrease of the Gibbs free energy of the system, as described by the Gibbs free energy equation: $\Delta G = \Delta H - T \Delta S < 0$.

**pH measurements**

During the wet season (January-May 2013), the pH values for cave and spring water were quite similar with an average value of about 7.5, probably due to the large volume of stream water that flowed into the cave, diluting the spring water (Table 1).

The pH recorded in the dry season (June-September 2012 and June-September 2013) for the cave water was about 7.5, while for spring water was about 6.8 (Table 1). As well as due to the H$_2$S content, the pH
decrease found for spring water might be related to microbial activity. It is well known that different *Beggiatoa* species are predominantly distributed in the suboxic and oxic zone, in which O$_2$ is used as the electron acceptor for the oxidation of H$_2$S to S$^0$ in a first step and to SO$_4^{2-}$ in a second one (Sayama et al., 2005; Kamp et al., 2006; Preisler et al., 2007). One of the hydrolytic species at the pH value measured is HS$^-$, so the biological aerobic oxidation could be summarized by the following reactions:

$$2\text{HS}^- + \text{O}_2 + 2\text{H}^+ \rightarrow 2\text{S}^0 + 2\text{H}_2\text{O} \quad (1)$$

$$2\text{S}^0 + 3\text{O}_2 + 2\text{H}_2\text{O} \rightarrow 2\text{SO}_4^{2-} + 4\text{H}^+ \quad (2)$$

The second oxidation step is an acidogenic process that produces sulfuric acid, which contributes to the pH decrease and the increase of sulfate amount in spring water, according to our results.

**H$_2$S measurements**

The peculiar feature to demonstrate the sulfidic nature of a spring water is the presence of H$_2$S amount at concentration higher than 1 ppm. The spring water of Monte Conca is well known to the cavers for the bad smell of rotten eggs that suggests the presence of sulfidric acid. Our monitoring, for the first time, highlighted the high sulfide content in the spring water of the lower gallery. The data reported in Table 1 indicates, a negligible H$_2$S amount, ranging from 0.03 ppm to 0.18 ppm in the cave water; while for the spring water a H$_2$S amount one and two order of magnitude higher was found. Although the H$_2$S level in spring water was always higher than cave water, its values were strictly dependent on the seasons. Changes in sulfide concentration, correlated with the relative dilution of groundwater and caused by the amount of seepage water during the wet seasons, was also described by Galdenzi et al. (2008) for Frasassi Cave.

Noteworthy was the gradient of sulfide concentrations monitored in the spring water at three different depth levels, water surface, depths of 15 and 30 cm. The results are shown in Fig. 10. The data indicate a lower sulfide concentration for the first level and similar values for the other two levels, always higher than the first one. This difference is in agreement to the presence of clearly visible microbial mats at the surface and in the shallow water, that consume the sulfide for their metabolism.

Table 1 reports only the mean values of H$_2$S content for the three depth levels. The H$_2$S concentration values were obtained by water samples stabilized with zinc acetate because the same samples unstabilized have shown a negligible H$_2$S amount. All sulfide quantitative measurements were carried out in laboratory, 20 hours after sampling. The evident presence of filamentous microbial mats in sulfide spring water and the fast sulfide consumption suggests that the microbial mats could be composed of sulfur oxidant bacteria, such as *Beggiatoa* and *Acidithiobacillus*.

**H$_2$S consumption rate**

In order to evaluate the biotic H$_2$S consumption in spring water samples a kinetic comparison with a pure abiotic consumption in aqueous sodium sulfide solution was performed. The experimental results for not stabilized aliquots of spring water samples (stored for 30 days) have reported the complete disappearance of sulfide, whereas no significant change occurred for the sodium sulfide samples (Table 4). These experiments were replicated at two different times. Our results are in agreement with the literature data which reports that abiotic oxidation rates are generally very slow (Millero et al., 1987). Recently, Luther et al. (2013) report an abiotic sulfide consumption rate of about 1 µM per day despite a biotic rate of about one thousand time higher was recently reported.

Based on our experimental evidences and literature data we have performed detailed kinetic studies to evaluate the sulfide consumption at different time periods. In particular, in September 2013 have been sampled 8 spring water aliquotes. In the first one
zinc acetate was added immediately, in the seven remains aliquots zincum acetate was added after 2, 4, 8, 16, 24, 32, and 44 hours respectively. The results indicate a drastic decrease of sulfide concentration after just two hours (Fig. 11) according to the high sulfide consumption rate typically for biotic oxidation.

Table 4. Sulfur amount for stabilized and unstabilized samples at different storage times.

<table>
<thead>
<tr>
<th></th>
<th>Spring water</th>
<th>Aqueous sulfide solution (Na₂S)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stabilized sample (with Zn-acetate)</td>
<td>Not stabilized</td>
</tr>
<tr>
<td><strong>July 2012</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time zero *</td>
<td>27.8</td>
<td>0.20</td>
</tr>
<tr>
<td>30 days</td>
<td>27.6</td>
<td>0.16</td>
</tr>
<tr>
<td><strong>July 2013</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time zero *</td>
<td>16.2</td>
<td>0.15</td>
</tr>
<tr>
<td>30 days</td>
<td>16.1</td>
<td>0.14</td>
</tr>
</tbody>
</table>

* samples analyzed in laboratory after 20 hrs

Water chemistry: nitrate measurements by MS

As reported in Table 2 the cave and spring water showed different ion composition and chemical-physical parameters. The data have confirmed the abundance of sulfate in the spring water and the total sulfide consumption (for not stabilized samples). The different nitrate amount between the two waters, respectively 3 and <0.1 µM, might be a further evidence of thiobacterial activity. Low nitrate concentrations were found in sulfidic spring of Acquasanta Terme Cave and in Frasassi Cave, respectively <1 µM and <0.7 µM, suggesting that nitrate is scavenged by anaerobic microorganisms (Macalady et al., 2006; Jones et al., 2010). Indeed, as widely reported in literature, different Beggiatoa species employ nitrate in their metabolism,
especially, in the anoxic water zones (Mußmann et al., 2003; Kamp et al., 2006; Engel, 2007; Hinck et al., 2007; Preisler et al., 2007; Yekta, 2011). These *Beggiatoa* species contain nitrate reductase which enables them to use nitrate as electron acceptor to sulfide oxidation (MacHatton et al., 1996). They are able to internally accumulate nitrate in levels up to some order of magnitude higher than the nitrate concentration of their surrounding water (Kamp et al., 2006) using this intracellular stored nitrate for sulfide oxidation with spatially separated pathways. As proposed by Sayama et al. (2005) the *Beggiatoa* filaments stored nitrate in vacuoles and transport it downwards to anoxic zone, with their gliding mechanism. This stored nitrate is used for anaerobic sulfide oxidation to elemental sulfur, which will be stored in vacuoles for aerobic oxidation to sulfate in oxic zone. In *Beggiatoa* cultures the nitrate amount decrease from the initial amount, with a consequently nitrate enrichment on bacteria vacuoles (Kamp et al., 2006).

\[
\text{(NO}_3^-\text{)}_{\text{dissolved}} \rightarrow \text{(NO}_3^-\text{)}_{\text{intracellular}} \quad (3)
\]

\[
\text{4HS}^- + \text{(NO}_3^-\text{)}_{\text{intracellular}} + 6\text{H}^+ \rightarrow \text{4(S)}_{\text{intracellular}}^- + 
\text{+ NH}_4^+ + 3\text{H}_2\text{O} \quad (4)
\]

\[
\text{2(S)}_{\text{intracellular}}^- + 3\text{O}_2 + 2\text{H}_2\text{O} \rightarrow 2\text{SO}_4^{2-} + 4\text{H}^+ \quad (5)
\]

Considering the different nitrate amounts found into the two water samples (Table 2) and supported by literature data, additional experiments were performed to evaluate the presence of nitrate in filamentous mats of Monte Conca Cave. For this purpose triplicate samples of the microbial mats were analyzed using the method described by Hinck et al. (2007) and Preisler et al. (2007) revised by us. The samples were transferred into 250 μl of deionized water and frozen at -20°C for 2 days, causing cell rupture. After thawing, the samples were centrifuged (5 minutes at 4000 x g) and the supernatants were analyzed in electrospray mass spectrometry (ESI-MS) in negative ion mode to search nitrate. The obtained results (Fig. 12) show the characteristic mass peaks for nitrate (62.01 m/z, base peak) and for nitrite (46.02 m/z). The found nitrate amounts were determined within the mats of the Monte Conca Cave and include the porewater nitrate as well as intracellular nitrate, released from the bacterial filaments (as described for *Beggiatoa*) during freezing and thawing. Therefore, in order to evaluate nitrate presence in spring water using mass spectrometry, an ESI spectrum of spring water sample, after filtering, was recorded at the same instrumental conditions. In this case the most abundant peaks refer to sulfate anion (Campana & Risby, 1980) and nitrate peak is present under 10% of base peak.

**Water chemistry: sulfur measurements by MS**

Elemental sulfur content is closely related to bacterial activity because it is widely described that metabolism of various sulfur bacteria produce elemental sulfur as intermediate of the sulfide oxidation (Hose et al., 2000; Barton & Northup, 2005; Kamp et al., 2006; Engel, 2007; Hinck et al., 2007; Schwedt et al., 2012). In order to evaluate the elemental sulfur in microbial mats (reaction 4), the remaining pellet (after centrifugation) was dried in air and dissolved in 500 μl...
of pure methanol for 3 days, therefore few μl of 0.1M NaOH solution were added up to pH 10. After 4 hours, the sample was centrifuged (5 minutes at 4000 x) and the supernatant was analyzed by ESI-MS in negative ion mode in order to evaluate polysulfide signals. At basic pH, the disproportionation of polysulfide is induced (equation 6), thus analytical species can be analyzed in ESI-MS (Gun et al., 2004).

$$4S^{0} + 6OH^{-} \rightarrow S_{2}O_{3}^{2-} + 2S^{2-} + 3H_{2}O$$ (6)

Figure 13 reports the mass spectra that show the characteristic peaks for thiosulfate and polysulfides chains (inserted spectrum from 160 to 275 m/z). Significant changes in signal enhancement were recorded by varying the cone voltage from 30 to 80 V and the spray voltage from 2.5 to 4.5 kV, so, in order to enhance the linear polysulfide peaks respect to the polysulfide adducts, compromise values of 35 V and 3.5 kV were respectively chosen. Table 5 reports the main assigned peaks.

Table 5. Characteristic mass peaks for sulfidic spring water, snottites, and filamentous microbial mats treated for nitrate or sulfur.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Species (m/z)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cl (34.58)</td>
</tr>
<tr>
<td>Sulfidic spring water</td>
<td></td>
</tr>
<tr>
<td>Microbial mat (Nitrate/Nitrite species)</td>
<td></td>
</tr>
<tr>
<td>NO$_2^-$ (46.02)</td>
<td>NO$_3^-$ (62.01)</td>
</tr>
<tr>
<td>Microbial mat (Sulfur species)</td>
<td>HS$_2$O$_3$ (112.79)</td>
</tr>
<tr>
<td>Snotites</td>
<td>SO$_3^-$ (79.81)</td>
</tr>
</tbody>
</table>

All these data have demonstrated that the microbial mats contain species that are able to perform anaerobic sulfide oxidation (reaction 4). The metabolism of these microbial species could use the sulfide as main electron donor to produce intermediate species of sulfur (Engel, 2007; Hinck et al., 2007; Berg et al., 2013) and, as Engel (2007) describes, the elemental sulfur would be produced intra or extracellular. Therefore, elemental sulfur could be found as solid suspensions giving a milky color to the water surface (Nelson et al., 1986). Mass spectra of solid suspension treated as before described, have confirmed the presence of sulphur species in the microbial mat by polysulfide adducts.

**Iron measurements by UV-Vis**

The presence of iron ions in the sulfidic-spring area might be associated with the microbial activity. Indeed, it is well known that some bacteria species such as *Thiobacillus ferrooxidans* or *Acidimicrobium ferrooxidans*...
(Hose et al., 2000; He et al., 2005; Hose & Macalady, 2006; Baskar et al., 2008; Jones et al., 2011; Dopson & Johnson, 2012), *Beggiaota* (Nelson et al., 1986; Hose & Macalady, 2006; Preisler et al., 2007; Druschel et al, 2008) or other sulfur bacteria, can oxidize hydrogen sulfide to sulfuric acid, using Fe(III) as electron acceptor for the sulfide anaerobic oxidation. Oxidized iron is reduced by HS⁻ as described in reaction 7.

\[
2\text{FeOOH} + \text{HS}^- + 5\text{H}^+ \rightarrow 2\text{Fe}^{2+} + \text{S}^0 + 4\text{H}_2\text{O} \tag{7}
\]

Meantime, the soluble reduced iron reacts with HS⁻ to form insoluble iron sulfide.

\[
\text{Fe}^{2+} + \text{HS}^- \rightarrow \text{FeS}_2 + \text{H}^+ \tag{8}
\]

Black deposits of iron sulfide were largely found in water spring of Monte Conca. The thiocyanate assay, performed on these deposits, has disclosed the presence of iron. A portion of black deposit was dissolved in chloridic acid and oxidized to Fe³⁺ as reported in reactions 9-10. In presence of NaSCN, the Fe³⁺ forms a characteristic bloody red compound of FeSCN²⁻ (reaction 11) with the typical absorbance at 460 nm (Fig. 14). In Fig. 14 for comparison is reported the absorption UV-Vis spectrum of a FeSCN²⁻ reference solution (2 x 10⁻⁵ M). The same thiocianate assay performed into a spring water sample has given a negative result according to the complete disappearance of Fe³⁺ from solution, due to its complete precipitation as FeS.

\[
\text{FeS} + 2\text{HCl} \rightarrow \text{Fe}^{2+} + \text{H}_2\text{S} + 2\text{Cl}^- \tag{9}
\]

\[
4\text{Fe}^{2+} + \text{O}_2 + 4\text{H}^+ \rightarrow 4\text{Fe}^{3+} + 2\text{H}_2\text{O} \tag{10}
\]

\[
\text{Fe}^{3+} + \text{NaSCN} \rightarrow \text{Fe(SCN)}^{2-} + \text{Na}^+ \tag{11}
\]

**Snotties**

The presence of abundant snotties (Fig. 6), described for the first time in a gypsum cave, indicates the existence of a large aerial microbial life related to the sulfide-rich water microbial life (Fig. 7). As described in literature (Hose & Macalady, 2006; Jones et al., 2011; Dopson & Johnson, 2012) snotties have very low biodiversity and are dominated by *Acidithiobacillus thiooxidans*. Actinobacteria related to *Acidimicrobium ferrooxidans* have also been detected in Frasassi snotties. This suggests the importance of the iron ions in the bacterial activity development.

In order to investigate the presence of iron in the snotties of Monte Conca Cave, a sample was analyzed with thiocianate assay, giving a positive result (Fig. 14). Furthermore sulfate and pH measurements on secreting acid drop were performed. The pH measured in situ by pH indicator strips (Fig. 7 right) and in laboratory by pH-meter, has shown a pH value ranging from 0.5 to 1.0 unit. The sulfuric acid dropped by snotties was analysed by mass spectrometry (Fig. 15) and the results reported on Table 5 indicate the presence of pure sulfuric acid.

As noted by Hose et al. (2000), *Acidithiobacillus thiooxidans* in the most abundantly species in snotties. Under low oxygen content is capable of producing a local pH of about 2, whereas in the presence of air, the pH may drop below 1. Therefore, the pH values measured for the snotties sampled in Monte Conca, suggests totally aerobic condition for the sulfide oxidation. In addition, the same authors report a strongly exothermic process for the complete oxidation of hydrogen sulfide to sulfuric acid, mediated by sulphur-oxidizing bacteria. A negative enthalpy means heat release and simultaneous temperature increase of the surroundings. In our case, the strongly exothermic process involved in snotties genesis could contribute to the increase of the air temperature in the spring area. Moreover, the presence of sulfate in snotties was further confirmed by its precipitation as barium sulfate after addition of a barium chloride solution.

**CONCLUSIONS**

The aims of this work have been the monitoring of the main chemical-physical parameters of the Monte Conca Cave and the identification and the characterization of its sulfidic-spring, located in the terminal gallery. The evaluation of the main chemical features that are peculiar of sulfidic-spring cave, indicates a clear evidence of bacterial activity.

The monitoring activity, conducted over 18 months, has shown the difference of chemical-physical parameters between the sulfidic spring and the rest of the cave, highlighting a microenvironment that is less influenced by external conditions.

The main features of a sulfidic spring, widely described in literature, were discovered in Monte Conca Cave. The evaluation of these features and the considering of additional evidences...
such as biotic sulfide consumption, presence of nitrate on filamentous mats, and the different pH values between cave and spring water allowed to characterize, for the first time, a complex sulfidic system in a gypsum karst system.

Thus, Monte Conca Cave represents the only gypsum karst system described so far that includes an active sulfidic spring with an undoubtedly microbial activity. The presence of sulfur bacteria may be the source of an autotrophic system in close correlation with the biological cycle of many species of living organisms. Noteworthy is that in this study no biological measurements were carried out to ascertain the nature of the microbiota clearly present in the sulfidic spring, but only chemical and chemical-physical measurements were carried out. The greater abundance of taxa found close to the sulfidic spring seems to suggest a complex food web associated with it and biological studies are needed for a complete site descriptions. At present, a detailed investigation of the fauna living in sulfidic-spring area is in progress and in addition, future investigation will focus on molecular biological methods to identify the microbial species.
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**INTRODUCTION**

Caves represent very specific worldwide environments (Lamprinou et al., 2012) and many of them are included in the UNESCO World Heritage List (Czerwik-Marcinkowska, 2013). Cave habitats are characterized by almost constant temperature (T) and relative humidity (RH) all year round. A typical cave can be divided into three primary zones: the entrance-, transition-, and a deep cave zone (Tobin et al., 2013). Light intensity is the major factor which determines whether the microbial communities of cave stone substratum will be autotrophic (cyanobacteria and algae) or heterotrophic (bacteria and fungi) (Albertano, 2012). The above mentioned factors (T, RH, LI) determine which microbial communities can grow in a given location, but many other characteristics of caves, such as location, entrance dimensions, morphology, orientation, intrinsic substratum properties, and other microclimate parameters (air circulation, hydrological conditions, etc.) are also important (Martínez & Asencio, 2010; Czerwik-Marcinkowska, 2013). Although caves are considered extreme environments with very low nutrient availability, many groups of organisms grow and proliferate in such conditions (Czerwik-Marcinkowska, 2013).

Cave walls and ceilings can be colonized by a variety of microorganisms organized into sub-aerial biofilms (SABs) (Gorbushina & Broughton, 2009). Cyanobacteria, the first photosynthetic colonizers of many substrates, are usually the dominant phototrophic SAB components in caves (Smith & Olson, 2007). Due to the production of extracellular polymeric substances (EPS), cyanobacteria are considered to be the most important organisms to contribute to the genesis of these complex microbial communities (Cennamo et al., 2012). Fungi in cave habitats are generally nutrient limited, dependent on inputs of organic matter from the outside environments, and usually function as decomposers (Jurado et al., 2010). As well, several fungal species can parasitize troglobiotic invertebrates (Vanderwolf...
et al., 2013). Microbial activity of SAB forming microorganisms can lead to weathering of cave walls and ceilings which can manifest as unusual colorations on speleothems, precipitates, corrosion residues, structural changes, or the presence of visible biofilms (Barton, 2006).

Although Serbia has many caves, no studies of cave microbiota have been conducted. The aim of this study was to investigate the diversity of SAB forming algae, cyanobacteria and fungi in Božana cave in Serbia.

**CAVE DESCRIPTION**

Samples for algological and mycological analyses were collected from Božana Cave near Visočka banja in western Serbia (43°38′12.50″N, 19°55′25.21″E). This cave is not very well known and only the inhabitants of Visočka banja are familiar with its location. This small limestone cave has an opening facing southwest in front of which are a low-growing plants and scattered trees. The entrance is in the form of a triangle, 20 m wide and about 7 m high at the farthest point from the ground. Due to the wide opening, external climatic conditions greatly influence T and RH at the entrance zone. There is no water in the form of a small lake or stream, but it was noticed that water is constantly dripping from the ceiling at few places. Faunistic studies of this cave have not been conducted so far and nothing is known about the possible presence of animals. Due to the intensive growth of variously pigmented biofilms, the left side of the cave was chosen for biofilm sampling.

**MATERIAL AND METHODS**

**Sampling**

Algological and mycological samples were collected on July 25th, 2014 between 1pm and 2pm from cave walls where evidence of biological colonization was present. Chromatic alterations, due to pigment production and biomass accumulation, were clearly visible (Fig. 1). A total of 7 sampling sites were chosen for algological and mycological analyses, and from each sampling site 5 samples were taken. The sampling sites 1 and 2 were located at a distance of 6 m, while the sampling site 3 was 7 m away from the entrance of the cave. The other sampling sites (4, 5, 6, and 7) were located approximately 9 meters from the cave entrance, but their position was unequal due to the small depressions in the rock.

**Measurement of physical parameters**

T (°C), RH (%) and LI (Lux) were measured using the EXTECH Temperature Humidity Meter and Velleman DMV 1300 Luxmeter. These parameters were measured five times at each sampling site on the same day. For each parameter the mean value with standard error was calculated.

**Algological and mycological analyses**

Samples were taken directly from the stone substrata of seven sites (Fig. 1) using nondestructive adhesive tape method (Gaylarde & Gaylarde, 1998; Urzì & de Leo, 2001). Tape strips were gently applied to the stone surfaces, then removed, placed on microscope slides and kept in sterile box for a day until the laboratory observation on light microscope. For more detailed algological analysis, samples were collected by scraping the biofilm with sterilized scalpel, and stored in labeled sterile plastic bags. Tape strips and scraped material were directly observed using the light microscope Axio-ImagerM.1 (Zeiss) with software Axio Vision Release 4.6. The observed algae and cyanobacteria were identified using the following literature: Komárek (2013), Komárek & Anagnostidis (1998) and Starmach (1972).

For mycological analysis, five samples were collected from each sampling site by swabbing the stone surfaces with sterile cotton swabs, after which swabs were put in sterile polyethylene bags until laboratory processing. In the laboratory, swab samples were diluted in 10 ml sterile distilled water and shaken vigorously for 10 minutes. Aliquots of prepared suspension (1 ml) were inoculated on malt extract agar (MEA) with the antibiotic streptomycin added to suppress bacterial growth. Every sample was done in triplicate. The inoculated plates were then incubated in Memmert Incubator UE500 in dark conditions for 7 days at 25°C. Pure cultures of
each isolate were obtained via single spore transfer of primary isolates onto standard mycological media: MEA, potatodextrose agar (PDA), and Czapek Dox agar (CDA). After an incubation period of 7 days, fungi were identified based on colony macromorphology and microscopic features of fungal reproductive structures using a stereomicroscope (Stemi DV4, Zeiss) and a light microscope (Axio-Imager M.1 (Zeiss) with software AxioVision Release 4.6). Fungal isolates were identified using the following dichotomous keys: Ainsworth et al. (1973), Ellis & Ellis (1997), Rapper & Fennel (1965), and Samson et al. (2010).

Biofilm samples were also prepared for SEM observation according to (Hernández-Maríné et al., 2004). The samples were observed using the scanning electron microscope TESCAN Mira3 XMU at Faculty of Technology and Metallurgy, University of Belgrade.

Flat stone surfaces with minor imperfections (lower stone roughness, without cracks and cavities) were chosen for biofilm sampling for chlorophyll extraction. Chosen surfaces of 3.14 cm² on each sampling site were labeled using the round metal matrix, carefully scraped and placed in a sterile polyethylene bags. Upon the arrival in the laboratory, samples were immediately prepared for the chlorophyll extraction. Biofilm samples were weighed in vitro, then boiled in 100% ethanol and vigorously homogenized for pigment extraction. After filtration, the absorbance of the filtrate was measured on the spectrophotometer (Cecil CE 2501) at 665 nm and 750 nm before and after acidification. The chlorophyll a content was determined using the modified standard formula for the chlorophyll extraction (ISO 10260:1992 (E)):

\[ \mu \text{gChl a cm}^{-2} = \frac{(A-A_s)}{K_c \times R/(R-1) \times (10^3 \text{Ve})/(V_{sd})} \]

where \( A_{665} - A_{750} \) refers to the absorbance of extract before acidification; \( A_s = A_{665} - A_{750} \) – absorbance of extract after acidification; \( V_e \) – volume of the extract (ml); \( V_{sd} \) – volume of the filtered sample (L), in our case weight of the sample (kg or g); \( K_c = 82 \text{l/µg cm}^{-1} \) – specific operational spectral absorption coefficient for chlorophyll a; \( R = A/A_a \) – ratio \( A/A_a \) for a solution of pure chlorophyll a which is transferred to phaeophytin by acidification; \( d \) – the path length of the optical cell (cm); 10³ – dimensional factor to fit Ve.

**Statistical analysis**

Cluster analysis was used to estimate similarity/distance of the sampling sites based on the species composition, using software STATISTICA 8.

**RESULTS**

T and RH were consistent across all sampling sites, with average values 20.23 ± 0.10°C and 78.86 ± 1.65%, respectively (Table 1). LI differed from the entrance inwards. The highest LI value was measured at the sampling site 1 (511 Lux), closest to the cave entrance, and the lowest value was at site 7 (123 Lux) (Table 1).

**Table 1. Physical parameters in Božana Cave.**

<table>
<thead>
<tr>
<th>Sampling site</th>
<th>T (°C)</th>
<th>RH (%)</th>
<th>LI (LUX)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20.6 ± 0.05</td>
<td>72 ± 3</td>
<td>511 ± 5</td>
</tr>
<tr>
<td>2</td>
<td>20.6 ± 0.12</td>
<td>73 ± 2</td>
<td>391 ± 6</td>
</tr>
<tr>
<td>3</td>
<td>20.1 ± 0.10</td>
<td>82 ± 1</td>
<td>321 ± 3</td>
</tr>
<tr>
<td>4</td>
<td>20.1 ± 0.08</td>
<td>81 ± 3</td>
<td>320 ± 1</td>
</tr>
<tr>
<td>5</td>
<td>20.1 ± 0.09</td>
<td>81 ± 1</td>
<td>320 ± 1</td>
</tr>
<tr>
<td>6</td>
<td>20.1 ± 0.17</td>
<td>81 ± 2</td>
<td>165 ± 3</td>
</tr>
<tr>
<td>7</td>
<td>20.0 ± 0.11</td>
<td>82 ± 0</td>
<td>123 ± 2</td>
</tr>
</tbody>
</table>

Legend: T-temperature; RH-relative humidity; LI- light intensity

A total number of 29 cyanobacterial taxa, belonging to the orders Chroococcales and Nostocales, and 2 algal taxa (Chlorophyta), belonging to the orders Prasiolales and Trentepohliales, were documented from Božana cave (Table 2). Cyanobacteria were the dominant group of phototrophs colonizing cave walls. Chroococcales was the most common order with 21 species in 8 genera: *Aphanocapsa, Aphanothece, Chondrocystis, Chroococcidiopsis, Chroococcus, Gloeocapsa* (Fig. 2a,b,c,e), *Gloeocapsopsis* and *Gloeothecae* (Fig. 2d). Nostocales were also present, represented by the following genera: *Hassalia, Nostoc* (Fig. 2g) and *Scytoneema* (Fig. 2h). The members of the order Oscillatoriales have not been documented. The most frequently encountered cyanobacteria were members of the genera *Gloeocapsa* (8 species), followed by *Scytoneema* (6), *Aphanocapsa* (3) and

![Fig. 2. Cyanobacteria and algae from Božana Cave walls: a) Gloeocapsa cf. lignicola – violet coloured sheats; b) Gloeocapsa rupicola – red coloured sheats; c) Gloeocapsa biformis – yellow coloration; d) Gloeothecae paleae; e) Gloeocapsa sp.; f) Desmococcus olivaceus; g) Nostoc commune, colony; h) Scytoneema mirabile – false branching and heterocyst; i) Trentepohlia aurea – orange colour caused by accumulation of carotenoid oil globules.](http://example.com/fig2.png)
The presence of algal and cyanobacterial cells was documented using SEM. Sampling sites 1 and 7, where the highest and lowest LI were measured, respectively, had cyanobacteria which were attached to each other and immersed into extracellular polymeric substances. Coccolid forms (Chroococcales) arranged in clusters were the dominant cyanobacterial group at sampling site 7 (Fig. 3a, b), while sampling site 1 was dominated by members of the order Nostocales with random trichome orientation (Fig. 3c, d). It is worth noting that the chroococcalean genera under SEM formed a continuous layer at sampling site 7, which represent members of the genus *Gloeocapsa*, while heterocytous cyanobacteria, abundant in biofilm on site 1, probably belong to the genus *Scytonema*.

Chlorophyll a (Chl a) content varied between different sampling sites. Measured Chl a concentration ranged from 0.38 μg/cm² at site 1 to 0.61 μg/cm² at site 7.

Table 2. The list of the documented algal and cyanobacterial taxa in Božana Cave.

<table>
<thead>
<tr>
<th>Chlorophyta</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desmococcus olivaceus (Pers. ex Ach.) J.R. Laun</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Trentepohlia aurea (Linnaeus) C.F.P. Martius</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyanobacteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chroococcales</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aphanocapsa fusco lutea Hansgirg</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aphanocapsa muscicola (Meneghini) Wille</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aphanocapsa Nägeli sp.</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aphanothece saxicola Nägeli</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aphanothece Nägeli sp.</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Chondrocystis dermochroa (Nág.) Kom. &amp; Anag.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chroococcidiopsis kashayi Friedmann</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chroococcus eregovicii Kom. &amp; Anag.</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chroococcus pallidus Nägeli</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chroococcus Nägeli sp.</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gloeocapsa atrata Kützing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gloeocapsa biformis Ercegovic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gloeocapsa cf. lignicola Rabenhorst</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gloeocapsa compacta Kützing</td>
<td></td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gloeocapsa punctata Nägeli</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Gloeocapsa rupicola Kützing</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gloeocapsa Kützing spp.</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Gloeocapsopsis dvozakii (Nov.) Kom. &amp; An. ex Kom.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Gloeothecae cyanochroa Komárek</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Gloeothecae palea (Kützing) Nägeli</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Nostocales</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hassalia byssoidea Hassal ex Bornet et Flah.</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nostoc commune Vau. ex Bor. &amp; Flah.</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Scyttonema mirabile Bornet</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scyttonema cf. myochrous C. Ag. ex Bo. &amp; Flah.</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scyttonema drilosophon E. &amp; V. Poly.</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scyttonema C.Ag. ex Bor. &amp; Flah. ssp.</td>
<td>4</td>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Occurrence frequency: 1=20%; 2=40%; 3=60%; 4=80%; 5=100%
Biofilm from Božana Cave, Serbia

present at all seven sampling sites. The highest isolation frequency (100%) per sampling site was documented for members of genera *Alternaria*, *Aspergillus*, *Cladosporium*, *Epicoccum* and *Penicillium* (Fig. 5). The majority of fungal isolates were ascomycetes, such as *Alternaria*, *Arthrinium* (Fig. 5a), *Aureobasidium* (Fig. 5b), *Cladosporium* (Fig. 5c) and *Epicoccum*. Zygomyetes were represented with 2 distinct MTUs of *Mucor* spp., while *Pythium oligandrum* was the only oomycete documented, but with high isolation frequency (80%) on sampling site 1. Torulose and branched melanized hyphae (Fig. 5d) of microcolonial fungi (MCF), were frequently encountered at 5 sampling sites. However, these fungi were not identified to species or genus level (Table 3).

Cluster analysis was used to generate distances among the sampling sites. The samples are grouped into clusters according to their proximity using the percentage disagreement and the single linkage method. Similar groups have smaller, while distant groups have higher percent of disagreement. Cluster analysis of the sampling sites, based on the composition of the algal taxa, showed that two major clusters can be observed (Fig. 6a). The first cluster contains only sampling site 7, while the second cluster comprises the remaining six sampling sites. However, the second cluster can also be subdivided into two smaller clusters: one contains sampling site 1, while the second contains sampling sites 2, 3, 4, 5, and 6. Accordingly, the most diverse sampling site, based on the species composition, is sampling site 7, followed by sampling site 1. On the other hand, the most similar are sampling sites 4 and 5. Sampling site 7 was the most unique sampling site. It was characterized by the absence of Chlorophyta and the presence of many cyanobacteria, among which *Gloeocapsopsis dvorakii*, *Gloeothecae cyanochroa*, *Gloeocapsa atrata*, and *Gloeocapsa punctata* were exclusively documented there (Table 2). A large diversity of cyanobacteria and the absence of *Trentepohlia aurea* are characteristic of sampling site 1, while the highest number of Nostocales was recorded at site 6. Sites 4

Fig. 3. SEM micrographs depicting cyanobacteria embedded in extracellular polymeric substance.

Fig. 4. Comparison of the Chl a concentration with light intensity (a) and sample weight (b).

from 0.31 µg Chl a cm⁻² (sites 3 and 5) to 7.07 µg Chl a cm⁻² (site 6). Chl a content was positively correlated with biofilm weight, but was not proportional to light intensity (Lux) (Fig. 4). The biofilm that had the highest weight measured from the surface of 3.14 cm², had the highest concentration of Chl a. At sampling sites 1 and 7, even though the weight of the sample was significant, concentration of Chl a was lower.

A total of 30 distinct fungal taxonomic units (MTU) were isolated, among which 19 were identified to genus or species level (Table 3). *Aspergillus* (5 distinct MTUs), *Penicillium* (5 distinct MTUs), *Cladosporium* (4 distinct MTUs), *Alternaria* (3 distinct MTUs) and *Mucor* (2 distinct MTUs) were most frequently isolated and
and 5 were the most similar, because they both had two Chlorophyta documented and a low number of cyanobacterial taxa.

Two main clusters can be observed if we compare composition of the identified fungal taxa (Fig. 6b). The first cluster includes sampling sites 5 and 7, and the second major cluster is subdivided into clusters containing site 1, and the cluster containing sites 2, 3, 4, and 6. Apparently, sampling sites 2 and 3 are the most similar. Sites 5 and 7 are characterized by the presence of many ascomycetes and zygomycetes that were not documented at other sampling sites. The second cluster has sampling sites with lower numbers of ascomycetes recorded. Also, site 1 generally differs from the rest of the sites due to presence of *Pythium oligandrum*.

**DISCUSSION**

Temperature and relative humidity were almost constant at all sampling sites, presumably due to their proximity. While the average humidity of the majority of caves in Central Europe is about 85% - 95% and the average temperature is in the range of 5-8°C (Czerwik-Marcinkowska & Mrozińska, 2011), in Božana Cave, the temperature at all sampling sites was higher, while the humidity was lower. This was due to the fact that all sampling sites were relatively close to the entrance where T and RH are influenced by the outside climatic conditions. Similar results were recorded by Cennamo et al. (2012). Light intensity gradually decreased from sampling sites 1 to 7, but algal and cyanobacterial distribution and diversity do not show general patterns in relation to this parameter (see also Lamprinou et al., 2012). As mentioned, the diversity of algae and cyanobacteria is positively correlated to the biofilm weight or biomass.

At the cellular level, Chl a content increases when light is a limiting factor and decreases when light is not the limiting factor (Mulec et al., 2008). It is expected that phototrophic biofilms which have more weight will have higher biomass and Chl a concentration as well. Despite the significant weight of biofilms at sampling sites 1 and 7, the concentration of Chl a was lower due to fact that many taxa documented at these sites produce mucilaginous envelopes that retain water, which greatly contributes to the weight of the biofilm.

Species belonging to the order Chroococcales were the most abundant cyanobacteria documented at all sampling sites. Coccolid forms are generally better adapted to lower light conditions than other forms of cyanobacteria, because they tolerate low irradiance more easily and as such represent a major part of the biofilm communities (Mulec et al., 2008). Lamprinou et al. (2012) also reported the dominance of order Chroococcales in the cave entrance zone. Oscillatoriales are usually very abundant in cave zones with lower light intensity (Roldán & Hernández-Mariné 2009, Lamprinou et al., 2012). However, members of this order were not documented in Božana Cave even at the sampling sites with the lowest light intensities. We believe that some other environmental factors (air circulation, microhydrological conditions, etc.) suppressed this group of cyanobacteria. *Gloeocapsa* spp., the most frequently encountered cyanobacteria in Božana Cave, have also been recorded in many other caves in Europe. A high diversity of species in this genus was also recorded from Poland (Czerwik-Marcinkowska & Mrozińska, 2011), Spain (Martínez & Asencio, 2010), Slovenia (Mulec et al., 2008) and Russia (Mazina & Maximov, 2011), while in Greece (Lamprinou et al., 2009) Spain (Urzi et al., 2010) and Italy (Cennamo et al., 2012) the diversity of *Gloeocapsa* spp. was relatively lower. *Chroococcus* spp. are also common in caves (e.g. Mulec et al., 2008; Lamprinou et al., 2009, 2012; Martínez & Asencio, 2010; Czerwik-Marcinkowska & Mrozińska, 2011; Cennamo et al., 2012; Czerwik-Marcinkowska, 2013).

*Nostoc* spp. and *Scytonema* spp. are considered to be one of the most dominant aeroterrestrial cyanobacteria (Pattanaik et al., 2007). *Scytonema*
spp. were also documented in caves by many researchers (e.g. Pouličková & Hašler, 2007; Selvi & Altuner, 2007; Mulec et al., 2008; Lamprinou et al., 2009, 2012; Martinez & Asencio, 2010; Urzi et al., 2010; Mazina & Maximov, 2011), while Nostoc was recorded by Czerwik-Marcinkowska (2013), Czerwik-Marcinkowska & Mrozińska (2011), Lamprinou et al. (2012), Pouličková & Hašler (2007) and Selvi & Altuner (2007). The presence of heterocytous cyanobacterial species that fix atmospheric N can be important in nutrient poor environments (Lamprinou et al., 2012), while the zygomycetes (e.g., Alternaria, Aspergillus, Cladosporium, Epicoccum, Penicillium, and Trichoderma), while the zygomycetes and oomycetes were less frequent. Fungi in caves was reviewed by Vanderwolf et al. (2013), which found that the most abundant fungi in cave habitats are Aspergillus, Penicillium, Mucor, Fusarium, Trichoderma, and Cladosporium. Also, Min (1988) found organic debris in caves are often rapidly covered with conidia of Aspergillus spp., Penicillium spp., and Mucor spp. Most of these fungal species are widespread and cosmopolitan saprotrophs associated with soil, plant material, or invertebrates and are from caves in Poland (Czerwik-Marcinkowska & Mrozińska, 2011; Czerwik-Marcinkowska 2013) and Czech Republic (Pouličková & Hašler, 2007). Trentepohlia aurea is considered to be a very common taxa in cave habitats (Mulec, 2008).

Almost all identified cyanobacterial species have gelatinous extracellular layer sheath layers of various thickness composed of polysaccharides (Keshari & Adhikary, 2013). The extracellular sheath of cyanobacteria plays a crucial role in adhesion to the substratum and also act as a water reservoir, thus enabling the cyanobacteria to survive drought periods (Macedo et al., 2009; Keshari & Adhikary, 2013). Water-stress proteins, glycans and UVA/B-absorbing pigments are the main components of the EPS of cyanobacteria (Pattanaik et al., 2007). Due to the presence of various pigments which represent adaptations to temperature, nutrient availability, and light intensity and quality, sheaths often have different colours (Macedo et al., 2009; Martinez & Asencio, 2010). The genus Gloeocapsa has the most various colorations due to the presence of a pigment called gloeocapsin. Another well studied pigment, scytonemin, causes the dark coloration of cyanobacterial crusts (Pattanaik et al., 2007). This yellow brown pigment is one of the UV absorbing components that accumulate in the extracellular sheaths of cyanobacteria upon exposure to solar radiation (Balskus & Walsh, 2008). Genera that usually dominate dark coloured crusts are Scytonema, Nostoc and Tolypothrix (Pattanaik et al., 2007). It was shown on SEM micrographs (Fig. 3) that Nostocalean cyanobacteria belonging to the genus Scytonema and species from the genus Gloeocapsa are very abundant in biofilms at sites 1 and 7. The UV absorbing components mentioned above and EPS allow these taxa to protect themselves from UV radiation and desiccation, but also can protect other taxa in biofilm that may not exhibit those features (Pattanaik et al., 2007). Some cyanobacteria from genus Scytonema have calcified trichomes (Whitton, 2012). In general, some algae that inhabit calcareous rock have the ability to deposit crystals of calcium carbonate (CaCO₃) in their sheaths (Pouličková & Hašler, 2007). Those species have been previously documented in cave zones with lower light intensity. In such conditions, biofilms become thinner and less mucilaginous, and taxa with calcified filaments survivor better than those who do not deposit CaCO₃ (Lamprinou et al., 2012).

The cave mycobiota was dominated by ascomycetes (e.g., Alternaria, Aspergillus, Cladosporium, Epicoccum, Penicillium, and Trichoderma), while the zygomycetes and oomycetes were less frequent. Fungi in caves was reviewed by Vanderwolf et al. (2013), which found that the most abundant fungi in cave habitats are Aspergillus, Penicillium, Mucor, Fusarium, Trichoderma, and Cladosporium. Also, Min (1988) found organic debris in caves are often rapidly covered with conidia of Aspergillus spp., Penicillium spp., and Mucor spp. Most of these fungal species are widespread and cosmopolitan saprotrophs associated with soil, plant material, or invertebrates and are
commonly reported as cave inhabitants (Vanderwolf et al., 2013). *Arthrinium phaeospermum*, *Aspergillus niger*, *Cladosporium sphaerospermum* were reported by Novákova (2009) as colonizers of the Domaća Cave system (Poland). *A. niger* was also documented by Ogórek et al. (2013) as a colonizer of stone substrata in Niedźwiedzia Cave in Poland. However, MCF, which are regarded as the most stress-tolerant eukaryotes (Nai et al., 2013), were commonly documented. These fungi have the ability to survive on nutrient-poor substrata. MCF play a role in the biological weathering of mineral substrates through physical separation of particles and the activity of excreted secondary metabolites and organic acids (Sterflinger et al., 2012).

Sampling site 7 stands out, compared to other investigated sites, probably due to most environmental factors differing there distinctly, in comparison to other sites. In addition, at that site, our research documented minimum light intensity, which may be responsible for the absence of Chlorophylla. Cluster disparities, obtained for cyanobacteria, algae and fungi, indicate that distribution of these microorganisms in analyzed samples was caused not only by environmental, but also by biotic factors as well.

This data represents the first record on the biodiversity of cyanobacteria, algae, and fungi from cave environments in Serbia.

**CONCLUSION**

An investigation of the diversity of cyanobacteria, algae, and fungi in caves has been conducted for the first time in Serbia. Cyanobacteria were the dominant group of phototrophs colonizing cave walls of Božana Cave. Chroococcales was the most common cyanobacterial order (with *Gloeocapsa* as the most frequently encountered cyanobacterial genus), followed by Nostocales. Oscillatoriales have not been documented at all. *Desmococcus olivaceus* and *Trentepohlia aurea* were the only documented green algae. The most frequently encountered fungi were ascomycetes (*e.g.* *Alternaria*, *Arthrinium*, *Aureobasidium*, *Cladosporium*, and *Epiconium*). Two distinct MTUs of *Mucor* spp. represented zygomycetes, while *Pythium oligandrum* was the only oomycete recorded.

T and RH were consistent across all sampling sites, but LI varied relative to the distance from the entrance. Chl a content was positively correlated with biofilm weight. SEM observation of the sampling sites with the lowest and highest light intensity measured, showed that the Chroococcales and Nostocales are very abundant in biofilm. Different species of cyanobacteria and algae influence the color of different biofilm samples, for example, the dark coloration of some sampling sites was connected with the pigment production of *Nostoc* and *Scytonema* species.

According to the cluster analysis, based on the cyanobacterial and algal taxa, the sampling site 7 was the most unique sampling site, while sites 4 and 5 were the most similar. Sites 5 and 7, that cluster based on the fungal composition, are characterized by the presence of many ascomycetes and two zygomycetes.
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INTRODUCTION

Traditionally, the primary purpose of cave maps (surveys) was to characterize and compare caves in terms of their dimensions, shapes and patterns. From cave survey data, maps are compiled to assist the orienteering in the passages; however many authors also have tackled the determination of cave volumes (Jakucs, 1948; Horváth, 1965; Curl, 1986; Palmer, 1995; Klimchouk, 2004; Finnesand & Curl, 2009). The dataset of a survey consists of the coordinates of series of points (survey stations) measured from the cave entrance, and some additional data regarding the dimensions of the cave passage at the measured points (Jeannin et al., 2007). Usually the data of archive surveys is not suitable for modeling the true geometry of the passages. The construction of a realistic 3D cave model requires an accurate surveying method and a dense point network (e.g., Jakopin, 1981; Kincaid, 2000; Fish, 2001; Jeannin et al., 2007; Pachos, 2008). While the recent survey methods use laser measurement tools which can produce dense data with proper precision (e.g., Heeb, 2008; Pachos, 2008; Gede et al., 2013), the traditional methods measure (or sometimes estimate) only the length, width and height of a passage at each station (e.g., Jeannin et al., 2007). Volumetric 3D models (sketchy approaches of the true geometry aimed to estimate the volume of the surveyed part of the cave) however can be created using these data.

Before the digital era, survey data were used to create scaled plaster mockups of caves (Jakucs, 1948; Horváth, 1965) and stereological methods were also used to approximate the volumes of caves from 2D passage profiles (i.e., Jakopin, 1981). There is also a variety of methods of volumetric modeling using computers. For a long time, computerized cave surveying applications were used to create only line plots of the caves. A line plot shows only the line network of a survey’s station-target pairs (surveying...
In this study two methods were used to estimate the porosity of the surrounding karst. These methods are described as *volumetric* and *porosity modeling*. The volumetric model was created from the archive surveys of the studied caves, while the porosity model was based on the measurements and photo documentation of the karst phenomena on the walls of an abandoned limestone quarry. Both of the modeling methods aim for the quantitative estimation of the conduit porosity, but on different scale. The volumetric model represents the macro-scale (>0.5 m) conduit porosity, while the porosity model represents all the discontinuities (caverns, fractures, fissures, solution marks, etc.) of the rock volume on the scale of the naked eye (approximately >2 cm which was practically the resolution of the photos). The matrix- and the fracture porosity is not included in this model. The porosity model thus represents the meso-, and macro-scale conduit porosity together, but the two categories are distinguishable in the model. There is also qualitative difference between the two methods. The volumetric models were based on mainly second-hand data collected from archive maps, while the porosity model was based directly on the quantitative data of field observations. The results of the two methods can be compared, and the comparison of the two models played a major role in the validation process.

Manda and Gross (2008) used 2D images to calculate the total porosity in a way similar to the image analysis of the quarry walls. In their case, the image was an optical borehole televiwer picture of a small test area (from a 25 m deep drill-hole). Their results were between 10–48% for the total porosity (matrix-, fracture- and cave porosity together) with a large variance. Heward et al. (2000) analyzed the borehole core-samples with computer tomography (CT) and calculated the porosity from the analysis of the tomographic images. They studied a deep karst area which had very similar complex genesis as the caves of the Buda Thermal Karst System (BTKS). They measured 0–16.8% total porosity from several boreholes. Chen et al. (2008) modeled the fracture porosity of a karst reservoir based on the borehole and seismic data, and reported 0–15%.

Other studies in cave (and porosity) modeling step out from the bounds of the known size of a single cave using fractal dimensions and geometries (e.g., Curl, 1986; Laverty, 1987; Verbovšek, 2007). These studies are aimed to estimate porosity volumes not only in the vicinity of a cave, but over the entire karst region. To achieve such aims the summed length of all known caves of the studied karst region must be known. However, the inhomogenous geological settings (e.g., faulted rocks and multi various carbonates) and complex hydrological evolution of certain regions may invalidate these models.

Determination of the volume of cave passages is important not only for cavers, but also for geologists, biologists or health care professionals, because subsurface voids are potentially suitable for containing water, hydrocarbons, or breathable air. The models of this study were created for geological purposes aiming
directly to make estimations of conduit porosity. According to the studies of exploration wells (VH-1, L-VII) near the study area (Fig. 1), the average matrix porosity of the limestone and calcarenite is 5–10%, max. 25% (Klek et al., 1993; Juhász et al., 2007). The aim of this study was to complete these results with estimated conduit porosity percentages for the study area.

In hydrogeological studies, the conduit porosity is considered as an important influencing factor of permeability (Worthington, 1999); however, the scale effect (Király, 1975) has to be taken into account as well. Since our models aim to estimate conduit porosity, the results may be used for permeability modeling.

**STUDIED CAVES**

The studied caves are located in the underground of Budapest (Fig. 1) and are included in the Buda Thermal Karst System (BTKS), which is part of the UNESCO World Heritage since 1993 (UNESCO, 1993). The system originally consisted of six large caves (longer than 1 km, with vertical extent between 50 and 130 m), but a natural connection between two of them (Pál-völgy and Mátyás-hegy caves) was explored recently. These two caves, together with other newly-discovered (Harczaszájú- and Hideglyuk caves) and recently connected caves are now called the Pál-völgy Cave System. According to the National Cave Register (Ministry of Rural Development, 2013), the number of known caves within the BTKS in the close vicinity of the study area is 98, and the total length of the five larger caves is now more than 50 km. All are considered typical hypogenic caves based either on morphological observations (e.g., Dublyansky, 2000; Ford & Williams, 2007; Klimchouk, 2007; Palmer, 2007), or on recent hydrogeological studies (Erőss et al., 2012).

The three longest caves of the BTKS were subject of volumetric studies:

1) The Molnár János Cave (MJC) is one of the largest known active phreatic hydrothermal caves of the world. The underwater cave, which is connected with the thermal spring of a nearby spa, was explored in 1972. The first map was drawn in 1984 by Kalinovits. In 2002, new submerged passages were discovered, and now the total length is more than 6 km (Kalinovits, 2006). The volume estimation model presented here is limited to the few hundred meters of a high resolution map from 1984. The MJC is a good example of modern phreatic hypogenic caves, since it has been formed by mixing corrosion below the water table (Erőss et al., 2012). Mixing corrosion occurs where flow systems of different orders (with different chemistry and temperature) meet via tectonic lines or through diffusion.

2) The Szemlő-hegy Cave (SHC) is considered one of the most precisely surveyed caves in the BTKS due to its relatively small total length (2.2 km) and its therapeutic utilization. Original explorations already tried to estimate the volume of the cave, directly to make estimations of conduit porosity. According to the studies of exploration wells (VH-1, L-VII) near the study area (Fig. 1), the average matrix porosity of the limestone and calcarenite is 5–10%, max. 25% (Klek et al., 1993; Juhász et al., 2007). The aim of this study was to complete these results with estimated conduit porosity percentages for the study area.

3) The Pál-völgy Cave (PVC) is also a well-known cave. Due to the intensive exploration, new passages are revealed almost every week. Another more extended cave system around the Pál-völgy Cave, known originally as individual caves, was recently connected to it, forming the Pál-völgy Cave System (Zentay, 2005; Takács-Bolner, 2011). The total length is 30.1 km at the moment.

**GEOLOGICAL SETTINGS**

The hills of the BTKS (Buda Hills) are built of Mesozoic and Cenozoic sedimentary rocks. By the Eocene, the Jurassic and Cretaceous formations were eroded, and only the Triassic carbonates remained...
Virtual models were created in the modeling environment (AutoCAD), where the model can be processed using tools such as merging/extracting 3D objects and querying volume data.

**Source and error calculation of survey data**

The studied caves were surveyed and documented by speleologists of the Hungarian Speleological Society (HSS). These documents are usually available only on paper, since the process of the cave exploration goes back far in the past and the progress of digital archiving is slow. Speleological documentation includes maps, cave descriptions and records (paper and digital) of measurements.

During the cave exploration, speleologists used traditional cave mapping instruments such as measuring tape, compass and clinometer. Survey stations were usually set every 5–10 m, but the average density of the stations varies in each part of the cave. In the records the measurements (shots) are stored in pairs. Each pair consists of a station and a target point and makes up a spatial vector. The cave length is the sum of the length, direction and dip data of the survey shots. It is quite similar to Fish’s (2001) geometric approach; however, we used statistical parameters to produce an estimate for the reliability of the model. It was necessary because archive cave maps were processed primarily. The volumetric model determines the macro-scale conduit porosity. Virtual models were created in the modeling environment (AutoCAD), where the model can be processed using tools such as merging/extracting 3D objects and querying volume data.

**VOLUMETRIC CAVE MODELING BASED ON ARCHIVE MAPS**

The volumetric model is based on the segmentation of the cave passages according to the station-target pairs, and aims to produce 3D models for each cave segment using the width (w) and height (h) of them, and the length, direction and dip data of the survey shots. It is quite similar to Fish’s (2001) geometric approach; however, we used statistical parameters to produce an estimate for the reliability of the model. It was necessary because archive cave maps were processed primarily. The volumetric model determines the macro-scale conduit porosity. Virtual models were created in the modeling environment (AutoCAD), where the model can be processed using tools such as merging/extracting 3D objects and querying volume data.
Construction of the cave model

At each station the width \( (w) \) and height \( (h) \) were processed to create a virtual profile of the segment. The vertical position of the stations relative to the passage floors was not mentioned neither in the records, nor on the maps. Without this information the reconstruction of the passage volumes around the 3D vectors is uncertain. From the surveying techniques in the studied caves this position was however estimated and was included in the method. Using a random variable \( (V) \) with a certain (90%) possibility the probable vertical position of the stations was calculated. A random coefficient \( (ξ) \) was also introduced to simulate the measurement errors and the uncertainty of the reconstructed positions of the stations. The resulting profile is an irregular quadrangle, of which absolute height and width is equal to \( h \) and \( w \) \( (w=|x_L|+x_R; h=|y_D|+y_U) \). Within this certain frame, the shape of the quadrangle was random because of the \( ξ \). These quadrangles were extruded along the individual segment and served as a basic component of the model.

The reliability of this method was checked comparing the area of the mapped profiles and the ones generated in the model for the same segments of the caves. To calculate the reliability, 3–5 distinct profile series were generated, and the correlation results with the measured profiles were averaged and

---

**Fig. 3.** a) Frequency and elevation distribution of known cave passages in the Rózsadomb area; b) Vertical extent of the large caves and the Pál-völgy Quarry (from/to a.s.l.); c) Schematic lithological column of Rózsadomb (positions of the caves are indicated by circles). PVC = Pál-völgy Quarry; SHC = Szemlő-hegy Cave; FHC = Ferenc-hegy Cave; MJC = Molnár János Cave; PVCS = Pál-völgy Cave System; JHC = József-hegy Cave (a, b: modified after Virág et al., 2013).

---

**Fig. 4.** Part of the published map of the Pál-völgy Cave (modified after Kárpat, 1983), showing four transversal profiles.
considered as the error of the method. The average error was calculated separately for each cave. The smallest average error occurred in the SHC (8.4%), while in the PVC it was 13% and 13.7% in the MJC (Table 1).

Table 1. The results of the comparison between the modeled and the measured passage profiles in the caves of the BTKS.

<table>
<thead>
<tr>
<th></th>
<th>PVC</th>
<th>SHC</th>
<th>MJC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error [%]</td>
<td>13</td>
<td>8.4</td>
<td>13.7</td>
</tr>
<tr>
<td>Distribution [%]</td>
<td>35.4</td>
<td>22.8</td>
<td>24.8</td>
</tr>
<tr>
<td>Correl. coeff.</td>
<td>0.84</td>
<td>0.97</td>
<td>0.93</td>
</tr>
<tr>
<td>No. of mapped profiles</td>
<td>56</td>
<td>66</td>
<td>36</td>
</tr>
</tbody>
</table>

The four virtual points (L, R, U, D), which frame the profile, are in a local planar, orthogonal coordinate system (x, y) normal to the direction of the station pairs. The origin (O) of this system is one of the stations, and the extrusion of the virtual profile along the vector originates from here. In those cases where measured profiles were available, the intersecting point of the plane of the measured profile and the vector between the station and target point was projected onto the local coordinate system of the station. Each frame point has an x and a y coordinate in the local coordinate system. Their positions are derived from the width (w) and height (h) data. The four frame points are always at the same position relative to the stations: L is on the left, R is on the right side, U is at the top and D is at the bottom (Fig. 5).

In the following concatenations the calculation method is given for one single virtual profile. The parameters are based on the surveying practice of the PVC, where the stations are usually positioned in the middle of the passages (Fig. 4). The profiles are mostly extended in height relative to the width, and the passages are typically wider at the bottom in respect to the top. Putting these characteristics into the calculations (see equation 2 and 4) we supposed that the relative height (y-value) of the L and R points has a maximum at the half of the total height (h). The parameters were not changed in the modeling of the SHC and the MJC. The ξ random coefficient is uniformly distributed in the [0,1] interval, and it was generated independently in each calculation.

\[
x_R = \frac{w}{2}
\]
\[
y_D = y_D + \frac{\xi}{2} \cdot h
\]
\[
x_L = x_R - w
\]
\[
y_L = y_D + \frac{\xi}{2} \cdot h
\]
\[
x_U = x_R - \xi \cdot w
\]
\[
y_U = y_D + h
\]
\[
x_D = x_R - \xi \cdot w
\]

To calculate the \(y_D\) value, which symbolizes the height of the station relative to the floor, the random variable \(V\) was applied. Due to the Central Limit Theorem, random variables like \(V\) usually have normal distribution (e.g., McPherson, 1990). The expected (mean) value of \(V\) was set to zero (equation 8). This means that the O point in the model should be closer to the floor of the cave (but not directly on it) than to the ceiling. To set the fuzziness of the measurements, it was supposed that \(V\) is smaller than the maximum of the absolute value of \(y_D\) (marked as \(u\)) with 90% probability (equation 10), if the standard deviation (\(D\)) is 20% of the height (h) of the passage (equation 9).

\[
M(V) = 0
\]
\[
D(V) = \sigma = h \cdot 0.2
\]
\[
p(\bar{V} < u) = F(u) = 0.9
\]

\[
F(u) = \frac{1}{\sigma \cdot \sqrt{2\pi}} \cdot \int_{-\infty}^{u} e^{-\frac{t^2}{2 \cdot \sigma^2}} dt
\]
\[
y_D = -u
\]

In equations (10, 11) the \(F(u)\) is the cumulative distribution function and the parameter \(t\) marks the infinitesimally changing discrete value in the \([-\infty, u]\) range.
interval. To solve this equation for $u$, the built-in function of Excel 2003 was used (NORMINV). The negative of the results were used as $y_u$ in the model (12). The point $D$ will be positioned at $y_u = 0.256^*h$ distance from the stations according to the above equations and probability values.

It must be noted that the random parameters ($V$ and $\xi$) in the described construction method for the profiles can be modified if the cave surveying methods or the circumstances are different. It is also possible to use octagonal (like Ballesteros et al., 2011) or elliptic profiles (like Finnesand & Curl, 2009; Pardo-Iguzquiza et al., 2011) instead of quadrangles.

It was also found that the way the width and height data were measured also affects the results. First, the maximum measurable length (in open space) was given as the base of the modeling, and then the maximum geometric extent was also tested. The first method produced a moderate (0.6–0.8) correlation between the mapped and modeled profiles, but the second approach was well acceptable with an excellent 0.83–0.97 correlation value (Table 1). It was found that the estimated size would be smaller if the shape of the profile is simple, and would be bigger (or nearly equal) if the shape is complicated (Fig. 6).

**Spatial analysis of the volumetric models**

With coordinate geometrical functions and Visual Basic scripts, a 3D shape was created in the modeling environment for each cave segment. The volumes of these objects were queried and summed. The overlapping parts were extracted from the total volume. Models of the karst massif, enclosing the cave passage model, were also created in the modeling environment as control volumes for the cave porosity calculations.

The control block enclosing the whole cave model can be defined in three ways (Fig. 7a–c): 1) orthogonal square prisms parallel to the coordinate axes (just like in Worthington’s (1999) method); 2) regular block rotated to the general direction and dip of the cave; 3) rotated irregular prism containing the closest vicinity of the cave. Since the cave models gave estimations for the volume of the known parts of the caves, the resulting porosity proportions can be false, because the data of the model includes only the explored, but not the real extension of the existing cave passage system. Therefore, we considered more appropriate to perform a statistical analysis using small control volumes. These small volumes were regular cubes in the model space with 10–60 m edge-length (Fig. 8), and they cut the cave model at random places covering both the high and low passage-density area. A similar approach is described by Pardo-Iguzquiza et al. (2011) defining the local density of cave passages by overlapping spatial windows. The chance that a significant amount of unknown passages exists within the cubic control volume is much less than in the more extended enclosing rock volumes. A series of cubic control volume was created in the modeling environment (15–30 in every iteration) to measure the proportions of cavity in them. The location of the cubes was restricted to those spatial areas of the model where there was at least one known cave passage, which intersected the cube.

The known thickness of the limestone, which mainly incorporates the BTKS, is approximately 100 m (Császár, 1997). The maximum cube size was chosen accordingly for 60 m as the thickness of the limestone layers in most case would have exceeded the cube’s body diagonal length (103.9 m). The minimum size was 10 m.

For each cave, the average of the measured porosity proportions in the cubic volumes was considered as representative values of a power-curve (Fig. 9). To fit the power-curve to the values, a trust region method was used (e.g., Byrd et al., 1987). The fitted curves are sensitive to the edge-length of the control cubes. The smaller the cube was, the larger the uncertainty of the porosity test became. The maximum curvature points of the fitted porosity curves are in the uncertainty zone (where the variance of the data is large), so these points of the curves were not suitable for the porosity parameters. The bounding curves of the confidence interval around the fitted porosity curves were also calculated. To minimize the uncertainty, the estimation for the porosity-parameter ($a_n$) was selected at the edges of the lower bound curves. At these positions the points are close to the “elbow” of the porosity curve (=maximum curvature), but the variance is small.

**Estimations of unknown passages**

For each cave, it was possible to deduce the volume of the not modeled passages ($V_n$) from three values (see Equation 13): 1) the total volume of the orthogonal prism model of the enclosing rock ($V_t$); 2) the cave porosity in this total volume ($a_t$) and 3) the estimated percentage ($a_n$). Then the length of the unknown passage system ($L_n$) was calculated with Equation (14), where $L_m$ is the length and $V_m$ is the volume of the modeled passages.

\[
V_n = \frac{(a_t - a_n) \cdot V_t}{100} \quad (13)
\]

\[
L_n = L_m \cdot \frac{V_n}{V_m} \quad (14)
\]
In the calculations, the values of the minimum enclosing rock models (see row 3 of Table 2) were used for the $V_n$ and $a_t$.

Formula (13) is usable if the $a_t$ is less than the estimated percentage ($a_{e}$). In the PVC and MJC the percentages of the irregular-shaped incorporating rock was used (Table 2, row 3), so the estimations for the missing/unexplored parts refer to the close vicinity of the known passage system. The total estimated volume was the sum of $V_n$ and $V_m$, and the total estimated length was the sum of $L_n$ and $L_m$ accordingly (Table 3).

In the SHC, the irregular prism-shaped enclosing rock model produced bigger percentage for the cave porosity than the estimated ($a_{e}$) value. Here the proportion of cavity in the orthogonal prism-shaped model (Table 2, row 1) was used to estimate the $V_n$ value. Therefore, the sums of the modeled volumes and lengths in this case refer to a slightly wider area around the modeled cave.

**POROSITY MODELING BASED ON OUTCROP DOCUMENTATION**

The porosity modeling was done to calculate the meso-, and macro-scale conduit porosity. The macroporosity calculated in this way was compared to the estimated macroporosity taken from the volumetric modeling of this study. Knowing the matrix porosity value taken from hydrogeological studies performed in the surroundings of PVC (Kleb et al., 1993; Juhász et al., 2007), the porosity of this karst massif (without the fracture porosity) can also be estimated.

In the abandoned quarry next to the PVC the recognizable markers were documented on the rock face. Since these markers have volume in reality, the rock face – projected on a plane – can be considered as a stereological probe that is passed through the whole rock volume (Russ & DeHoff, 2000). After a quantitative analysis of these markers, we defined a modeling volume over the quarry, and the proportions of volumes of the different types of pores were calculated. The method of the porosity modeling is a kind of stereological approach, as it estimates the macro- and meso-scale conduit porosity from the observed features on 2D surface (the map of the quarry walls).

**Measuring the macro- and meso-scale conduit porosity**

The first step for the investigation of the macro- and meso-scale conduit porosity was taking photos of the relatively uncovered walls of the abandoned limestone quarry at the entrance of the PVC. The photos were taken with a camera placed on tripod, and the overlap of each photo was at least 40%. A 2 m high scale bar was
Table 2. Cavity proportions of the modeled caves as the function of the analyzing method of the volumetric model. PVC = Pál-völgy Cave; SHC = Szemlő-hegy Cave; MJC = Molnár János Cave.

<table>
<thead>
<tr>
<th>Geometric model of the incorporating rock</th>
<th>PVC cavity [%]</th>
<th>SHC cavity [%]</th>
<th>MJC cavity [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total rock volume (rectangular prism)</td>
<td>0.19</td>
<td>0.79</td>
<td>0.45</td>
</tr>
<tr>
<td>Rotated rectangular prism</td>
<td>0.28</td>
<td>1.11</td>
<td>-</td>
</tr>
<tr>
<td>Rotated irregular prism</td>
<td>0.54</td>
<td>2.44</td>
<td>0.63</td>
</tr>
<tr>
<td>Cubic model</td>
<td>1.46</td>
<td>1.66</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 3. Volumetric parameters and the calculated sizes of the modeled caves.

<table>
<thead>
<tr>
<th></th>
<th>PVC</th>
<th>SHC</th>
<th>MJC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total volume of modeled passages (V) [m³]</td>
<td>72,694</td>
<td>13,277</td>
<td>850</td>
</tr>
<tr>
<td>Volume of the modeled incorporating rock (V) [m³]</td>
<td>13,380,981</td>
<td>543,969</td>
<td>134,099</td>
</tr>
<tr>
<td>Estimated total volume (V + V + V) [m³]</td>
<td>195,539</td>
<td>27,710</td>
<td>1,234</td>
</tr>
<tr>
<td>Estimated total length (L + L + L) [m]</td>
<td>33,833</td>
<td>0.19</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Shot in each photo providing the base of rectification. With affine transformations and photo-joining the resulted map was relatively free of distortion (Juhász et al., 2007). On the wall-map, five vertical sections were differentiated (IA, IB, II, IIIA, IIIB) covering three sides (the fourth was open) of the quarry (Fig. 10).

The sections were divided into 24 blocks, each of which was 5–7 m high and 14 m long on average. The vertical extent of the quarry walls exceeded this measured height by 5–15 m. Because of this and the Quaternary clayey slope-debris cover, the mapped rock surfaces were not exposed to the surface degradation effect (e.g., tension release due to denudation). For the same reason, the surface dissolution enlargement was also considered as an insignificant factor on the wall-maps. Based on geological characteristics, the blocks were classified into five categories. The categories differed from each other by the number of fissures, the frequency of dissolution traces on the separation planes and along the cracks, and the occurrence of cavities (Table 4). Most of the observed discontinuities were considered as meso-scale conduit porosity except the caves which occur only in category 5, and are distinguished as macroporosity.

The resolution of the photos was enough to outline the fractures wider than 2 cm, and the solution forms larger than 10 cm. The outlined objects were analyzed with image processing software to determine the proportion of the total covered area. The result was a black-and-white image, which showed only the pixels of the large fractures and cavities (Fig. 11). The wider the fracture or cavity was in the photo, the larger the black area was in the processed image. The number of black pixels with respect to the white ones determined the approximate proportions of the porosity (enlarged fractures, solution cavities, etc.) for each category (Table 4).

The determination of pore volume

In order to calculate the porosity model using the 2D data (photos), we established a regular grid over the area of the Pál-völgy Quarry (Fig. 10). Each cell of the grid represents one type of the determined five categories. The spatial distribution of each type was modeled according to the distributions of block types as observed on the quarry walls. The strike of the grid was calculated from the 2D vectors of the orthogonally projected map of the observed wall sections. The size of the cells in the regular isometric grid was designed to coincide with natural numbers in meters. To calculate the proper edge-length for the cubes (L), each individual block was projected onto one of the axes of the grid. The result was the projected length (L') data of each block. The calculation method was based on a rounded-off value, which came from the division of the projected length (L') by the cell unit size (L0). These values were then subtracted from the original divided values (L'/L0), which resulted a number between 1 and -1. Absolute difference (d) is defined as:

\[
d = \left| \frac{L'}{L_0} - \text{round} \left( \frac{L'}{L_0} \right) \right|\]  (15)

The absolute difference (d) shows the calculated error for a given cell unit size, and the rounded-off values represent the number of cell units, which can be assigned to the actual block.

We calculated the differences for all the 24 blocks for the cell unit range 1–10 m in sequences and estimated the mean (average) value (M) and the distribution (D) of the differences for each of them. The seventh sequence, which had resulted the minimum M (Fig. 12), was selected as the cell unit of the grid model. The 0.173 m as the mean value for d was considered as the error of the process, which is 2.5%.

The length and width of the grid was calculated from the sum of the cell numbers assigned to blocks on the quarry walls. The number of cells assigned to the blocks of the SW wall was 23, which made the longer side of the grid to be 161 m. The number of cells on the NW wall was 13, which made the shorter side of the grid to be 91 m. Since a regular 3D grid was designed, where the cells had a cubic shape, the height of the total grid was also 7 meters. This value corresponds well with the observed height of the individual blocks (5–7 m). The total volume of the 3D grid model was then (161x91x7) 102,557 m³. The proportion of each of the five porosity categories in this volume was calculated from the distributions of these categories on the observed quarry walls (Table 5).

The total distribution estimation for the whole grid model, which consists of 299 cells (23x13), was also calculated (see the last row of Table 5). Using these values, we estimated the numbers of cells represented by each one of the five category types in the 3D grid. First, we calculated the volume of the cells represented by category types 1 to 5, and then multiplied the result by the values determined in the visual porosity analysis (Table 6).

RESULTS OF THE VOLUMETRIC MODELING

In the volumetric modeling, 2,245 cave passages were processed. The statistical analysis has provided an estimated cave volume percentage (a) for each cave.
The Szemlő-hegy Cave (SHC)

The modeling results of the SHC revealed a higher proportion (1.66 ± 0.14%) of macroporosity. This is not surprising knowing that the SHC is a relatively small cave with large caverns and a dense passage system (Leél-Őssy & Surányi, 2003). The total length of the modeled cave passages was 1,091 m in the SHC, which was only half of the known length. The average length of the passage segments (the edges of the 3D network) was 13.5 m. This refers to a relatively rough geometry of the 3D survey network, but in this case the dense profiling improved the results. If more than one profile was assigned to the same passage, the average values of the profiles were used in the correlations. The correlation between the mapped and the modeled profiles was 0.97, which was better than in the PVC. The average error was also less (8.4%). Volumetric estimations in the SHC gave 2.3 km length, which is almost the same as the official data in the archives (Ministry of Rural Development, 2013). For this reason, significant length of unexplored passages is not expected at least within the total enclosing rock.

The Pál-völgy Cave (PVC)

In the PVC the macroporosity parameter (a_e) was 1.46% ± 0.19% and the cave model filled the volume of the rock mass from 0.52 to 2.82% at this position of the fitted curve (Fig. 9). The 0.19% uncertainty was derived from the profile-modeling. Here 56 mapped transverse profiles were compared with the generated profiles, and the average error was 13%. In the volumetric estimations we used only a 12.2 km long passage system, since at the time of the modeling the connection with the surrounding caves was not known. The modeling showed that the unexplored passages could be about twice the size (122,845 m³ and 20.6 km) of the modeled passages over the same area. From the results of the volumetric estimations deduced from the model, the total volume of the PVC – without the other caves of the Pál-völgy Cave System – is close to 200,000 m³ and the length is around 33 km.

Table 4. Criteria of the division of different rock categories based on the geological markers and the porosity values of each category.

<table>
<thead>
<tr>
<th>Categories</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geological markers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stratification</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Well developed fracture pattern</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Solution cavities</td>
<td>-</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Hemispherical niches (0.1–0.5 m)</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Solution along stratification</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Caves, larger cavities (&gt;0.5 m)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>X</td>
</tr>
<tr>
<td>Porosity calculated from raster analysis</td>
<td>2.2%</td>
<td>4.2%</td>
<td>7.6%</td>
<td>10.1%</td>
<td>13.5%</td>
</tr>
</tbody>
</table>

Table 4. Criteria of the division of different rock categories based on the geological markers and the porosity values of each category.

Fig. 10. Location of the measured sections, the 24 individual blocks and the calculated grid relative to the Pál-völgy Quarry. Each cell of the grid is a regular cube with 7 m edge-length. The direction angle of the grid’s longer side is 132°. The listed caves are parts of the Pál-völgy Cave System (after Albert, 2010).
mass (Vf) considered in the cave porosity estimations. This result is related to the fact that the SHC has a denser passage system than the PVC.

Molnár János Cave (MJC)

In the mapped part of the phreatic MJC the average width and heights of the cave passages are smaller than in the “dry caves” of the BTKS (Table 7). Because of this, the estimated proportion for the volume of the cave model was also smaller (0.92 ± 0.13%) than in the dry caves. This proportion was calculated with the same modeling method which was used in the other cases. Volumetric estimations in the MJC showed that instead of 389 m one-and-a-half times longer passages (565 m) can be expected over the same area.

RESULTS OF THE POROSITY MODELING

The results show that the conduit porosity of the 3D model of the Pál-völgy Quarry is 9.18% ± 0.23%. The distinction of the meso- and macro-scale conduit-porosity is based on the difference between the category 4 and 5. In the porosity model, category 4 and 5 were distinguished from each other, because the latter includes caves and cavities. The difference between the two percentages is 3.4%, which can be assigned to category 5-type cells in the 3D grid as macro-scale conduit porosity. For the whole grid of the Pál-völgy Quarry the proportion of macroporosity is 1.23%. This percentage is well comparable with the Pál-völgy Quarry the proportion of macroporosity was determined in the volumetric modeling of the nearby PVC. The meso-scale conduit porosity is 7.95%. Combining these results with previous studies about the matrix porosity in the BTKS (Kleb et al., 1993) the porosity of the study area without the fracture porosity is 14–19%, max. 34%.

DISCUSSION

Our method evolved during the first modeling in the PVC, where, the enclosing rock body was primarily modeled as a square prism in orthogonal position containing the whole cave passage model. This preliminary result showed 0.19% macroporosity (Fig. 7a). Although this result was in accordance with a general statement that the unconfined caves only occupy 0.004–0.48% of the bedrock in which they are located (Worthington, 1999; Klimchouk, 2006), it was obvious that the porosity would increase if the volume of the enclosing rock model is decreased. Rotating and chipping of the enclosing block increased slightly, and applying the cubic control volumes increased the porosity values drastically. Still, these results were in accordance with other published data of caves with similar genesis (Weber and Bakker, 1981; Palmer, 1995; Heward et al., 2000), where the cave porosity can be 1–3%.

The macro-scale conduit porosity results from the volumetric modeling were verified and confirmed by the modeling in the nearby Pál-völgy Quarry, where direct rock face measurements were carried out. The method is based on 2D measurements of interceptions of conduits by arbitrarily placed vertical planes (quarry faces) and certain extrapolation of these data through a 3D space. Although a fraction of intercepted cavities may vary greatly depending on the orientation of cross-sections relative to the cave pattern, in case of the Pál-völgy Quarry, extrapolation is favored by the fact that the quarry faces are differently oriented representing an almost closed polygon.

Comparing the macroporosity result of the two modeling methods, it was concluded that the map-
based method of the \textit{volumetric modeling} is applicable in the BTKS. The volumetric modeling produced estimation for the macro-scale conduit porosity, and if we suppose that the estimated proportions can be accepted for the whole rock volumes near the studied caves, then we could expect larger cave sizes with unexplored cave passages within the size-parameters of the karst massifs presented in this study. The MJC, and the PVC have already exceeded the here-present parameters. The application of the macroporosity data, was restricted to the karstified zone in each case, which means the close proximity of the known cave systems. Extrapolation throughout the whole region (i.e., the whole BTKS), must be handled with caution. On regional scale the regularities of the cave distribution depends on the geological settings and the hydrogeological history of the area. Thus, purely mathematical approaches may lead to false results.

The BTKS has complex geological and hydrological settings and evolitional history. However, comparison of modeling results of individual caves may be informative. In our case, the macroporosity results were quite similar in the PVC (1.46%) and SHC (1.66%), while in the MJC it was smaller (0.92%). One explanation for this difference might be the speleogenetic history of the cave. The PVC and the SHC are older, already dry caves, whereas the MJC is a phreatic, actively forming cave. The composition of the host rocks might be another explanation (i.e. limestone/marl proportion). Although all three caves have a very similar position in the lithological column, a significant proportion of the modeled part of the MJC is situated in marl (based on the cave divers’ experience), while in the modeled part of the PVC and the SHC the marl is subordinate (Fig. 3). The difference can also be explained with the geological and associated hydrogeological evolution of the area, in which confined conditions gradually changed to unconfined ones due to uplift and erosion. In this process, the proportion of the mixing components (cold and thermal waters) has been changed too, and in the evolving groundwater system, the proportion of karst waters increased at the expense of the basinal component as well (Eröss et al., 2011; Poros et al., 2012). All of these effects imply that during the formation of the investigated caves the different geological and hydrogeological settings might have led to different cave size.

\section*{CONCLUSION}

A great amount of cave survey data is available, measured with compass and measuring tape. However, the precision of these surveys may be questionable. The \textit{volumetric modeling} method is suitable for numerical estimations for the macro-scale conduit porosity using these data, and the probability of the estimation can be calculated. The \textit{porosity modeling} method, combined with emerging techniques, like 3D rock face documentation based on overlapping photos (e.g., Mészáros & Kerkovics, 2014) may become a useful tool in karst porosity modeling. The here-presented method was applied to hypogenic caves that show a typical maze pattern, and was not tested in other types of caves. In epigenic caves the speleogenesis is normally concentrated along preferential pathways, controlled by tectonic or stratigraphical factors together with the hydraulic gradient of the area (Filipponi et al., 2009). However, in the method we used for macroporosity computation, both the stratigraphic, and the tectonic control can be implemented mathematically (changing the shape parameters of the passage models). Thus, we do not exclude the possibility that our method may be applied to other types of karst.
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The relationship between carbon dioxide concentration and visitor numbers in the homothermic zone of the Balcarka Cave (Moravian Karst) during a period of limited ventilation
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Abstract: The evolution of CO₂ levels with and without human presence was studied in a selected site (Gallery Chamber) of the homothermic zone of the Balcarka Cave (Moravian Karst, Czech Republic) during the fall, a period of limited ventilation. There were recognized various factors controlling the cave CO₂ levels under different conditions in the exterior and interior. When visitors were absent, CO₂ levels were controlled by the advective CO₂ fluxes linked to cave airflows and reaching up to ~1.5 x 10⁻³ mol s⁻¹. These fluxes exceed by orders of magnitude the exchanged diffusive fluxes (up to 4.8 x 10⁻⁸ mol s⁻¹) and also the natural net flux (from 1.7 x 10⁻⁶ to 6.7 x 10⁻⁶ mol s⁻¹) imputing given chamber directly from overburden. The natural net flux, normalized to unitary surface area, was estimated to be 2.8 x 10⁻⁴ to 1.1 x 10⁻⁷ mol m⁻² s⁻¹, based on a perpendicular projection area of the chamber of ~60 m². When visitors were present, the anthropogenic CO₂ flux into the chamber reached up to 3.5 x 10⁻³ mol s⁻¹, which slightly exceeded the advective fluxes. This flux, recalculated per one person, yields the value of 6.7 x 10⁻⁵ mol s⁻¹. The calculations of reachable steady states indicate that anthropogenic CO₂ fluxes could almost triple the natural CO₂ levels if visitors stayed sufficiently long in the cave.

Keywords: anthropogenic and natural CO₂; cave ventilation; flux; dynamic model; temperature difference

INTRODUCTION

Carbon dioxide (CO₂) is a key component controlling the karst processes such as limestone dissolution and calcite speleothem growth (Dreybrodt, 1999). The driving force for the latter process is the difference in the CO₂ partial pressure between (1) the soil/upper epikarst, [ΕPCO₂], and (2) the cave atmosphere, [PCO₂] (White, 1998; Ford & Williams, 2007). Whereas a high [ΕPCO₂] (Fairchild et al., 2000; Faimon et al., 2012a) controls saturation of percolating water with respect to the calcite, the lower [PCO₂] is responsible for dripwater degassing (releasing of the CO₂ excess) (Holland et al., 1964).

The instantaneous CO₂ concentration in the cave atmosphere is the balance of the input and output fluxes. The input CO₂ flux may generally include the direct natural fluxes associated with (i) the diffusion from soils/epikarst, (ii) dripwater degassing (Bourges et al., 2001), perhaps (iii) microbial decay of organic matter in cave sediments, and (iv) the transport of endogenous CO₂ in geologically active regions (Batiot-Guihle et al., 2007). The indirect CO₂ fluxes can be derived from air advection from (v) adjacent cave passages/epikarst, or e.g. (vi) a cave river and conduit flow. The anthropogenic flux is connected with (vii) the exhaling of cave visitors (Faimon et al., 2006; Milanolo & Gabrovšek, 2009). The output flux is linked with cave airflow and controlled by cave ventilation (Spötl et al., 2005; Banner et al., 2007; Baldini et al., 2008; Fernández-Cortes et al., 2009).

The cave airflow depends on (1) the cave geometry and (2) the pressure difference resulting from contrasting air densities (de Freitas et al., 1982). Since density is particularly a function of temperature, cave airflows are mostly related to the temperature difference ΔT = T_amb - T_cave (where T_amb is external air temperature and T_cave is cave air temperature [°C]) (de Freitas et al., 1982; Baker & Genty, 1998; Pfletsch & Piasecki, 2003; Russell & MacLean, 2008; Kowalczyk & Froelich, 2010; Faimon et al., 2012b). A theoretical background on cave air circulation was given by Cigna (1968) and Wigley & Brown (1971). Based on their geometry, caves may be sorted into two extreme
numbers. The model aims at contributing to a better knowledge of the parameters controlling CO$_2$ levels in a visiting cave under specific conditions of changing ventilation. Overall, the article could help in better understanding recent karst processes.

**SITE OF STUDY**

The site of study, the Balcarka Cave, is situated in the northern part of the Moravian Karst near the village of Ostrov u Macochy (Faimon et al., 2012c). The sketch map of the cave with characteristic sites and their positions at different altitudes is illustrated in Fig. 1a. The cave was formed in the Devonian limestone of the Macocha Formation. It consists of two levels of narrow corridors, totaling about 350 m in length with chambers rich in speleothem formations. The height distance between both cave levels is about 20 m. The overburden thickness reaches up ~40 m (Fig. 1b). The same distance is probably between the levels of the lowest and highest openings. The complex cave geometry with three known entrances and more hidden openings at different altitudes ensures the dynamic behavior of air circulation. The Gallery Chamber in deeper cave passages (in the second cave level) was chosen as the monitoring site (Fig. 1a).

...
METHODS

Data were collected during three monitoring campaigns between September and November 2013. A monitoring schedule is given in Table 1. In addition to the number of visitors, the cave CO₂ concentrations and the temperatures of cave air and external air were monitored. Airflow velocities were calculated from the temperature differences (see Faimon & Lang, 2013). Airflow direction was deduced from the sign of temperature differences and checked at the cave door positions. The CO₂ concentration was measured in the Gallery Chamber at 1 meter above the cave floor. It was detected by a 2-channel IR-detector FT A600-CO2H (measuring range: 0 to 10,000 ppmv; accuracy: ±50 ppmv + 2 vol. % of measured value in the range of 0 to 5000 ppmv; resolution: 1 ppmv or 0.0001 vol. %) linked to the ALMEMO 2290-4 V5 Ahlborn data logger (Germany). The volume concentrations (in ppmv units) were subsequently recalculated into molar concentration (mol m⁻³), based on the Ideal Gas Law and given temperature and pressure,

\[ c_{CO_2} [\text{mol} \text{ m}^{-3}] = \frac{P}{10^5 RT} c_{CO_2} [\text{ppmv}] \]  

where P is barometric pressure [Pa], R is the universal gas constant [R = 8.3144621 J kg⁻¹ K⁻¹] and T is temperature [K].

The temperature was logged (i) in the exterior, about 50 m outside the cave, and (ii) inside the cave, about 100 m from the cave entrance. It was measured by COMET S3120 dataloggers (measuring range from -30 to +70°C with a precision of ±0.4°C) (TR Instruments Inc., Czech Republic).

The variables were logged at 1-minute step (Campaigns 1 and 3) and 2-minute step (Campaign 2). The number of visitors in an individual tour was registered before their entering the cave. The moment of visitor entry into the monitoring site (due to the visitor moving with guide’s commentary) was delayed by 33 ± 0.1 minutes. The length of stay in the site was 5-20 minutes (8.1 ± 5.9 min on average), based on the guide’s commentary and visitor number. The initial time of interaction of visitors with the cave environment and the length of stay were finely tuned so that they were consistent with the CO₂ concentration peak. The sensitivity analysis was conducted using the program TopRank 6 (2014).

RESULTS

Monitoring Campaign I

During Campaign I, covering a total of 48 hours (see Table 1 for details), the monitoring was conducted at a temperature difference, \( \Delta T = T_{\text{external}} - T_{\text{cave}} \), ranging between -8.8 and 4.9°C (Fig. 2c). Two ventilation modes were identified/predicted: (1) downward airflow ventilation mode (DAF) at positive \( \Delta T \) and (2) upward airflow ventilation mode (UAF) at negative \( \Delta T \). The CO₂ concentrations in the chamber varied in a wide range depending on the temperature difference and the number of visitors (Fig. 2a). During the DAF modes, enhanced CO₂ concentrations of about 3.45 x 10⁻² mol m⁻³ (800 ppmv) on average were registered. Sharp peaks of the values superimposed on “natural” CO₂ levels correspond very well to attendance and represent the anthropogenic impact on the CO₂ concentrations in the chamber. The heights of peaks corresponded to (i) the number of visitors in individual tours and (ii) staying period in the chamber. In the case of maximum attendance (52 visitors), the peak CO₂ concentration reached up to 5.83 x 10⁻² mol m⁻³ (1350 ppmv). During the UAF mode, no visitors stayed in the cave. The CO₂ concentrations decreased to 2.50 x 10⁻² mol m⁻³ (578 ppmv) on average.

Monitoring Campaign II

This 48-hour campaign (see Table 1) ran at a temperature difference \( \Delta T \) varying from -9.8 to 10.4°C (Fig. 3c). The CO₂ concentrations varied depending on the temperature difference (DAF mode or UAF mode) and the number of visitors (Fig. 3a). During
the DAF modes, natural CO$_2$ concentrations varied about $3.00 \times 10^{-2}$ mol m$^{-3}$ (700 ppmv). The peak values corresponding to 37 visitors reached up to $4.52 \times 10^{-2}$ mol m$^{-3}$ (1040 ppmv). During the UAF mode (without visitors), the CO$_2$ concentrations decreased to $2.60 \times 10^{-2}$ mol m$^{-3}$ (600 ppmv).

**Monitoring Campaign III**

This 48-hour campaign (see Table 1) ran at a temperature difference $\Delta T$ ranging from -8.7 to 1.4°C (Fig. 4c). The resulting CO$_2$ concentrations in the chamber varied in a narrow range depending on the temperature difference and the number of visitors (Fig. 4a). During the DAF modes, natural CO$_2$ concentrations varied about $3.00 \times 10^{-2}$ mol m$^{-3}$ (693 ppmv) on average. The peak values (at 32 visitors) reached up to $3.68 \times 10^{-2}$ mol m$^{-3}$ (850 ppmv). During the UAF mode, when no visitors were in the cave, CO$_2$ concentrations decreased to $2.50 \times 10^{-2}$ mol m$^{-3}$ (578 ppmv).

**DATA ANALYSIS**

To evaluate the significant variables/parameters driving the CO$_2$ concentrations and to better understand the relations between them, a dynamic model was proposed that would simulate the evolution of CO$_2$ levels in the chamber. The model is based on the idea that the instantaneous CO$_2$ concentrations are given by balancing all the CO$_2$ fluxes into/out of the chamber. The conceptual model is depicted in Fig. 5. It consists of three reservoirs, the chamber of interest and two further adjacent spaces, and six fluxes among them: (1) the direct net natural flux into the Gallery Chamber from its overburden, $j_N$ (associated with e.g. direct diffusion of CO$_2$ from soils/epikarst through the chamber roof and/or dripwater degassing), (2) the anthropogenic flux $j_A$, (stemming from a person exhaling), (3) the advective input flux $j_{a_in}$ from an adjacent cave space (driven by ventilation), (4) the advective output flux from the chamber $j_{a_out}$ (driven by ventilation), (5) the diffusive input flux from an adjacent space $j_{d_in}$, and (6) the diffusive output flux out of the chamber $j_{d_out}$. Note that the advective input/output fluxes from/into adjacent spaces changed with each other with switching of the ventilation mode. The fluxes heading into the reservoir of interest (Gallery Chamber) are taken as positive, the fluxes heading out of the reservoir are negative. The total CO$_2$ flux into the reservoir, $j$ [mol s$^{-1}$], is given by the sum of all individual fluxes, $j = \frac{dn_{CO2}}{dt} = V \frac{dc}{dt} = \sum j_i \quad (2)$

where $n_{CO2}$ is the total content of carbon dioxide in the chamber atmosphere [mol], $t$ is time [s], $V$ is the chamber volume [m$^3$], $c$ is instantaneous CO$_2$ concentration in the chamber atmosphere [mol m$^{-3}$], and $j_i$ are fluxes [mol s$^{-1}$].

The direct flux $j_N$ was presumed to be constant during monitoring; it was found as one of the model parameters. Anthropogenic CO$_2$ flux, $j_A$, was quantified as $j_A = k_A A \quad (3)$

where $k_A$ is a constant representing an anthropogenic personal flux [mol s$^{-1}$] and $A$ is the attendance [number of visitors].
The advective fluxes, $j_{in}^{adj}$ and $j_{out}^{adj}$, respectively, were expressed as a function of concentrations and airflows:

$$j_{in}^{adj} = v \ c_{adj} \quad (4)$$

and

$$j_{out}^{adj} = -v \ c \quad (5)$$

where $v$ is the volumetric velocity of airflow through the cave chamber $[m^3 s^{-1}]$, $c$ is CO$_2$ concentration in the chamber $[mol m^{-3}]$, and $c_{adj}$ is CO$_2$ concentration in the relevant adjacent cave space serving as a reservoir $[mol m^{-3}]$. As $c_{adj}$, $c_{adj}^{(2)}$ was applied for the DAF ventilation mode and $c_{adj}^{(2)}$ was used for the UAF mode. Based on Faimon & Lang (2013), the volumetric airflow was calculated from temperature differences,

$$v = k_{AT} \sqrt{\Delta T} \quad (6)$$

where $\Delta T = T_{exterior} - T_{cave} \ [°C]$ and $k_{AT}$ is a proportionality constant $[m^3 s^{-1} deg^{-1/2}]$.

The input and output diffusive fluxes, $j_{in}^{adj}$ and $j_{out}^{adj}$, respectively, were expressed as

$$j_{in}^{adj} = \frac{D S}{L} (c_{adj}^{(2)} - c) \quad (7)$$

and

$$j_{out}^{adj} = -\frac{D S}{L} (c - c_{adj}^{(1)}) \quad (8)$$

where $D$ is a diffusion coefficient of CO$_2$ in the cave atmosphere $[m^2 s^{-1}]$, $S$ is the cave cross-section $[m^2]$, and $L$ is the distance, for which the concentration gradient, $\Delta c \ [m]$, is given. Eqsns. (7) and (8) are relevant for both the DAF and UAF modes.

Based on expected reasonable values of parameters, $D \sim 1.36 \times 10^{-5} m^2 s^{-1} \ (Welty \ et \ al., 2008)$, $S \sim 10 m^2$, $L \sim 100 m$, $v \sim 0.04 m^3 \ s^{-1}$, $V \sim 150 m^3$, $c_{adj}^{(1)} \sim 1.7 \times 10^{-2} mol m^{-3}$, $c_{adj}^{(2)} \sim 2.4 \times 10^{-2} mol m^{-3}$, the advective fluxes vary in the range of (1.1-1.5) $x \ 10^{-3} mol \ s^{-1}$, whereas the diffusive fluxes do not reach the values of $4.8 \times 10^{4} mol \ s^{-1}$.

Inserting all the fluxes into eqn. (2) and rearranging gives

$$\frac{dc}{dt} = k_{A} A \frac{j_{in}}{V} + \frac{k_{AT} \sqrt{\Delta T}}{V} (c_{adj}^{(2)} - c) + \frac{D S}{L V} (c_{adj}^{(2)} - 2c + c_{adj}^{(1)}) \quad (9)$$

for the DAF ventilation mode. Eqn. (9) changes into

$$\frac{dc}{dt} = k_{A} A \frac{j_{in}}{V} + \frac{k_{AT} \sqrt{\Delta T}}{V} (c_{adj}^{(2)} - c) + \frac{D S}{L V} (c_{adj}^{(2)} - 2c + c_{adj}^{(1)}) \quad (10)$$

in the case of the UAF mode, due to change in the input advective flux $j_{in}^{adj}$.

For both the ventilation modes, eqns. (9) and (10) were solved numerically. The little significant diffusive fluxes (the last terms in eqns. 9 and 10) were ignored in modeling for simplicity. Initially, values of the model parameters $j_{in}^{adj}$, $c_{adj}$, $k_{A}$, $k_{AT}$ were roughly set by trial and error so that the model curve best fit the data set. Important criteria for such fitting were (1) correspondence of data with the model at $\Delta T$ maxima/minima and at $\Delta T = 0$ in the periods without visitors and (2) heights of the CO$_2$ peaks at visitor presence. Consequently, detailed values of the parameters were exactly determined by the least square method. The loss function was minimized by the Levenberg-Marquardt method (Marquardt, 1963). Results of the modeling are presented in Figs. 2, 3, and 4 as thick red lines; the found regression parameters are given in Table 2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Campaign 1</th>
<th>Campaign 2</th>
<th>Campaign 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j_{in}^{adj} \ [mol \ s^{-1}]$</td>
<td>$6.67 \times 10^{-6}$</td>
<td>$1.67 \times 10^{-5}$</td>
<td>$5.00 \times 10^{-4}$</td>
</tr>
<tr>
<td>$c_{adj} \ [mol m^{-3}]$</td>
<td>$3.00 \times 10^{2}$</td>
<td>$2.95 \times 10^{3}$</td>
<td>$2.65 \times 10^{4}$</td>
</tr>
<tr>
<td>$c_{adj}^{(2)} \ [mol m^{-3}]$</td>
<td>$3.30 \times 10^{2}$</td>
<td>$3.20 \times 10^{3}$</td>
<td>$2.70 \times 10^{4}$</td>
</tr>
<tr>
<td>$c_{adj}^{(1)} \ [mol m^{-3}]$</td>
<td>$2.43 \times 10^{2}$</td>
<td>$2.40 \times 10^{3}$</td>
<td>$2.50 \times 10^{4}$</td>
</tr>
<tr>
<td>$c_{adj}^{(2)} \ [mol m^{-3}]$</td>
<td>n.u.</td>
<td>$2.55 \times 10^{2}$</td>
<td>$2.25 \times 10^{3}$</td>
</tr>
<tr>
<td>$k_{A} \ [mol s^{-1}]$</td>
<td>$6.67 \times 10^{-5}$</td>
<td>$4.00 \times 10^{-5}$</td>
<td>$5.33 \times 10^{-5}$</td>
</tr>
<tr>
<td>$k_{AT} \ [mol s^{-1} \ deg^{-1/2}]$</td>
<td>$1.50 \times 10^{-2}$</td>
<td>$1.67 \times 10^{-2}$</td>
<td>$4.83 \times 10^{-2}$</td>
</tr>
<tr>
<td>$k_{AT} \ [mol s^{-1} \ deg^{-1/2}]$</td>
<td>$7.30 \times 10^{-3}$</td>
<td>$7.47 \times 10^{-3}$</td>
<td>$5.83 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

The $c_{adj}$ concentrations varied in the range of (2.65-3.30) $x \ 10^{2} mol m^{-3}$ (i.e., 620-770 ppmv) during the DAF mode and (2.25-2.8) $x \ 10^{3} mol m^{-3}$ (530-660 ppmv) during the UAF mode. The $k_{AT}$ values were determined in the range of (1.50-4.83) $x \ 10^{-2} mol m^{-3} \ deg^{-1/2}$ (DAF mode) and (5.83-7.47) $x \ 10^{2} mol m^{-3} \ deg^{-1/2}$ (UAF mode). The calculated advective fluxes, $j_{in}^{adj}$, (see Table 3) were consistent with those (1.1-1.5) $x \ 10^{-3} mol \ s^{-1}$ estimated former.

The $k_{A}$ values were found in the narrow range of (4.00-6.67) $x \ 10^{4} mol \ s^{-1}$ (Table 2). Based on eqn. (6) and the number of visitors (Fig. 2-4), the instantaneous anthropogenic CO$_2$ fluxes, $j_{in}$, varied in the ranges: $6.0 \times 10^{4}$ to $3.5 \times 10^{5} mol \ s^{-1}$ (campaign I), $1.2 \times 10^{4}$ to $1.5 \times 10^{5} mol \ s^{-1}$ (campaign II), and $6.9 \times 10^{4}$ to $1.7 \times 10^{5} mol \ s^{-1}$ (campaign III) (Table 3).
Direct natural flux \( (j_n) \) varied in the range of \((1.67-6.67) \times 10^{-6}\) mol s\(^{-1}\). All fluxes are summarized in Tables 2 and 3. The chamber total volume \( V \sim 150\) m\(^3\) was used for modeling.

The maximum reachable CO\(_2\) concentration under given conditions is consistent with the steady state, at which the change of concentration in the chamber is zero, \( dc/dt = 0 \). For the DAF ventilation mode, during which visitors are in the cave, eqn. (9) yields

\[
k_x A + \frac{j_{fn}}{V} = \frac{k_{AT}}{V} \sqrt{\Delta T} (c_{\text{in}}^\alpha - c^\alpha) + \frac{DS}{LV} (c_{\text{in}}^\alpha - 2c^\alpha + c_{\text{in}}^\gamma) = 0
\]

and after rearranging,

\[
c^\alpha = \frac{j_x L + k_x A L + k_{AT} L \sqrt{\Delta T} c_{\text{in}}^\gamma + DS(c_{\text{in}}^\alpha + c_{\text{in}}^\gamma)}{k_{AT} L \sqrt{\Delta T} + 2DS}
\]

where \( c^\alpha \) is a steady state of CO\(_2\) concentration in the chamber [mol m\(^{-3}\)].

The effect of the relevant variables (\( \Delta T \) and \( A \)) and key parameters (\( j_n \) and \( c_{\text{in}}^\gamma \)) on the cave CO\(_2\) concentrations was tested by the standard sensitivity analysis. Generally, the method is used for assessing the contribution of individual driving variables/parameters to the increment/decrement of the dependent variable (see Saltelli et al., 2004). The analysis was applied to eqn. (12), in which the achievable CO\(_2\) level, i.e., the steady state concentration, \( c^\alpha \), is a function of relevant driving variables/parameters. The calculation was based on the average values of the \( k_x = 5.3 \times 10^{-5} \) mol s\(^{-1}\) and \( k_{AT} = 2.67 \times 10^{-2} \) m\(^3\) s\(^{-1}\) deg\(^{-1/2}\) (found by modeling) and the values used for the flux estimating \( D = -1.36 \times 10^{-5} \) m\(^2\) s\(^{-1}\), \( S \sim 10\) m\(^2\), \( L \sim 100\) m, \( v \sim 0.04 \) m s\(^{-1}\), \( V \sim 150\) m\(^3\), and \( c_{\text{in}}^\gamma \sim 1.7 \times 10^{-2} \) mol m\(^{-3}\).

The individual inputs for the analysis covered the range of parameters/variables found by modeling (Table 2). Results of the sensitivity analysis are presented in Fig. 6. During the natural regime without visitors (\( A = 0 \)), the concentrations in adjacent spaces, \( c_{\text{adj}} \), have the most significant effect on CO\(_2\) levels (Fig. 6a).

The effect of the temperature difference \( \Delta T \) and direct natural flux \( (j_n) \) are either small or almost negligible, respectively. For the regime with visitors, the results are very different: the CO\(_2\) levels are extremely affected by \( \Delta T \) (Fig. 6b). The variations in \( \Delta T \) may almost triple the CO\(_2\) level in the chamber in comparison with the visitor number (\( A \)) and even quadruple in comparison with the adjacent space concentrations, \( c_{\text{adj}} \). The role of the direct natural flux is similarly insignificant as in the regime without visitors. In the case of \( \Delta T \gg 0 \), the effect of \( \Delta T \) diminishes (Fig. 6c).

**DISCUSSION**

The natural CO\(_2\) concentrations between 2 \( \times 10^{-2} \) and 3 \( \times 10^{-2} \) mol m\(^{-3}\) (460 and 700 ppmv) found in the

**Natural influence**

The sensitivity analysis (Fig. 6), the preliminary calculations based on eqns. (3) to (8), and the modeling...
results (Fig. 3-4, Table 2) showed that natural CO₂ levels in the chamber (in the case without visitors) are controlled by the advective CO₂ fluxes from adjacent cave spaces. These fluxes are a function of (1) CO₂ concentrations in these spaces, c_adj, and (2) cave airflows controlled by temperature difference, $\Delta T = T_{exterior} - T_{cave}$ (Fig. 6a). Based on airflow direction (controlled by the $\Delta T$ sign), different CO₂ fluxes enter the chamber from different adjacent spaces. The lesser CO₂ concentrations are results of the fluxes from the spaces situated below, closer to the cave entrance (operating as an inputting reservoir during the UAF mode, see Fig. 5a). The higher CO₂ concentrations are transported by the fluxes from deeper/higher-situated cave spaces (operating as an inputting reservoir during the DAF mode, see Fig. 5b). The concentrations $c^{in}_{adj}$ are probably derived from soil/epikarstic CO₂; it is even conceivable that the concentrations represent the CO₂ directly “soaked” from the epikarst. Various sinkholes and shafts filled with porous sediment and representing a section into the karst’s vertical profile may serve as the entrances for such transport. Peak values of the CO₂ concentrations measured in the soils above the Balcarka Cave reach up to 4,500 ppmv (Faimon et al., 2012c). Under the correction for the drill-hole diameter at monitoring (Blecha & Faimon, 2014), the peak values could even reach up to $\sim$6,000 ppmv (2.6 x 10⁻¹ mol m⁻³). Such values should fully cover the concentrations predicted by the model, $\sim$3 x 10⁻² mol m⁻³ (Table 2). It should be emphasized that the CO₂ concentrations in the adjacent space, $c^{in}_{adj}$, were not available for direct monitoring because of (1) uncertainty in the airflow path and (2) inaccessibility of such spaces. The $c^{in}_{adj}$ values predicted by the model, 2.2-2.8 x 10⁻² mol m⁻³ (500-650 ppmv) (Table 2) are in good agreement with the values of about 2.3 x 10⁻² mol m⁻³ (530 ppmv) ordinarily measured at the entrance passages of the cave. From the c_adj variations during the campaigns and even during individual monitoring periods (Table 2), it is evident that the parameter is not invariant. However, the 8.8% variation (variation coefficient) during the DAF mode and 7.4% variation during the UAF mode seem to be reasonable and acceptable/acceptable ones considering the capacities of CO₂ source and outgoing fluxes. Similarly to c_adj data, on the actual airflows and its directions were not available. The reason was its extremely low linear velocity and technical difficulties during their monitoring. Therefore, the airflows and their directions were estimated from temperature differences based on eqn. (5) and sign of $\Delta T$, respectively (see Faimon & Lang, 2013 for details). Based on the regression analysis, the values of $k_{ext}$ were found to vary in the range of (5.83-7.47) x 10⁻² m² s⁻¹ deg⁻¹/2 for the UAF mode and (1.50-4.83) x 10⁻² m² s⁻¹ deg⁻¹/2 for the DAF mode (Table 2). Similar values were found for the Cisarška Cave (Moravian Karst) in the UAF mode, but much lesser ones for the same site in the DAF mode (Faimon & Lang, 2013). In fact, $k_{ext}$ is expected to vary with cave geometry, especially the difference in altitudes of entrances, or length and diameters of the conduits.

The switching between DAF and UAF ventilation modes is principally expected at zero $\Delta T$, when both the cave and external temperatures are balanced. However, the modeling results indicate that the mode switching could be achieved at non-zero $\Delta T$. This phenomenon was published by, e.g., de Freitas et al. (1982) or Faimon et al. (2012b), who estimated the switching $\Delta T$ in the range of 0.6 to 1.4°C. The modeling showed comparable values: the individual ventilation modes in the Gallery Chamber most likely switched at $\Delta T$ ranging from 0.4 to 3.2 °C (Fig. 3 and 4). This discrepancy may be the result of the non-uniform distribution of temperatures, humidity, and CO₂ concentrations throughout the cave (Faimon & Lang, 2013; Sánchez-Cañete et al., 2013).

The modeling showed that it was potentially suitable for distinguishing the direct net natural fluxes into the chamber from overburden, $j_n$. Generally, the flux should induce the increment of CO₂ levels at/ near zero $\Delta T$, when the CO₂ concentrations in the chamber are not lowered by ventilation. However, the data do not indicate such an effect. The extremely low flux $j_n$ of the orders of 10⁻⁶ mol s⁻¹ was identified (Table 2). The flux is much lower than the advective fluxes (up to 1.5 x 10⁻³ mol s⁻¹). This could mean that (1) CO₂ fluxes into the cave are distributed unevenly following predominant paths, and (2) water degassing in the site is not a dominant source. The rather highest $j_n$ value from the observed range that was found during Campaign I (September) might be a residuum of enhanced CO₂ production during the end of the summer season. Despite the possible non-uniform distribution, the flux $j_n$ was approximately recalculated into the specific flux normalized to a 1 m² area. Based on the orthogonal projection plane of the chamber of about 60 m², such a flux would correspond to the values from 2.8 x 10⁻⁸ to 1.1 x 10⁻⁷ mol m⁻³ s⁻¹. These values are consistent with 7.59 x 10⁻⁸ mol m⁻² s⁻¹ presented for the Cisarška Cave by Faimon et al. (2006). On the other hand, the value is much lower in comparison with 1 x 10⁻⁸ mol m⁻² s⁻¹ presented by Milanolo & Gabrovšek (2009).

**Anthropogenic influence**

According to modeling, the peak anthropogenic CO₂ flux into the chamber, $j_{an}$, reached 3.5 x 10⁻³ mol s⁻¹ depending on the number of visitors. Even though it is a rather higher flux in the modeled system (Table 3), it does not reach the maxima of the natural advective fluxes. The sensitivity analysis showed the extremely strong effect of $\Delta T$ on the resulting cave CO₂ concentrations (Fig. 6b). The reason is that cave ventilation and outputting fluxes are suppressed during the periods at $|\Delta T|\sim$0°C, when the chamber CO₂ levels are only limited by small diffusive fluxes. From a mathematical point of view, the low value of the denominator in eqn. (12) at $\Delta T = 0°C$ causes an extreme increase in the $c_{in}$ value. However, the time periods when the cave persists at zero $\Delta T$ are very short, as is visible in the $\Delta T$ data (Fig. 2c-4c). This short time does not allow neither reaching the steady state concentrations, $c_{in}$, nor a significant increase...
of the CO₂ level in the chamber. For example, data from Campaign I indicate that the |AT| values are in the range of 0.7 to 8°C for 90% of the time of the monitored period. During this time, the effect of |AT| is significantly lower; it is comparable with the visitor effect (see Fig. 6c).

The kₖ constant (see Table 1) corresponds to an individual personal flux, jₖ[^personal]. The mean value, jₖ[^personal] ~6.7 x 10⁻⁵ mol s⁻¹, is lower than the values of 2.9 x 10⁻⁴ mol s⁻¹ presented by Faimon et al. (2006) or (2.60–3.35) x 10⁻⁴ mol s⁻¹ reported by Milanol & Gabrovsek (2009). In general, factors causing differences in the values may be human age (Tormo et al., 2001; Faimon et al., 2006), activity (Iwamoto et al., 1994), and gender (Sciacca et al. 2002).

To quantify the potential anthropogenic impact, the CO₂ steady state, cₘ, was calculated for the maximum number of visitors (Campaign I). If a peak anthropogenic flux, j₆ = 3.5 x 10⁻³ mol s⁻¹ is assumed, a steady state concentration of cₘ ~0.15 mol m⁻³ (3471 ppmv) would be reached. This value is roughly comparable with the value presented by Faimon et al. (2006). It shows that the natural CO₂ level could almost be tripled under the condition that visitors were in cave for a sufficiently long period.

The present work should be understood as an attempt to simulate cave CO₂ levels based on (1) a limited/ordinary available data set and (2) a general knowledge on the art of cave microclimatology. The reason for limited data are principal difficulties at the direct measuring of (i) CO₂ concentrations at the adjacent sites and (ii) cave airflows. Therefore, all the missing parameters, j₆, cₘ, k₆, and kₖ, were found indirectly, by modeling. This led to the great fitting of the data by the model on one hand, however, to a limited verification of an inner mechanism of the model by direct measurement on the other hand. Nevertheless, we believe that our approach would be useful for other researchers as a basic tool for the study of cave CO₂ dynamics and that the model will be elaborated in greater detail in the future.

CONCLUSIONS

The evolution of CO₂ concentrations was studied in the homothermic zone of the Balcarka Cave, the visiting cave in Moravian Karst (Czech Republic) during the fall period of limited ventilation. The results showed that CO₂ levels in the studied cave site were controlled by different factors depending on given conditions in both the exterior and interior. When no visitors were present, the CO₂ levels in the chamber were controlled by CO₂ fluxes from adjacent cave spaces. These fluxes were controlled by (1) the adjacent spaces’ CO₂ levels and (2) airflows driven by the temperature difference between the exterior and the cave site. When visitors were present, CO₂ levels at the site were significantly influenced by the anthropogenic flux dependent on the number of visitors. The immediate increment of CO₂ levels in the chamber depended on the duration of the visit. The model showed that the anthropogenically-impacted steady state concentrations would almost triple the natural CO₂ levels when visitors stayed sufficiently on site. This indicates how reducing the period of a tour in the cave could substantially contribute to better protection of the cave environment.

The article represents a case study based on data coming from the late summer and fall, when the cave experienced the so-called "fall period of limited ventilation." This period is characterized by higher natural CO₂ levels deeper in the cave that have persisted from an enhanced summer CO₂ production. A similar study should be undertaken in the spring period of limited ventilation under the conditions of generally low natural CO₂ levels resulting from the winter period of active ventilation. Unfortunately, the cave is closed during the winter season, which did not allow the study of anthropogenic CO₂ behavior during the winter period of active ventilation. Nevertheless, further study during the summer period of active ventilation at enhanced natural CO₂ levels will be worthwhile. The study results may be useful for better cave management: based on our model, the numbers of visitors in groups and individual intervals between the visitor groups may be determined so that they burden the cave environment less in dependence of seasonal conditions. In general, the work may be of interest to karsologists and environmentalists.
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INTRODUCTION

The typical cave environment is considered climatically stable, possessing constant temperatures (close to the external annual average), relative humidity close to saturation and permanent absence of light (Poulson & White, 1969). Almost all the nutrients present in cave environments are imported from epigean environments, except for chemoautotrophic organisms and roots that grow from epigean plants (Howarth, 1983; Sarbu et al., 1996; Engel, 2005; Poulson, 2005; Souza -Silva et al., 2012). The import of organic matter from the external environment to the caves occurs via physical or biological agents (Culver, 1982; Howarth, 1983; Poulson, 2005). Rivers, runoff and percolation water can carry large amounts of organic matter in the form of leaves, tree fragments, animal carcasses and dissolved organic compounds (Gibert et al., 1997; Souza-Silva et al., 2012). Feces and carcasses of animals that enters in caves (accidentally or intentionally) are also important sources of resources, especially in caves where there is no water (Culver, 1982; Howarth, 1983; Ferreira & Martins, 1998; & Ferreira Martins, 1999; Poulson, 2005).

The cave entrance zones are subject to climatic variations in the external environment, undergoing daily and annual variations in temperature, humidity and light. Moreover, the direct or even reflected incidence of light allows the presence of photosynthetic organisms (Pentecost & Zhaohui, 2001; Serena & Meluzzi, 1997; Culver & Pipan, 2009). The highest concentration of organic matter transported gravitationally (e.g., leaves, tree fragments) coupled to photosynthetic organisms makes the cave entrances areas with higher food resources when compared to the typical cave environment. These characteristics make the cave entrances transition regions between the epigean and hypogean environment and may be characterized as ecotones, where one can find elements of adjacent environments as well as exclusive elements (Prous et al., 2004; Culver, 2005).

Characteristics such as high diversity, influence the energy flow between adjacent environments and lack of knowledge about the effects of anthropogenic
changes on these environments make ecotones important areas for the development of ecological studies (Risser, 1990; Risser, 1995; Fagan et al., 1999; Cadenasso et al., 2003; Fagan et al., 2003; Strayer et al., 2003; Prous et al., 2004). However, studies on terrestrial ecotones associated with cave entrances remain scarce (Culver & Poulson, 1970; Prous et al., 2004; Hills et al., 2008; Novak et al., 2012).

The general objective of the present work was to study the composition and spatial distribution of an ecotone community located in the entrance of a cave in southeastern Brazil and the influence of the ecotone on the community structure. Here, we tested the hypothesis that there is an ecotone at the cave entrance, with biotic and abiotic characteristics shared with the adjacent environments.

**METHODOLOGY**

**Study area**

The study was conducted in the “Lapa do Mosquito” Cave (37°34′S, 44°24′45″W), a limestone cave located in Curvelo Municipality, Minas Gerais state, southeastern Brazil. The cave has a horizontal projection of 1,357 m and five entrances, two in one extremity of the cave (including the main entrance), one skylight located in the median part of the cave and the last two entrances located in the opposite side of the cave conduit (Fig. 1). The main entrance (used in this study), is approximately 50 m wide and 20 m high. After a constriction by speleothems at 30 m from the entrance, the main cave conduit begins, with an average width of 20 m. In the first 150 m, this conduit has a floor covered with dried earth sediment, except for a few dripping points. After this stretch, the conduit connects to another crossed by a drainage that enters the cave through a topographically recessed opening located close to the main entrance (Fig. 1).

Trees and shrub vegetation are present at the entrance of the cave. Litter covers the soil in the outer area and the initial portion of the cave (approximately 10 m). Bryophytes and algae are found on the walls and rock blocks on the ground until about 30 m from the entrance, where there is still a considerable presence of light.

**Methods**

The study was conducted in the rainy season, between January and April 2004. A network of 4 m² grid cells was drawn on the ground throughout the area near the cave entrance, including the external environment. The grid cells stretched inside the cave to 68 m from the entry point where the luminosity reached a value of 0 Lux. Outside, five radii were laid out 20 m from the center point of the cave entrance where the grid cells transects were plotted.

Each of the cells received an identification number, 294 cells inside the cave and 124 in the outer area, totaling 418 grid cells. Within each cell the temperature and humidity were measured with the aid of thermo-hygrometer, the light with a light meter and the habitat structure evaluated. The measurements of temperature, humidity and luminosity were conducted in a single day, from 10:00 to 14:00 hours, to prevent huge variations on such conditions during the day. To assess habitat structure, each 4 m² cell was divided into 100-400 cm² plots. Each of these plots was classified according to the predominant substrate: stone, soil, rock, litter, tree fragments, guano, tree roots and speleothems. From the number of plots covered by each substrate, we calculated the structural diversity of the habitat from the Shannon index. The fall of a tree covered 37 grid cells in the external area during the execution of the work, preventing habitat structure measurements on this site.

From the estimate of the coverage percentage of each 4 m² cell by each type of substrate, we also estimated the coverage percentage of each cell by organic matter, which is composed of guano, roots, litter, tree fragments and trees. A thorough search for all arthropods present in each of the cells was conducted, and with the aid of tweezers...
and brushes those unidentified were collected on site. In this study, we made no distinctions between typically cave species and potentially accidental species, since we were focusing on the ecotone zone, which embraces species from both environments (epigean and hypogean). The few specimens belonging to well known genus occurring in Brazilian caves (e.g., *Loxosceles*, *Endecous*) were identified at the collection time and only few individuals were collected as evidence. All organisms collected were placed in vials containing 70% ethanol and identified with the number of each cell. In the outer area of the cave searches were aimed at environments with microclimatic characteristics similar to those of a cave environment, such as under rocks and tree fragments. In the laboratory, all organisms collected were identified to the lowest possible taxonomic level and separated into morphospecies.

Maps showing the distribution of the most frequent species and abiotic variables were made with the aid of the BoundarySeer version 1.2.0 (TerraSeer Inc. Software for Geographic Boundary Analysis, http://www.terraseer.com). In function of the very discrepant extreme values, luminosity values were converted to logarhythms.

Analyses

**Similarity matrix**

Using the methodology modified from Prous et al. (2004), we defined the distribution limits of the ecotone communities of the Lapa do Mosquito. The original method consists of comparing the species present in sectors equidistant from the cave entrance. In this study, each sector is made up of the area enclosed by the grid cells of a same line at a specific distance from the entrance. That is, all grid cells equidistant in a straight line from the entrance are part of the same sector. It is assumed that the cave entrance is the ecotone centroid; thus, a reduction in the similarity values of correspondent sectors (in the epigean and hypogean zones) equidistant from the cave entrance would be expected as they are far from this centre. The limits of the ecotone are defined by the dissimilarity between the communities of the adjacent systems.

In the present work, two reference sectors were defined to trace the similarity between them and the other sectors. The two reference sectors are the most external, with the lowest possible hypogean environmental influences, and the sector located at the beginning of the cave (just below the dripline - entrance sector). To identify the presence of epigean organisms in the cave, we compared the similarity of fauna between the external reference sector with the other sectors. The second reference sector (the entrance sector) was used to determine the presence of ecotonal species in deeper areas of the cave (considering the sampled area). The similarity among the fauna present in the reference sectors and other sectors of the cave entrance, and the richness and diversity in each sector were used to delineate the ecotone community distribution.

To determine the similarity among sectors the qualitative Sørensen index (Magurran, 1988) was employed, since we sought only qualitative similarity, regardless of abundance. The matrix was made through the BioDiversity Pro program (The Scottish Association for Marine Science, http://www.sams.ac.uk/index.htm) and values were expressed as percentages of similarity.

**Relationship between environmental variables and species**

The richness and diversity were calculated for each sector defined as described in the similarity matrix. Diversity was calculated using the Shannon index. The relationships among different environmental variables, as well as the relationships between some of the most abundant species and environmental variables were analyzed by linear regression (Zar, 1996).

**RESULTS**

**Climatic variables and the physical environment**

The luminosity reached a 0 Lux value at 68 m from the entrance. A gradual increase from this point until the exterior was identified, where the edge of the cave had luminosity values very similar to those of external points (greater than 2000 Lux) (Fig. 2). The average temperature inside the cave (19.8°C) was lower than outside (26.6°C). A clear tendency for temperature homogeneity was observed in the portions more distant from the cave entrance (ranging from 18° to 22°C) while the external environment showed a wide temperature range, even between nearby grid cells (ranging from 21° to 35°C) (Fig. 3A). The humidity exhibited an inverse pattern to temperature, being higher inside the cave (average 63%) and lower in the outer region (average 50%), even considering that the sampling occurred in the rainy season. The area located between 20 and 40 m inside the cave had the highest relative humidity (average 73%). In this

![Fig. 2. Luminosity (in Lux *10) in the studied grid cells.](image)
region, there were small puddles of water formed from percolating water dripping continuously (Fig. 3B).

The entire epigean environment and cave entrance had higher habitat diversity than the cave. Inside the cave, after 30 m away from the entrance, habitat diversity showed a decline, reaching the lowest values starting from 40 m (Fig. 4A). The organic matter (OM) found in the external cells was mainly composed of litter, some fallen tree trunks and a few tree fragments. All the external cells had part of their surface covered by OM, ranging from 30% to 98% coverage (Fig. 4B and Table 1).

Inside the cave, few patches of organic material were found. Two cells, located approximately 20 m from the entrance, stood out for having 40 and 58% of their surface, respectively covered with bat guano. The other grid cells showed only a small percentage of their surface covered by O.M., generally roots or small tree fragments. In the first 10 m from the cave entrance a large number of cells were covered with litter brought by wind or gravity from the external environment. After 10 m from the entrance,
food resources became scarce with only a few tree fragments, roots and quite old small guano deposits. Most of the organic matter present within the Lapa do Mosquito appears to be imported via a stream which penetrates through the cave or in the form of bat feces.

The predominant substrates on the cave floor were earth and stones. The cells located more than 30 m away from the entrance were almost entirely covered with earth (Fig. 5A), while those located near the entrance (from 0 to 30 m from the cave) had many stones covering the floor (Fig. 5B).
Neuroptera (1 sp), Orthoptera (5 spp), Pscoptera (19 spp), Thysanoptera (2 spp), Chilopoda (7 spp), Symphyla (2 spp), Pauropoda (2 spp), Platyzelmintes (1 sp), Oligochaeta (1 sp) and Hirudinea (1 sp).

Many species (165 – 34.2%) were only found in one cell. The vast majority of species (77%, 372 species) were found in to only one compartment (Epigean, Ecotone, Hypogean), with 63% of these present only in the epigean compartment (236 species), 15% in the ecotone (55 species) and 22% in hypogean (82 species). Altogether, 14 species were present in all three compartments, 49 species were present in the epigean and ecotone compartments, 37 species in the hypogean and ecotone compartments and 11 species were present exclusively in the hypogean and epigean compartments (Table 2).

Table 2. Number of species found in different compartments of the Lapa do Mosquito (*altogether 11 species were found in common in hypogean and epigean compartments).

<table>
<thead>
<tr>
<th>Hypogean</th>
<th>Ecotone</th>
<th>Epigean</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td>11*</td>
<td>37</td>
<td>11*</td>
</tr>
<tr>
<td>55</td>
<td>236</td>
<td></td>
</tr>
<tr>
<td>82</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Among the arachnids, the Araneae order was the richest, with 96 species in at least 27 families. Theridiidae was the richest family (27 species), whereas the most abundant species were Loxosceles similis (n = 3,439) (Sicariidae) and Oecobius navus (n = 1,927) (Oecobiidae).

Among the insects, Coleoptera was the richest, with 97 species in at least 18 families. The richest family was Staphylinidae, with 37 species, and the most abundant species was one of Tenebrionidae (95 individuals).

Most of the species were found in less than 40 sampled grid cells, and only 20 were present in at least 10% of the cells. These species belong to the orders Acari, Araneae (Sicariidae, Oecobiidae, Pholcidae, Theridiidae), Opiliones, Pseudoscorpiones, Collembola (Entomobryiidae), Coleoptera, Diplura (Campodeidae), Hemiptera (Reduviidae), Hymenoptera (Formicidae), Lepidoptera (Tineidae), Pscoptera (Psyllipsocidae) and Polyxenida.

**Richness, diversity, and distribution patterns**

Similar patterns were observed for richness and diversity in the sectors (Figs. 8 and 9). Inside the cave both showed lower values compared to those found in the epigean sectors. However, in the region located at the entrance there is a gradual transition between the epigean and hypogean environments. This transition comprises approximately 20 m, 10 m inside the cave and 10 m outside.

Homogeneity was observed in the richness values of inner sectors farthest from the cave entrance, which ranged between 4 and 8 species per sector. From the initial 10 m of the cave, there was a sharp increase in the number of species, with up to 19 species in the area located 8 m into epigean environment. Then a sharp drop in richness follows, which amounted to 11 species in the most external sector, 20 m from the cave entrance (Fig. 8).

As with richness, diversity was low and relatively constant in the internal sectors farthest from the cave entrance, ranging between 0.6 and 1.0. However, in the entrance zone, from the first 6 m of the cave, there is a marked increase in diversity, reaching a level of 1.8 in the external sector located 6 m from the entrance. From this sector on, diversity remains around 1.8 until the last external sector, 20 m from the entrance (Fig. 9).

The regressions indicated significant and positive relationship (F = 117.67; p < 0.01; r² = 0.485) in the cells between richness and habitat diversity (β= 0.08), luminosity (β = 0.18) and temperature (β = 0.53).
The entrance as a complex ecotone in a Neotropical cave

Delimitation of the ecotone community

The values of similarity between the external reference sector and the other sectors and between the entrance reference sector and the other sectors of the cave are shown in Fig. 10. The similarity between the fauna of the external reference sector and other sectors decreased slowly towards the cave entrance. From the entrance of the cave there is a sharp decline in similarity values, reaching very low values from 10 m within the cave. The similarity values between the external reference sector and sectors located between 10 and 36 m inside the cave ranged from 0% to 2.75%. When compared with the sectors located more than 36 m inside the cave, their similarity between the reference sector is zero.

Thus, from 38 m from the entrance of the cave there are no representative species present in the external reference sector.

The fauna in this reference entrance sector has similarity with all other cave sectors. Initially, the similarity decreases gradually from 26.39% compared with the sector at 4 meters from the entrance, up to 10.53% in the sector located 36 m from the cave entrance. The similarity between the first cave sector (entrance sector) and sectors located 38 m from the entrance shows a tendency towards stabilization of values, which fluctuated between 5.17% and 9.62%. These latter values do not reach zero primarily for the presence of L. similis, Zelurus sp. and O. navus in almost all grid cells sampled.

Superimposing the external reference sector similarity values on the other values and the entrance reference sector similarity values on the others, there is a congruence in the position where the similarities hit their lowest values. From 38 m from the entrance an absence of epigean species, and the absence of species located at the entrance (except some species present throughout the cave environment) was observed.

When superposing both analysis, we can observe a more abrupt transition zone, corresponding to 20 m (+10 m from the entrance). However, a more tenuous transition zone can also be observed, which extends until 38 m inside the cave.

DISCUSSION

Most of the works in cave environments are mainly focussed on troglobitic organisms and ecological generalizations are frequently made based on these species (Sket, 1999; Culver & Sket, 2000; Christman & Culver, 2001; Gibert & Deharveng, 2002; Schneider & Culver, 2004; Deharveng, 2005; Gibert & Culver, 2005; Hobbs III, 2005; Humphreys, 2005). The frequent emphasis given to troglobite species may be important to discuss ecological patterns of organisms in this category, but may not be the best strategy when you want to evaluate the cave community as a whole, especially when dealing with tropical caves. This emphasis on troglobitic organisms demonstrates the low priority that many researches have been giving, historically, to the understanding of the functioning of cave environments as a whole (Ferreira, 2004; Lunghi et al., 2014). Although cave entrances are part of the cave system, little attention has been given to these regions and few studies have addressed the relationships of organisms present there to the subterranean environment (Culver & Poulson, 1970; Peck, 1976; Gers, 1998; Prous et al., 2004; Novak et al., 2012; Lunghi et al., 2014; Manenti, 2014).

As suggested by Kark and van Rensburg (2006) “ecotones can be defined as areas of steep environmental transition along an environmental gradient, where the environment rapidly shifts from one type to another based on abiotic (e.g., climatic) and/or biotic factors”. However, Kolasa & Zalewski (1995), demonstrated that the evaluation of ecotone attributes depends on the spatial and temporal scale in which the data is collected.
and the ecotone is conceptualized. Considering the ecotones between epigean and subterranean systems, there are also different approaches that have to be taken in account. Ecotones occur in all caves, and its dimension is extremely variable. Some studies regarding groundwater/surface water ecotones have shown that these zones can extend for hundreds of kilometers (Gibert et al., 1990; Gibert et al., 1997). On the other side, Pellegrini & Ferreira (2013) found an ecotone of few meters between a bat guano pile and the adjacent cave soil in a Neotropical cave in Brazil. Furthermore, there are also more generalistic (and realistic) approaches of the subterranean/external ecotones. Moseley (2009) proposed that caves are environmental and faunistic transitional regions between the surface and the host rock fissure system, thus, can be entirely considered as ecotones.

In this study, we used different biotic and abiotic parameters in order to identify the ecotone extension in the cave entrance. Considering the biotic parameters (richness and diversity), we could identify an “abrupt” transition, extending from the dripline until 10 m inside the cave. However, when considering the abiotic parameters, especially luminosity, it is possible to identify a wider transition zone, which extends until 38 m inside the cave. Accordingly, the ecotone zone is actually “fractionated”, being composed by two areas: the abrupt ecotone (10 m inward the cave) and the “tenuous” ecotone, which could be considered as an “amortization” of the main, biological and abrupt, ecotone (38 m inward the cave).

Thus, as proposed by Kolasa & Zalewski (1995) we could identify two different ecotone “ranges”. The first comprising a wider zone, more determined by physical attributes that could vary more rapidly depending on seasonal external changes (e.g., temperature, moisture and luminosity). The second consists in a narrower and abrupt transition zone, determined by biological attributes, which probably show slower responses to environmental changes.

Both ecotones zones are extremely important, apart from being certainly interdependent. Furthermore, both zones are certainly dynamic, and their extension can increase or decrease depending on the season. Unfortunately, we only performed one collection, what prevent us to explore such dynamic nature of the ecotone zone.

**The physical environment of the entrance**

The entrance of Lapa do Mosquito is an obvious climatic transition zone between the epigean and hypoge an environments where, towards the interior, the temperature and humidity ranges are lessened, an effect already observed in other studies (Turquin & Bouvet, 1977; di Russo et al., 1997; Serena & Meluzzi, 1997; Pentecost & Zhaohui, 2001).

At the entrance of the Lapa do Mosquito, the regressions showed a clear relationship between luminosity and temperature, but only up to a certain light intensity (~ 5 ln Lux). At lower intensities, the temperature is stabilized regardless of the luminosity, that continues to fall, similar to that found by Pentecost and Zhaohui (2001). This precludes the adoption of climatically distinct “zones” that include areas of penumbra, variable temperature and constant temperature (Mohr & Poulson, 1966; Poulson & White, 1969). As noted by Gamble et al. (2000), it is evident that this zoning, initially suggested for caves in temperate environments, can hardly be adopted for tropical caves, since the latter are subject to wider temperature and moisture ranges than those present in temperate region caves, so that these zones may vary over the course of one day.

Since the presence of light at the entrances of caves is a major factor for the presence of several organisms (Serena & Meluzzi, 1997; Pentecost & Zhaohui, 2001), the definition of zones based on that variable can be more appropriate from a biological point of view. Culver (1982) described a zonation composed of the euphotic zone (where there is incidence of direct light), disphotic (where there is incidence of reflected light) and aphotic. Lightness values below 5 ln Lux (from which there is temperature stabilization) occur at about 30 m from the entrance of Lapa do Mosquito Cave and correspond to the beginning of the disphotic region, reinforcing the consistency of this zonation. Thus, the use of this zonation seems to be more consistent in the cave studied and possibly for other caves located in tropical regions.

**Spatial patterns of richness and diversity**

The overall diversity of cave communities is notoriously low compared to that observed in epigean environments. Sket (1999) posed three reasons to explain this low diversity: 1 - Limited access to the habitat - the entrances are few and small compared to the total area of the cave, restricting the ability of a particular organism find this entry and access it; 2 - Relative habitat homogeneity - the habitat diversity is very low compared to epigean environments with vegetation and climate variations; 3 - Low energy availability - the absence of primary producers, with the exception of some chemoautotrophs, restricts the availability of food resources. The low diversity and richness found in the deepest hypoge an part of the study area compared to the epigean environment may reflect the relative homogeneity of the habitat in areas farther from the entrance and the low availability of food resources.

The wind is not very efficient as a vehicle regarding the transport of large particles for large distances, and most of the organic matter is located in the first few meters of the cave, where there is a large slope. In regions farther from the entrance, the floor was covered almost entirely by earth. Furthermore, temperature, humidity and light were environmental attributes only slightly variable. These factors result in a lower habitat and trophic resource diversity and therefore less biological diversity. Other studies have shown that the structural complexity of the habitat within caves has a positive relationship with important arthropod diversity (Culver, 1969; Poulson & Culver, 1969).

Since cave entrances are considered ecotones and that one of the typical characteristics of ecotones is the presence of species from adjacent environments plus the exclusive species, it would be natural to admit that this area is the most diverse or richest in species.
The entrance of the Lapa do Mosquito, however, presented an intermediate diversity and richness to those of adjacent epigean and hypogean environments. These results confirm the predictions of Hansen et al. (1988a), who argue that intermediate diversity can be found in ecotones present between environments of very distinct diversity, in which one environment has much higher diversity values than those found in the surrounding environment. Furthermore, several other authors, also working on ecotones, also found intermediate values of richness and diversity in comparison to the adjacent systems (Helioila et al. 2001; Malan, 2001; Dangerfield et al., 2003; Specter & Ayzama, 2003). In ecotones located at the entrances of caves Culver & Poulson (1970), Gers (1998) and Prous et al. (2004) also noted that diversity and richness are intermediate to those found in epigean and hypogean environment.

Hansen et al. (1988a) have also suggested that a lower diversity can be found in ecotones comprising areas susceptible to severe and constant disorders. Peck (1976) observed a lower biodiversity at the entrance of a cave located in a temperate region (Alabama, United States), which undergoes strong annual temperature ranges. To date, there are no studies that have established that the diversity is greater at the entrance of the caves.

Cave entrances as ecotone with selective membrane function

Ecotones are described as membranes of selective permeability to their biotic and abiotic components (Bider, 1968; Wegner & Merriam, 1979; Wiens et al., 1985; Schowenwald-Cox & Bayless, 1986; Hansen et al., 1988a; Hansen et al., 1988b; Johnston & Naiman, 1987; Fagan et al., 1999; Prous et al., 2004; Yarrawa & Salthe, 2008). The drop in the number of herbivores in the transition from the epigean to hypogean, and the reduction in the richness generally indicates the cave entrance functions as a membrane of selective permeability, as suggested by Prous et al. (2004).

According to Strayer et al. (2003) this “membrane” can act on species, matter or energy in different ways, and can partially transmit them, transform them, absorb them, reflect them, amplify them or act neutrally. The filters present in these membranes can be biological or physical. Most species of the Lapa do Mosquito epigean and hypogean environment are not able to cross this membrane located at the entrance. The entrance of the cave acts as an impermeable membrane for these species, not allowing the passage of organisms from one environment to the other, since this entrance is dry compared with the adjacent environments. This impermeability effect of the transition areas on animals is well documented (Wiens et al., 1985; Duelli et al., 1990; Fagan et al., 1999; Lidicker, 1999).

Several predator species (e.g. Salticidae) and herbivores (e.g., Cicadellidae) are absorbed by the ecotone, being able to establish themselves in the entrance area where there is still enough light to allow visual predation and the presence of photosynthiziers, but unable to colonize the environment within the caves. In this case, the ecotone can function as a “sink”, where some species are able to colonize the area, although the ecotone itself do not represent their optimum habitat. Therefore, some of these species may reach the edges of their distribution range at the ecotone (comprising peripheral populations) (Shmida & Wilson, 1985). According to Sket (2008) accidental species “are not very important for understanding subterranean life or for the refinement of theoretical speleobiological questions”. However, such species can have special importance in some cave food webs, as in the case of some ecotonal communities.

Some species of generalist predators, very common in the hypogean environment, like spiders of the genus Loxococeles and Isoctenus and hemipterans of the genus Zelurus, had their populations increased when they colonized the caves. The strong selective pressures of the cave environment, such as low abundance of potential prey and the absence of light, restrict the colonization and establishment of populations within the cave to a few generalist predators pre-adapted to the hypogean conditions. The reduction in interspecific competition and intra-guild predation caused by the reduction of predators enables the increase in the population size of species able to colonize the hypogean environment when compared with epigean environment populations.

The light seems to be one of the most important filters of this membrane, preventing the presence, inside the cave, of any organisms (predators, herbivores and detritivores) that depend on it to hunt or find their food. However, apparently the presence of light is not the only filter, since the distribution of the species present in the ecotone is not directly associated to it, there being no reduction of all species as the light itself decreases. This fact indicates the presence of other filters influencing the presence or distribution of species in the ecotone zone.

The environmental stability and food availability can also function as filters. The presence of larvae of Neuroptera (Myrmeleontidae - antlion) in a given area is strongly associated with the presence of prey and environmental factors such as temperature and soil compaction and the frequency of trap disturbance (falling leaves, rain) (Gotelli, 1993; Gatti & Farji-Brener, 2002; Farji-Brener, 2003). The antlion has the great benefit of taking shelter in the cave entrance, reducing the risk of their traps being destroying by rain or leaf fall and being under shelter from intense insolation. Allied to this environmental stability is the high frequency of potential prey, such as ants and beetles, present in large numbers in the epigean environment and that transit through there. Despite the abundance of prey not being considered a determining factor in the distribution of antlion populations (Gotelli, 1993; Crowley & Linton, 1999), it is likely that colonization of the hypogean environment by these species is hindered by shortage in abundance of cursorial prey, which is a filter that influences the antlion distribution. In the two registrations of antlion larvae inside Brazilian caves (in aphytic), they were on guano patches and did not built funnel traps (Ferreira
Interactions among species also include biological filters. The high abundance of spiders of the genus *Loxosceles* and antlions on the floor of the tropical cave entrances can act as a filter absorbing cursorial epigean species that “venture out” to enter the caves. Likewise, these predators can prevent the exit of individuals who could at some point colonize the interior of the cave. One piece of evidence that predators can act as a filter at the entrances of the caves is the fact that most troglobitic organisms (harvestmen, bats, moths, crickets) are winged or parietal (moving on cave walls) avoiding predation by predators on the soil, like antlions and spiders *Loxosceles* spp.

Moreover, in tropical caves, most invertebrate species are troglobitic, even species of large size and high motility. Thus, even being able to move into epigean systems (notoriously rich in food), most species seems to prefer to stay inside the caves, avoiding regular movements between epigean and hypogean systems. Such behavior may possibly be due to the presence of these important biological filters (predators) established at the entrances of caves, which act continuously selecting species apt to remain inside the caves.

Thus, the ecotones at cave entrances serve as selective permeability membranes, acting in different ways on different species. The combination of the different biotic and abiotic filters is responsible for the presence and distribution of species at the entrances of the caves as well as within them.

Since the spatial arrangement of the ecotone community depends on the combination of various factors, including climate, it is important to note that seasonal variations can lead to changes in the community over time. Probably ecotone communities are dynamic, modifying their spatial structure in response to external variations (Prous et al., 2004).

**Final considerations**

Human actions have generated major changes in cave ecosystems, such as cave suppression, alterations in water dynamics, eutrophication of waterways, changes in food supply, among others (Gibert, 1997; Horta & Ferreira, 2001; Elliott, 2005). Cave entrances are regions that often undergo changes and impacts of anthropogenic nature, such as deforestation, corral setups, residential construction, material deposits, dams, shrines, tourist infrastructure and even scientific excavations. The impacts caused by various human activities range from the ad hoc, such as trampling from a sporadic visitation to large-scale impacts such as floods and excavations, which can lead to the complete destructuring of cave entrances and consequently the communities associated with them.

Various studies have demonstrated how cave systems depend on epigean environments to maintain their structure, mainly as suppliers of food (Clarke, 1997; Gillieson & Thurgate, 1999; Simon & Benfield, 2001; Poulson, 2005; Souza-Silva et al., 2012). Despite the importance of cave entrances as interfaces between epigean and hypogean environments, influencing the flow of nutrients and the ecotope and cave community structure a whole, studies on how changes in the epigean environment can affect entrance areas and their communities are still very scarce, most are restricted to aquatic environments (Gibert et al., 1990; Gibert & Fournier, 1997; Gillieson & Thurgate, 1999; Neil, 2004; Sharipova & Abdullin, 2007). This neglect of the cave entrances is due to various reasons such as:

1) incorrect application of presumption, assuming, for example, that this is a region that can contribute little to the cave community, or, assuming that being an ecotope zone, it has greater diversity;

2) difficulty of working in such environments, since they are no longer stable and simplified environments as is the hypogean, considered an ideal laboratory for ecological studies (Culver, 1982);

3) greater historical interest for troglobite species, which tend to preferentially distribute in regions farther from the entrances;

4) greater interest in population studies than in studies on the ecosystem as a whole.

The caves should be considered as a functional unit, consisting of different species, with varying degrees of specialization and ecological processes that depend on intrinsic ecological processes and others directly connected to the external environment (Poulson, 2005; Moseley, 2009). From this perspective, studies of cave entrances and their respective communities are paramount for any action toward their conservation and management.
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Abstract: High resolution terrestrial laser scanning (TLS) within the Simud Hitam Cave, Gomantong, has proven successful at discriminating the nests of black-nest swiftlets from roosting bats in high, inaccessible locations. TLS data were imported into ArcGIS software, allowing for semi-automated counting of nests based on resolved geometry and laser return intensity. Nest resolution and counting accuracy was better than 2%. Spatial analysis of nest locations has established a maximum packing density of 268 nests/m² in optimum locations, which correspond to roof slopes of >20 degrees. Co-occurring Rhinolophid bats roost adjacent to, but not within nest locations, preferring roof surfaces close to horizontal.
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INTRODUCTION

One of the more unusual features of the caves of Borneo is their role in the edible bird’s nest industry. The nests in question are produced by swiftlets of the genus Aerodramus, notably A. maximus, the Black-nest swiftlet, and A. fuciphagus, the White-nest swiftlet. These birds roost high in the roofs of a relatively small number of large caves, of which the Gomantong caves are amongst the most famous (Burder, 1961; Price, 1996; Lundberg & McFarlane, 2012; Fig. 1). The nests are constructed from a sticky salivary exudate that forms the matrix for the cup-shaped nests. The exudate is a glycoprotein (Kathan & Weeks, 1969) which has been harvested as a delicacy in Chinese cuisine since at least the 16th Century (Lim & Cranbrook, 2002). A. maximus earns its vernacular name because its

Fig. 1. Plan of the main entrance area of Simud Hitam, showing the “Swiftlet Slit” (circled, with arrow).

*dmcfarlane@kecksci.claremont.edu
nests include a large percentage of feathers and vegetative debris; the nests of *A. fuciphagus* are formed of more-or-less pure salivary exudate, and are therefore the more valuable product. In the late 19th Century, annual nest exports from caves in Sarawak were the 6th largest source of revenue for the Government (Lim & Cranbrook, 2002).

Currently, Sabah harvests nests from 27 different caves or groups of caves, together with a growing infrastructure of artificial “swiftlet barns”, and in 2009 exported 8876 kg of nests with a value of ~US$ 4.2 million (Lim et al., 2012). Monitoring and assessment of swiftlet nesting behavior and productivity in these caves is essential to the long-term sustainability of the industry, but is difficult because of the physical inaccessibility of the sites (Francis, 1987). Conventional photography, which images portions of cave roofs from a single angle, has proven impractical for anything other than very localized (~10 m²) assessment. Here we present a proof-of-concept study that tests the utility of terrestrial LiDAR-based scanning for larger-scale cave swiftlet monitoring through discrimination of nests from roosting bats and small scale rock features.

In recent years, the increasing availability and decreasing size of three-dimensional laser scanners, sometimes called ‘terrestrial LiDAR’ scanners (TLS), has generated numerous examples of their use underground. Early examples include Marais (2005), Fryer et al. (2005), and Silvestre et al. (2015). Until recently, these projects have been largely of a simple imaging nature. Current trends are towards the use of 3D laser scanning technology to address specific scientific questions, such as passage stability analyses (Lyons-Baral, 2012), and ice volume studies (Petters et al., 2011; Buchroithner et al., 2012; Milius & Petters, 2012; Berenguer Sempere et al., 2014; Burens et al., 2014). There has also been an increase in the scanning of progressively more technically-difficult and complex caves (e.g., Buchroithner & Gaisecker, 2009; González et al., 2009; Addison, 2011). The use of TLS as a biological inventory tool is reflected in the work of Azmy et al. (2012), who demonstrated that the technology could be used to precisely count roosting bats in a Malaysian cave, and in some cases, could discriminate between different bat species.

**METHODS**

In July 2012, *Simud Hitam* (the “Black Cave”) was scanned using a FARO Focus 3D instrument (McFarlane et al., 2013), generally at ¼ resolution mode (= 244,000 points/second, yielding an x-y-z point cloud spacing of 12.5 ± 2 mm ranging error, at typical wall/roof distances of 20 m), with additional scans at full resolution (x-y-z point cloud spacing of 3.1 ± 2 mm at 20 m) where required for specific analyses of small targets such as bats and nests. The size and orientation of the nesting/roosting surface [essentially horizontal with respect to the floor] required only a single scan. Data processing was done with FAROSceneLT v. 5.0.1 software (http://www.faro.com/faro-3d-app-center/stand-alone-apps/scene-lt). Here, we present an analysis based on a full-resolution scan of the roof of an 11.04 m² roof area (x-y plane), a re-entrant named “Swiftlet Slit” (Lundberg & McFarlane, 2012), in the west wall of *Simud Hitam* (Fig. 2a, b) which hosts both Black nest swiftlets and Rhinolophid bats (*Rhinolophus borneensis/creaghi*). This section of the cave was chosen for proof-of-concept, because its size, orientation and proximity to the cave entrance allowed for conventional photography, and hence the ability to check TLS point cloud data against reliable, visual discrimination of nests and bats.

Feature discrimination was achieved using a combination of geometry and laser return intensity. The spatial (x-y-z) data were read into ArcGIS (v. 9.3), together with the TLS intensity values (a function of target distance, laser incidence angle, and surface reflectivity: González et al., 2010; Balduzzi et al., 2011) for each data point. Intensity values were not distance corrected. We first examined a sub-set of the data, in which bats and nests were clearly identifiable in the spatial data set. ArcGIS Spatial Analyst was used to...

---

**Fig. 2.** A) Color photograph of the Swiftlet Slit, and B) TLS point cloud depiction of the same area. Note that the point-cloud provides a true planar view, without perspective distortion. View is vertically upwards, northwest at the top of the figure.
RESULTS

The total area (x-y) of the “Swiftlet Slit” roof is 11.04 m$^2$, the apex of which is a bedding plane oriented approximately horizontal with respect to the floor. The model over-estimated bat numbers by 15.1% relative to the manual count (apparently due to non-discrimination of small rock projections); nests were undercounted by 1.5%, relative to our photographically-based manual counting (Table 1). A total of 526 nests of the Black-nest Swiftlet (Aerodramus maxima) were present in July 2012, giving an overall nest density of 47.6 nests/m$^2$. However, nests are neither randomly distributed, nor clustered in the available roof area. Ripley’s K-function analysis demonstrates a statistically significant dispersion at scales greater than ~ 0.6 m (p < 0.05). Nearest neighbor analysis shows that the nests tend to be regularly spaced at ~ 6.1 cm inter-nest centroid distance, equivalent to a theoretical maximum density of 268 nests/m$^2$. Median slope of the nesting surface was 55.5º (minimum slope 20º).

Table 1. Effectiveness of manual versus automated counts of bats and swiftlet nests, using TLS imagery.

<table>
<thead>
<tr>
<th></th>
<th>Manual count of TLS imagery</th>
<th>Automated model count</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bats</td>
<td>152</td>
<td>175</td>
<td>15.1%</td>
</tr>
<tr>
<td>Nests</td>
<td>526</td>
<td>518</td>
<td>1.52%</td>
</tr>
</tbody>
</table>

In contrast, Rhinolophid bats (N = 152) roost in an over-dispersed pattern with mean nearest-neighbor distance of ~ 6.1 cm. We determined a median slope of the roosting and nesting areas using the ArcGis/Spatial analyst “Slope” tool.
distances of 13.0 cm. Their preferred roosting surfaces have slopes of median 31.4° (minimum slope 2°): i.e., they are often steep roof surfaces which allow the bats to hang freely. A profile section across the Swiftlet Slit (Fig. 6) shows the differences in slope that define bat roosting versus swiftlet nesting areas.

CONCLUSIONS

Terrestrial laser scanning at Gomantong has now imaged the entire roof (and walls and floor) of Simud Hitam. The size of the point-cloud dataset, in excess of 5 billion points, creates significant software processing challenges (e.g., Addison, 2011), but these can be addressed by breaking the whole-cave data set into sections for separate processing in ArcGIS software.

High-resolution terrestrial laser scanning provides a potentially effective tool for assessing swiftlet nest densities on high cave roofs, even in total darkness. TLS data also permits the evaluation of areas of cave roof that are potentially suitable for nests, and therefore facilitates the calculation of upper population size limits. Our demonstration of micro-habitat segregation between rhinolophid bats and black-nest swiftlets, based on roof/wall slope, has not previously been formally described but is a promising avenue for future research. Together with further research to narrow the spatial constraints on swiftlet nesting surfaces, and potentially discriminate between white-nest and black nest swiftlet micro-habitat preferences, TLS techniques may be able to quantify the original pre-harvesting swiftlet population size.
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INTRODUCTION

Karst terrains, characterized by closed depressions, subsurface drainage, and caves, account for approximately 10-20% of Earth's land area (Palmer, 1991; Gillieson, 1996). The degree of karst development varies from region to region as a result of climatic conditions and relief. Consequently, a land surface may exhibit gently rolling soil covered plains with slight depressions or it may include deep depressions, isolated towers, and pointed hills (White, 1988).

Dissolution plays a more significant role in the development of karst landscapes than in other landscapes (Jennings, 1985). However, studies have shown that physical erosional processes may also play an important role in the formation of karst systems (Aley, 1965; Sanders, 1981; Palmer, 1991; Bosch & White, 2004; Dogwiler & Wicks, 2004). Regardless of the erosion process, the formation of karst in suitable rock types requires the movement of water, with the local relief being the driving force for the water movement (Jennings, 1985). Over time, water draining the basin may transition from a surface-dominated drainage to a subsurface-dominated drainage. As a result, rather than having an integrated fluvial network with small headwater streams in the headlands draining to higher order streams, karst drainage basins may contain tributary streams that end abruptly in swallets, and large streams that emerge at karst springs with no surface tributaries (Leopold et al., 1964; White, 1988).

The degree to which sediment serves as an abrasive agent is dependent on the mobility of the sediments (White & White, 1968; Sklar & Dietrich, 2001; Dogwiler & Wicks, 2004). Past studies suggest that karst streams are armored with relatively immobile substrates (White & White, 1968). However, work by Dogwiler & Wicks (2004) and Van Gundy & White (2009) in fluviokarst systems indicate that surficial and subterranean karst stream substrates are...
mobile during bankfull discharge conditions and can be predicted by standard shear stress analysis approaches (Baker & Ritter, 1975; Lorang & Hauer, 2003; Herman et al., 2012). Within the fluvio- karst system of Devils Ice Box in Boone County, Missouri, Dogwiler & Wicks (2004) observed that stream flows capable of entraining $d_{50}$ and $d_{60}$ particles occur at intervals of 2.4 and 11.7 months, respectively. The frequent particle impact and abrasion by bedload contributes to the loosening and removal of bedrock and creation of greater surface area on the sediment, increasing the rate of incision by mechanical and chemical processes within the karst system (Whipple et al., 2000). During baseflow, the sediment substrate overlying many active karst streams may hinder dissolution, leaving mechanical weathering as the dominant stream-shaping process.

Incision processes are dominant in the upper reaches and depositional processes dominate the lower reaches of a stream; thus, under normal conditions, the profile will be the most gentle near the mouth and steepest near its watershed divide (Leopold et al., 1964). In karst regions, stream profiles may have similar characteristics as profiles for non-karst streams, but due to the nature of the rocks (i.e. carbonates), water and sediments may be diverted from the surface into the subsurface, stream piracy. By altering changing the water pathways and subsequently, the processes of incision and deposition, the surface stream profile may evolve such that some reaches, downstream from where water is lost to subsurface pirating, experience little flow and much slower rates of incision.

In karst regions, a profile in equilibrium may contain a concave-downward segment as streambed piracy becomes more complete and better integrated with the subsurface drainage system (Fig. 1). By rerouting water underground, the surface expression of the stream may not change in the downstream reach as the absence of water results in no incision. However, upstream from the water sink (swallet) and downstream from the water resurgence, sediments will continue to be transported or deposited, causing the reaches upstream of the swallet and downstream of the resurgence to incise. The concave-downward profile becomes more pronounced as surface-stream incision becomes less effective and shorter-lived during heavy rainfall events (George, 1989). The presence of concave-downward segments along the stream profile may indicate the position of shafts or other underground entrances within the stream channel. The lack of concave-downward sections may suggest that the system lacks a connection to subsurface drainage and represents a surface (non-karst) system in equilibrium (George, 1989).

The objectives of this study were (1) to determine if a detailed longitudinal profile would reveal anomalous segments, ones that do not exhibit characteristics of fluvial systems or show karst window features, along the course of a karst stream and (2) to assess if sediment mobility can be used as a proxy for these anomalous segments. Quantitative and qualitative analyses of the relationship between the longitudinal profile, geomorphology, sediment characteristics, and known karst features along the course of the studied valley were used to elucidate the geomorphic history of the valley.

**LOCATION**

Field work was conducted in the Horn Hollow karst system, at Carter Caves State Resort Park (CCSRP) in northeastern Kentucky (Fig. 2). The study area is located within the northwest-central portion of Carter County, Kentucky. Typical to the geologic region, Carter County has numerous deeply-incised valleys, with elevations ranging from 345 m at the highest point to about 100 m at base-level. Approximately one-quarter of Carter County consists of karst landscapes and there are over 200 named pits and caves within a 40 km radius of CCSR (McGrain, 1966; Engel & Engel, 2009; Jacoby et al., 2011a; Jacoby et al., 2011b; Peterson et al., 2011; Jacoby et al., 2013; Angel & Peterson, 2015). The bedrock units in the study area are Mississippian and Pennsylvanian in age. A sequence of carbonates with a maximum thickness of about 25 m are bounded stratigraphically by siliciclastic units (Engel & Engel, 2009). The bedrock in the area is on the west limb of the Waverly Arch and dips slightly (>2°) to the east-southeast (Rice et al., 1980). Eastern Kentucky is part of the tectonically quiescent North American craton. Karst development in the region is often controlled by subtle localized variations in dip of the relatively horizontal bedding (Palmer, 1989). Readers are directed to Engel & Engel (2009) and Ochsbenbein (1974) for detailed descriptions of the stratigraphy, regional structure, and topography of CCSR.

The Horn Hollow karst system is a fluvial karst system consisting of the surface and subsurface drainage system associated with Horn Hollow Creek (Dogwiler & Wicks, 2004; Angel & Peterson, 2015). The system is a hidden valley perched 14 meters above Cave Branch, the main surface water stream within the park (McGrain, 1966). Horn Hollow Creek is ultimately a tributary of the Ohio River, via Cave Branch and Tygert’s Creek.

At several points along its longitudinal profile Horn Hollow Creek is diverted into the subsurface and then resurgence downstream (Fig. 3). Upstream of Bowel Spring, stream flow is intermittent. Dye tracing has shown that Boundary Cave drains to Bowel Spring and is fed by vadose infeeder located in some of the small upstream tributary valleys (Angel & Peterson, 2015). A published
Longitudinal profile and sediment mobility within a fluviokarst stream system

Reach with a well-defined surface channel connects the upstream and downstream entrances of Cobble Cave and serves as an overflow path for higher discharges.

From the resurgence of Cobble Cave, Horn Hollow Creek flows to the upstream entrance of Horn Hollow Cave. There is no surface overflow route around Horn Hollow Cave (Fig. 4); thus, during large discharge events water backs up in the valley between Cobble and Horn Hollow Caves. The stream follows a short, traversable path through Horn Hollow Creek and then sinks into the streambed immediately after emerging to the surface at the downstream end of the cave. The dry surface channel between Horn Hollow Cave and

Fig. 2. Location and topography of Horn Hollow Valley at Carter Caves State Resort Park.
Granger et al. (2001) and Anthony and Granger (2004) demonstrated the role of the glacially-influenced development of Teays and Ohio River drainages during the Pleistocene on karst development in those systems. The CCSRP karst was likely formed by related processes during the Pleistocene (Engel & Engel, 2009). Accordingly, the karst development in CCSRP would have occurred as base-level changes caused by the evolution of the Ohio River drainage raised and lowered water tables in the region. As the water tables adjusted, surface valleys, and the associated fluviokarst, would have incised or aggraded.

The upstream ephemeral end of Horn Hollow Creek dissects the siliciclastic units that overlie the Mississippian carbonates. There are a number of smaller draws cut into the valley along either side of the blind valley wall near the confluence with Cave Branch is a well-defined and relatively large overflow route that clearly can handle significant flows.

The flow paths at the downstream end of the system are more complex than in the rest of the valley. Dye traces have demonstrated that base flows are routed through New Cave, which has a small entrance in a depression at the blind valley wall. The flow path is not traversable, but the water emerges from a spring at the lower end of H₂O Cave very near the confluence with Cave Branch. During successively higher discharges water is routed first through H₂O Cave and then through Laurel Cave, which also have entrances in the blind valley wall depression.

The timing of karst formation in CCSRP is not well-constrained by quantitative dating. However, the general geologic setting is similar to the Mammoth Cave karst to the west and the adjacent Cumberland Plateau karst. Granger et al. (2001) and Anthony and Granger (2004) demonstrated the role of the glacially-influenced development of Teays and Ohio River drainages during the Pleistocene on karst development in those systems. The CCSRP karst was likely formed by related processes during the Pleistocene (Engel & Engel, 2009). Accordingly, the karst development in CCSRP would have occurred as base-level changes caused by the evolution of the Ohio River drainage raised and lowered water tables in the region. As the water tables adjusted surface valleys, and the associated fluviokarst, would have incised or aggraded.

The upstream ephemeral end of Horn Hollow Creek dissects the siliciclastic units that overlie the Mississippian carbonates. There are a number of smaller draws cut into the valley along either side of
of Horn Hollow. However, the only well-developed tributary valley is Redbird Draw (Fig. 3). Horn Hollow Creek is routed through alternating surface reaches and sub-surface cave reaches several times as it moves down gradient through the system. The head waters are located in Level 4, the uppermost cave level designated by Jacoby et al. (2011b). Coinciding with Cave Levels 4 and 3 within the valley, a dry surface channel overlies the cave stream. The presence of a defined dry channel indicates that the stream once dominated the surface and has since been rerouted to the subsurface. In other sections of the valley, no well-defined surface channel is present, indicating subsurface flow has been dominant in these reaches for extended periods of time. Lying 14 meters below Horn Hollow Creek and within Cave Level 1, Cave Branch serves as base level and the driving force for active downcutting within Horn Hollow Valley.

**METHODOLOGY**

Survey data were collected using a Trimble GeoExplorerXT (dGPS), a Nikon Pulse Laser 333 Station (NPLS), and a Laser Atlanta Advantage C1 Laser Range Finder with a Dual Encoding Tripod. Surveys along the thalweg of the stream channel were performed with the NPLS. In many cases, water was not present within the valley, so geomorphic indicators, such as sediment distribution and low points within the streambed, were used to approximate thalweg location. Along the course of the valley, the dGPS was used to record the coordinates of the survey base stations (which were subsequently differentially corrected) and various karst features, which were used to georeference the survey data.

Along the course of Horn Hollow Creek, the stream water enters and exits a number of caves. One of the larger caves is Horn Hollow Cave (HHC). HHC was surveyed using the LRF; a Suunto Tandem surveying compass and a measuring tape were also used as a backup and to ensure accuracy of the survey. No surficial stream channel exists in the reach drained by HHC. Thus, the HHC survey serves to connect the upstream and downstream surface stream profile surveys.

In conjunction with the longitudinal profile, cross-sectional profiles were surveyed at locations where channel morphology and sediment distribution appeared to have unique characteristics setting it apart from upstream characteristics. Cross-section were surveyed in channel sections that were riffles. Because some channel segments receive infrequent surface flows due to subsurface piracy channel morphology and bedforms were poorly expressed. In these segments the author’s best judgment was used to identify riffle-like areas with caution to avoid any reaches that showed pool-like morphologies. Additionally, the observations used to choose cross-sectional locations included changes in channel morphology, distinct differences in sediment distribution of the bed material, and proximity to known karst features and tributaries. At cross-sections where sediment was available, pebble counts (Wolman, 1954) were performed in an area bracketed from 1 meter upstream to 1 meter downstream of the cross-section. Each count consisted of 100 samples, with the exception of cross-section number one, because of the large amount of small particles at that location. Most of the sediment particles were observed to be carbonates with the remaining fraction consisting of siliciclastic rocks, presumably transported from the upland areas of the watershed. The sediment was measured along the intermediate axis using an Albert Scientific Gravelometer.

Potential for sediment movement was examined using the critical shear stress \((\tau_c)\), which represents the tractive force at which particle entrainment begins to occur. Mathematically, \(\tau_c\) is expressed as

\[
\tau_c = \Theta_{ec}(\gamma_w)^d (1)
\]

where \(\Theta_{ec}\) is the critical dimensionless shear stress, \(\gamma_w\) is the weight density of water in N m\(^{-3}\), \(\gamma_s\) is the weight density of water in N m\(^{-3}\), and \(d\) is the particle diameter in m. Within the Horn Hollow karst system, because of the large amount of water necessary to cause flow along the stream surface, any amount of flow through the valley would be turbulent (i.e., \(\Theta_{ec} = 0.044\)). As most common sediments have a weight density of 26,000 N m\(^{-3}\) and water has a weight density of 9,800 N m\(^{-3}\), the \(\tau_c\) equation may be rewritten as

\[
\tau_c = 0.044(26,000 - 9,800)d = 713d \quad (2)
\]

resulting in units of N m\(^{-2}\).

Sediment data gathered at the cross-sections were used to calculate critical shear stress values for the \(d_{50}\) and \(d_{85}\) particles. The \(d_{50}\) and \(d_{85}\) particle sizes were determined by creating cumulative frequency plots for each pebble-count and determining the grain-size that coincided with the 50\(^{th}\) and 85\(^{th}\) percentile, respectively. The \(d_{50}\) particle represents the median size of the sediment substrate and a lower bracket for estimating sediment mobility. The \(d_{85}\) particle represents an upper threshold for estimating armor destabilization and wholesale substrate mobility (Parker & Klingeman, 1982; Nino et al., 2003).

Calculations for basal shear stress \((\tau_b)\) for the Horn Hollow system followed earlier work by Dogwiler & Wicks (2004), employing the equation:

\[
\tau_b = \gamma_w h S_c \quad (3)
\]

where \(h\) is water depth in m, \(\gamma_w\) is the specific weight of the fluid (9,800 N m\(^{-3}\)), and \(S_c\) is the channel slope in m/m (i.e. dimensionless). The threshold for entrainment \((\tau_b / \tau_c > 1)\) coupled with the calculated \(\tau_c\) values were used to determine the water depth required to entrain the \(d_{50}\) and \(d_{85}\) particles at each cross-section.

**RESULTS**

**Longitudinal Profile**

The longitudinal profile (Figs. 2 and 3) of Horn Hollow Creek was surveyed during baseflow conditions. The starting position for the stream survey was located in the northern portion of Horn Hollow Valley and was
set as the 0 m location for both distance and elevation. The survey concluded at the entrance to Laurel Cave. Overall, 2,031 m of stream were surveyed with a total elevation drop of 24.88 m in elevation, producing an average gradient of 0.012.

**Upper Segment**

With the exception of high-volume recharge events, the upper segment (0 – 720 m) of Horn Hollow Creek is dry. That segment has a stream gradient of 0.020. The majority of grains are angular to sub-angular. The sizes of the $d_{50}$ and $d_{85}$ grains generally decrease downstream along the profile, following a classical downstream progression (Fig. 3 and Table 1).

Comparison of grain size between HH1 and HH2 indicates that the grain-sizes at the two locations are significantly different (Fig. 3). In other stretches from HH3 to HH5, the channel consisted of bare bedrock surface riddled with dissolved pathways and in some areas karren features are present. From HH3 through HH5, the valley has a V-shaped cross-section, indicative of rapid downcutting. Just beyond HH5, the channel elevation rises 0.33 m and there is a transition back to a alluvial channel.

Boundary Cave, a pit cave, is the first identified karst feature located within the channel and marks the position of HH6 (362 m). The pit is located along the downstream right edge of the channel. Surface waters pirated into Boundary Cave are transported downstream along a subsurface level. As opposed to the previous three cross-sections, abundant sediment is present at HH6. The more active portion of the surface channel is approximately 2 m wide and consists of sub-angular, poorly-sorted gravel and very little vegetation; the less active portion of the channel is approximately 3 m wide and has noticeably more vegetation. The presence of the pit cave does not mark the beginning or end of any apparent stream profile anomalies, but is located almost precisely in the middle of an upstream anomaly and a downstream anomaly (Fig. 3). The $d_{50}$ and $d_{85}$ particles, comparable in size to those at HH1, are an exception to the natural progression within the upper segment (Fig. 3 and Table 1). While the $d_{85}$ is rather large, shear stress analyses indicate that bankfull $\tau_b$ stresses overcome the critical shear stress associated with the $d_{85}$ particle; hence, the substrate is mobile during bankfull conditions.

From cross-sections HH8 to HH11, the channel has a defined floodplain, separating the channel from the steep valley walls, and more available sediment within the channel (Fig. 3 and 4). At cross-section HH8 (434 m), the standard deviation is 1.5$m$, which classifies the sediment as poorly sorted (Folk, 1974). Sediment is observed within the channel until HH10 (502 m), which consists entirely of bedrock and contains dissolution features similar to those found at HH5. The confluence of Redbird Draw, a dry tributary, is just upstream of this HH10. Although sediment would be delivered to the channel through this tributary, the force of the water may be too great to allow much, if any, sediment to be deposited here. Cross-section HH11 is located near the end of the upper surveyed reaches.

---

**Table 1. Sediment statistics for cross-sections of HHC.**

<table>
<thead>
<tr>
<th>Cross Section</th>
<th>Sample Size</th>
<th>Bedrock Samples</th>
<th>Median (m)</th>
<th>25 Percentile (m)</th>
<th>75 Percentile (m)</th>
<th>$d_{50}$ (m)</th>
<th>$d_{85}$ (m)</th>
<th>$\tau_{50}$ (N m$^{-2}$)</th>
<th>$\tau_{85}$ (N m$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>65</td>
<td>0</td>
<td>0.090</td>
<td>0.032</td>
<td>0.18</td>
<td>0.07</td>
<td>0.21</td>
<td>46.35</td>
<td>149.73</td>
</tr>
<tr>
<td>2</td>
<td>98</td>
<td>2</td>
<td>0.045</td>
<td>0.032</td>
<td>0.090</td>
<td>0.04</td>
<td>0.12</td>
<td>25.67</td>
<td>85.56</td>
</tr>
<tr>
<td>3</td>
<td>NA*</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>4</td>
<td>NA*</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>5</td>
<td>NA*</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>0</td>
<td>0.022</td>
<td>0.011</td>
<td>0.032</td>
<td>0.05</td>
<td>0.20</td>
<td>37.79</td>
<td>142.60</td>
</tr>
<tr>
<td>7</td>
<td>NA*</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>0</td>
<td>0.064</td>
<td>0.016</td>
<td>0.180</td>
<td>0.02</td>
<td>0.05</td>
<td>13.55</td>
<td>35.65</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>0</td>
<td>0.032</td>
<td>0.014</td>
<td>0.064</td>
<td>0.03</td>
<td>0.08</td>
<td>18.54</td>
<td>58.47</td>
</tr>
<tr>
<td>10</td>
<td>NA*</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>11</td>
<td>100</td>
<td>0</td>
<td>0.011</td>
<td>0.008</td>
<td>0.032</td>
<td>0.01</td>
<td>0.04</td>
<td>7.84</td>
<td>22.60</td>
</tr>
<tr>
<td>12</td>
<td>100</td>
<td>0</td>
<td>0.032</td>
<td>0.023</td>
<td>0.045</td>
<td>0.03</td>
<td>0.05</td>
<td>20.68</td>
<td>56.65</td>
</tr>
<tr>
<td>13</td>
<td>93</td>
<td>7</td>
<td>0.016</td>
<td>0.057</td>
<td>0.023</td>
<td>0.01</td>
<td>0.03</td>
<td>8.56</td>
<td>18.54</td>
</tr>
<tr>
<td>14</td>
<td>99</td>
<td>1</td>
<td>0.008</td>
<td>0.016</td>
<td>0.016</td>
<td>0.01</td>
<td>0.02</td>
<td>4.99</td>
<td>10.70</td>
</tr>
<tr>
<td>15</td>
<td>NA*</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>16</td>
<td>NA*</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>17</td>
<td>100</td>
<td>0</td>
<td>0.045</td>
<td>0.016</td>
<td>0.090</td>
<td>0.04</td>
<td>0.16</td>
<td>27.09</td>
<td>114.08</td>
</tr>
<tr>
<td>18</td>
<td>NA*</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>19</td>
<td>100</td>
<td>0</td>
<td>0.090</td>
<td>0.016</td>
<td>0.362</td>
<td>0.07</td>
<td>0.30</td>
<td>51.34</td>
<td>213.90</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>0</td>
<td>0.016</td>
<td>0.008</td>
<td>0.0450</td>
<td>0.01</td>
<td>0.04</td>
<td>9.27</td>
<td>28.52</td>
</tr>
<tr>
<td>21</td>
<td>NA*</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>22</td>
<td>100</td>
<td>0</td>
<td>0.045</td>
<td>0.027</td>
<td>0.090</td>
<td>0.04</td>
<td>0.09</td>
<td>28.52</td>
<td>65.60</td>
</tr>
</tbody>
</table>

* NA indicates that the bed was composed of bedrock
segment. The channel is very narrow, measuring only 2 m across. The $d_{50}$ and $d_{95}$, and the corresponding shear stress values, are less than the values at HH9 (Fig. 3 and Table 1).

Between the upper segment and the middle segment, the stream channel was not surveyed for two primary reasons: (1) the presence of impounded water behind a large beaver dam midway through the valley and (2) dense vegetation. The distance and elevation of the gap was accounted for by determining the stream length from a topographic map of the area and using the dGPS data to verify distances and elevation.

Middle Segment
The middle segment (1,240 m – 1,450 m) of the longitudinal profile originates with the emergence of water flowing from Cobble Cave and ends at the upstream entrance of HHC. The gradient of the middle segment is 0.005. Within the middle segment grain-sizes decrease along the course of the profile, but the grain-sizes in the segment are larger than those observed upstream at HH11 (Fig. 3 and Table 1). Without sediment data and profile information from the section between the upper and middle segments, it is difficult to determine what the cause may be for the increase in grain-size.

Downstream of Cobble Cave, at cross-section HH12 (1,259 m), the channel is 8 m wide, lacks vegetation in the main channel, has a developed floodplain, and contains well-sorted sediments. At HH13 (1,302 m), the downstream right side of the channel has a steeply sloping, nearly vertical, bedrock wall. A portion of the water within the channel flows into anastomotic pathways cut into the rock wall, presumably by dissolution processes. The sediments at HH13 are smaller than at cross-section HH12. A steep slope, approximately 1.5 m in height composed of alluvium, leads to the small floodplain along the bank. Beyond the plain, steep valley walls, composed of bedrock, are present. Further downstream, nearing HHC, the bedrock wall does not stay in contact with the stream channel. The channel progressively opens up nearer to HHC. Breakdown materials are present outside of the upstream entrance to HHC. The stream is pirated to the subsurface near the cave entrance.

The middle segment does not contain readily apparent anomalies with respect to the shape of the longitudinal profile or the sediment distribution (Fig. 4). However, based on the geomorphology of this segment, an interpretation of its history can be made. First, in contrast to the upper segment, some of the valley walls in this segment are nearly vertical. Downcutting would have to be extremely rapid to incise the valley in this manner, and similar evidence of rapid incision would be expected upstream. Second, the middle segment is bounded by two active cave passages, CC and HHC. It is highly plausible that these two caves, which are close in elevation and distance, were once connected. The vertical walls present along the valley between these two passages can be interpreted as walls of an ancestral passage whose roof has collapsed. No large materials resembling cavern breakdown are present within this segment; however, the deposition of alluvium within the channel indicates an extended period of time has likely passed since the passage was intact. Within this extended time frame, much of the breakdown material may have been broken down by mechanical and chemical weathering. The shear stress analyses reveal that a Horn Hollow Creek is capable of moving at least the $d_{95}$ particles at bankfull conditions, which is consistent with the results of Dogwiler and Wicks (2004) that indicates that this system is capable of transporting the $d_{95}$ materials on a frequent basis. The high frequency entrainment would provide for transport of breakdown material downstream and would provide a mechanism for mechanical weathering of the larger particles into smaller fragments.

Horn Hollow Cave
Horn Hollow Cave (1,450 – 1,607 m) is an epiphreatic passage, with water flowing through it. The extent of breakdown material within the cave is limited to the upstream and downstream entrances of the cave passage. The cave has sediment deposits throughout the passage. The most notable characteristic of the profile through HHC is the steep drop in elevation from the upstream entrance to the downstream entrance of HHC, resulting in a gradient of 0.023, which is similar to the upper segment. The survey data extend through the active passage, as opposed to staying on the land surface and going over the cave passage. Had the land surface, where no stream channel exists, been incorporated into the survey, a very apparent anomaly would be present in the profile (Fig. 4). The lack of a surface stream channel and the surface topography at HHC further supports the hypothesis presented above that HHC is a remnant of a longer subterranean flow path that formerly existed in the middle segment of the valley.

Lower Segment
The lower section (1,607 – 2,031 m), beginning at the downstream entrance of HHC and extending to the upstream entrance to Laurel Cave, has a gradient of 0.006. The gradient is similar to the gradient between CC and HHC (0.005) and is less than the combined middle segment and HHC gradient (0.01). Immediately outside of HHC, the water exits the cave, pools, and enters a swallet. No predictable decrease of grain-size is present in this segment; $d_{50}$ and $d_{95}$ grain-sizes increase and decrease along the segment (Fig. 3). The sediment particles, most of which appears to be breakdown from HHC, are notably larger than observed in the upstream and middle segments (Fig. 3).

As the channel meanders downstream of HH17, bare bedrock is exposed along the channel floor. Progressing downstream, bedrock is exposed along the walls of the channel at HH18. In some areas, the rocks resemble the overhanging features present at HH17, and in other areas, the rocks create a near vertical wall. Approaching cross-section HH19 (1,812 m), the channel widens (~14 m wide) and has a well-developed floodplain between the valley walls, but has no bedrock walls immediately next to the stream. The channel morphology in this reach is similar to that...
of the middle segment with broad, flat, alluvial banks (~1.5 m in height). The sediments in this location are large, angular, heavily imbedded and poorly sorted, forming a nearly linear relationship on a cumulative frequency plot. Much of this material closely resembles the sediment present at HH17, which indicates that these materials may have been transported to this location and/or resulted by means of cave collapse at or very near this section. The vertical bedrock walls present between HHC leading up to HH19 are indicative of cave passage collapse. At HH20, the sediment in the channel is heavily embedded and moderately sorted, with a smaller percentage of large materials than are found at HH17 and HH19. HH21 (1,931 m) had a very small amount of sediment present (sand and smaller), which was insufficient for performing a pebble count. The entrance to H2O Cave is located along the edge of HH22. Sediments are moderately sorted, with the larger percentage being between 0.0226 – 0.0900 m. The steep drop located at 2,005 m is the entrance to New Cave, and Laurel Cave is the last point on the profile (2,031 m). The drop into New Cave may be the beginning of a new knick point in the stream and may mark the beginning of another anomalous bump in the profile. Had the overland pass of Laurel Cave been surveyed, an arch similar to that over HHC would occur in the profile (Fig. 4).

**DISCUSSION**

At first glance, the longitudinal profile (Fig. 3) of Horn Hollow Creek resembles the concave-up shape often associated with streams at, or near, equilibrium (Fig. 1). In reality, the stream does not assume a smooth concave-up profile; instead, numerous ‘bumps’, or irregularities, are present along the entire length of the profile. In both karst and non-karst fluvial settings, these bumps can often be attributed to pool-riffle sequences (Mackin, 1948). The longitudinal profile of Horn Hollow Creek resembles this 'bumpy' description (Fig. 3 and 4). However, numerous bumps along the profile are not attributed to pool-riffle sequences. Within a fluvio-karst setting, the bumps can also be related to water being re-routed beneath the surface (George, 1989). Along the course of Horn Hollow Creek, four recognizable anomalies have been identified (Fig. 4). They are located near Boundary Cave (HH6), Horn Hollow Cave, between HHC and New Cave (near HH18), and at the entrance to NC. Another smaller anomaly is associated with Redbird Draw, which is tributary to Horn Hollow Creek (Figs. 3 and 4). Another possible explanation for these profile bumps is that they represent localized variations in the bedrock's resistance to weathering. Yet, the association of the profile bumps with sinking points within the stream at three of the four locations suggests that they are not simply caused by variations in bedrock weathering.

The grain-size distribution along the profile provides some indication of karst feature locations. Within the upper segment, Boundary Cave (HH6) was the only cave encountered within the stream channel. The $d_{50}$ material is larger at HH6 (0.200 m) than the sections immediately before and after (HH5 = bedrock and HH8 = 0.050 m), and slightly smaller than that present at HH1 (0.210 m). These data contradict the classical stream power dynamics concept that sediment size decreases downstream. During periods of high-flow, water flows into the pit, carrying part of the suspended and bed-loads with it. As the water flows into the pit, the surface stream loses some capacity and competence, resulting in larger particles dropping out of suspension and a decrease in bed-load size. Therefore, these materials appear to be present because of the hydraulics of the section, as opposed to collapse of cave passage.

A similar, but smaller, localized increase in grain-size was observed at the confluence of Horn Hollow Creek and Redbird Draw. In this case, the increase in grain-size is likely due to the delivery of coarse sediment to Horn Hollow Creek by Redbird Draw. There are other smaller draws formed along the valley walls of Horn Hollow Creek. It is reasonable to assume that these draws also funnel coarse sediments into Horn Hollow Creek, but they do not strongly influence the downstream grain-size trend.

The upper segment most commonly exhibits a V-shaped channel and lacks the near vertical channel walls present in the middle and lower segments. Additionally, no large materials indicative of cave breakdown are present. The absence of these materials does not make it impossible for this segment to have contained ancestral passages, but rather the lack of vertical rock walls that are exposed in conjunction with the absence of large, breakdown-like materials indicate natural downcutting rather than cave collapse as a mechanism for valley development.

Within the middle segment, the grain-size distribution at the first cross-section (HH12) did not reflect the large particle sizes present at HH6. However, there was an increase in grain-size from that observed at HH11. At HH13 and HH14, the grain-sizes were and a decrease at the cross-sections within the middle segment. At HH13, a nearly vertical bedrock wall lies immediately adjacent to the stream and contains anastomotic features at its base, which a portion of the stream flows through. Beyond the banks of the channel, bedrock exposures are present along the valley walls.

There is no apparent evidence within the longitudinal profile or grain size analyses to indicate a karst feature in the middle segment. However, based on observations of the geomorphology, the vertical rock walls are remnants of an ancestral cave passage. The lack of apparent breakdown material suggests that the collapse of the former cave passage is sufficiently long ago that mechanical and chemical weathering has had sufficient time to remove the material.

HHC separates the middle and lower segments of the stream profile. During large floods backflooding occurs upstream of HHC because there is no surface overflow route. The decrease in sediment sizes at HH13 and HH14 may be due to backflooding effects that prohibit larger particles from moving downstream as the floodwaters are encountered. The downstream entrance of HHC
marks the beginning of the lower segment. Immediately downstream of HHC, Horn Hollow Creek enters a swallet. The longitudinal profile at the end of HHC displays the steep drop out of the cave into the swallet. The grain-sizes at HH17 ($d_{85} = 0.160$ m) and HH19 ($d_{85} = 0.300$ m) resemble a magnitude of grain-sizes similar to those of HH1 ($d_{85} = 0.210$ m) and HH6 ($d_{85} = 0.200$ m). Since sediment is expected to have a general decreasing trend downstream, the data at HH17 and HH19 indicate that other processes are at work within that reach. The channel in this area is predominantly lined by bedrock walls, and large materials on the surface of the channel appear to be a result of collapse, not a result of transport, as they are heavily embedded, very angular, and often exceed a meter in length (on the $b$ axis). Also, some material immediately outside of HHC sits at angles on the ground or against the outer walls of the cave that suggest recent collapse. These geomorphic features, grain-size, channel morphology, and vicinity to HHC, indicate that the channel between HHC and HH19, and possibly beyond, is likely ancestral cave passage. Downstream of HH22, the entrances to New Cave, Laurel Cave, and H$_2$O Cave are in a large basin that acts like a pool during large floods. Because of its pool-like nature, grain-sizes were not collected in this area. Most backflooding within the lower segment of the stream profile would be contained downstream of HH22.

The longitudinal survey and sediment data reveal anomalous reaches coinciding with present or relict karst features that were identified. Primarily based on geomorphic observations of valley shape, the processes forming these reaches was interpreted as either a result of natural downcutting or cave collapse. The formational mechanism for the upper reaches of Horn Hollow Creek is interpreted as natural downcutting, while portions of the middle and lower segments are interpreted as regions of cave collapse.

**CONCLUSIONS**

The longitudinal profile of Horn Hollow creek revealed anomalous concave-down features that help indicate the presence of karst features, past or present, along the course of the stream channel. These downward concavities are present at or near Boundary Cave, Horn Hollow Cave, between HHC and New Cave, and at NC. The approximate location of karst features (e.g. cave passages) were also indicated by irregularities in sediment deposition, specifically an increase in grain-size when compared to cross-sections in close proximity upstream. These increases were present at the entrance to Boundary Cave, the downstream entrance of Cobble Cave, the downstream entrance of Horn Hollow Cave, and near the entrance to New Cave. The sediment analysis alone does not suggest the presence or absence of ancestral cave passage, but may be used in conjunction with geomorphic observations to better support the interpretation of the valley’s history. However, the hypothesis that anomalous sections along the length of the profile will have different sediment sizes is supported. In terms of collapse or natural downcutting, the geomorphic expressions of the various segments differ. The upper segment’s rock exposures along the v-shaped channel imply natural downcutting, whereas the near vertical rock exposures combined with the vicinity of active cave passages implies that the channel within the middle segment and at least a portion of the lower segment are former cave passages that have collapsed.

The development of the Ohio River during the Plio-Pleistocene was of critical importance to the cave forming process in this region (Dougherty, 1985; Granger et al., 2001; Anthony & Granger, 2004). As a tributary to Tygart Creek, which drains to the Ohio River, Horn Hollow Creek experienced periods of rapid downcutting during the early glacial events of the Plio-Pleistocene (Tierney, 1985). These periods of rapid entrenchment and fluctuations in river flow lowered base level throughout major cave areas within Kentucky (Dougherty, 1985; Granger et al., 2001; Anthony & Granger, 2004). As a direct result in Horn Hollow, water sought more rapid pathways to the new base level. In many areas along the valley, the water followed fractures in the underlying rock, exposing them to increased dissolution, resulting in the formation of numerous pit caves. The water was also able to cut rapidly through the surface channel and into the underlying carbonates. In some cases, the water may have cut down into phreatic passages, exposing them to the surface and possibly cutting through their roofs in the process. These events would have drastically altered the morphology of Horn Hollow Valley, changing it into something similar to what is present today.
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