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Abstract: Oil droplet transport under a non-breaking deep water wave field is investigated 
herein using Computational Fluid dynamics (CFD). The Reynolds-averaged Navier–Stokes (RANS) 
equations were solved to simulate regular waves in the absence of wind stress, and the resulting 
water velocities agreed with Stokes theory for waves. The RANS velocity field was then used to 
predict the transport of buoyant particles representing oil droplets under the effect of non-locally 
generated turbulence. The RANS eddy viscosity exhibited an increase with depth until reaching 
a maximum at approximately a wave height below the mean water level. This was followed by a 
gradual decrease with depth. The impact of the turbulence was modeled using the local value of eddy 
diffusivity in a random walk framework with the added effects of the gradient of eddy diffusivity. 
The vertical gradient of eddy viscosity increased the residence time of droplets in the water column 
region of high diffusivity; neglecting the gradient of eddy diffusivity resulted in a deviation of the oil 
plume centroid by more than a half a wave height after 10 wave periods.

Keywords: RANS; non-breaking ocean waves; random walk method; Lagrangian particle dispersion; 
oil spill model

1. Introduction

Waves play an important role in the transport and fate of oil spills [1,2]. Waves at sea are 
accompanied by breakers of various magnitudes due to the interaction of various waves and the 
presence of wind. These breakers result in shear stress that breaks the oil slick into droplets [3] that 
get injected into the water column. The subsequent motion of waves, even regular waves, results in 
further downward spreading of the small oil droplets [4]. The “rule of thumb” [5] is that droplets 
smaller than 100 µm remain below the surface whereas those larger than 100 µm return to the water 
surface. Waves combined with wind generate Langmuir turbulence characterized by Langmuir cells 
which also play a significant role in the vertical and horizontal distribution of oil slicks [6].

Extensive studies have been conducted for predicting tracer transport, and relations between 
tracer properties, fluid motion, and the spatial distribution of bubbles, solute or droplets were sought 
and developed [7–9]. In [10] the direct effect of waves on transport were addressed using an Eulerian 
formulation. Boufadel and co-workers [4,11,12] assumed second order waves and used a Lagrangian
formulation to investigate the effects of regular and irregular waves on dispersed oil and explained, among other, the comet shape of spills based on the droplet sizes and the Stokes drift; as the large droplets stay closer to the surface, they get entrained forward by the Stokes drift, which is maximum at the surface. The smaller droplets, thus, trail behind, giving the appearance of a comet. The velocity field above the mean water level was obtained by using either Taylor expansion from the surface \cite{4,11} or Wheeler stretching \cite{12}. The impact of turbulence was assessed using an empirical eddy viscosity expression from \cite{13}.

The aforementioned studies treated the droplets as passive tracers with a term that accounts for buoyancy and another term to account for turbulent diffusion through a random walk. However, a whole category of studies focused on the dynamics at the droplet scale, and solved the equation of motion for each droplet accounting for inertia and added mass. For example, it was demonstrated that, under certain conditions (related to the droplet Stokes number, defined below) inertia and added mass play an important role in moving droplets \cite{14}. It was further noted the presence of a vertical Stokes drift due to droplet’s inertial effects \cite{15}. Bakhoday-Paskyabi expanded on these works to consider various types of waves (regular, conidial, and solitary), in which theoretical arguments were given for the need to include the added mass for the conditions considered \cite{16}. These studies relied on the irrotational theory of waves, and neglected the impact of turbulence on droplet transport.

In a study of flow in a tidal channel, the authors argue that the gradient of eddy diffusivity needs to be explicitly accounted for when evaluating the transport of particles in the water column \cite{17}. In that study, the eddy diffusivity corresponded to a wind and tidal driven flow characterized by surface and bottom boundary layers. It was shown that by ignoring the gradient of diffusivity, particles accumulate in the areas of lower diffusivity. Thus, there is a need to account for the gradient of eddy diffusivity \cite{18–21}, which is the work pursued herein in conducting random walk simulations.

We focus on the particular problem of oil droplets spreading under non-breaking deep-water waves with turbulence advected into the domain by the waves and assess the effect of turbulence-engendered diffusion on the transport of the droplets. The turbulence may be considered nonlocal, generated elsewhere perhaps by the action of winds, and transported by the Stokes drift to a zone where the winds have desisted. The combined effect of the non-breaking waves and the turbulence on the droplet motions is of focus here.

In the present RANS (Reynolds-averaged Navier-Stokes) simulation, the turbulence is injected at the left boundary of the domain and is advected into the domain by the motion of the surface waves. The present simulation configuration is considered as an idealization of turbulence generated over a finite horizontal span in the open ocean and advected to an adjacent region where the turbulence source is no longer present. For example, in the upper ocean, Langmuir turbulence \cite{22} associated with Langmuir circulations occurs over a limited horizontal span where winds and waves are sufficiently aligned allowing for the generation of the turbulence. The turbulence may then be transported by the waves beyond (outside) of the region of production where the wind-driven shear and waves are misaligned and thus where the source of the turbulence is no longer present.

Our chosen numerical framework to simulate the movement of water waves and evolution of the turbulence consists of the RANS equations with turbulence closure provided by the RNG (Re-Normalisation Group) $k$-$\epsilon$ model. We used for this purpose the commercial software Fluent 15.0 \cite{23}. The free surface was modeled using the Volume of Fluid (VOF) module within Fluent. In terms of capturing the hydrodynamics \cite{24–26} (especially due to turbulence), the RANS approach may be viewed as a compromise between the potential flow theory solutions \cite{27} and the highly resolved Large Eddy Simulation (LES) \cite{28} approach.

The motion induced by the regular waves studied is taken as two-dimensional, thus the present simulations are two-dimensional spanning horizontal (along wave) and vertical directions (see Figure 1). Turbulence is three-dimensional and thus its resolution would require a three-dimensional simulation approach such as a large eddy simulation or direct numerical simulation. In the current approach based on Reynolds-averaging, the motion induced by the waves is resolved while the
turbulence is not simulated (resolved), but rather modeled through the k-ε turbulence model. In this approach, the turbulence intensity (i.e., the turbulence kinetic energy (TKE)), the TKE dissipation rate and the ultimate eddy viscosity and eddy diffusivity are predicted through the governing k-ε turbulence model transport equations subject to the resolved two-dimensional flow field induced by the waves. Thus, the k-ε model equations can be taken as two-dimensional given that the flow field forcing these equations (e.g., through turbulence production by mean flow shear) is also two-dimensional. The turbulence being modeled can be alternatively considered as an ensemble-average prediction, averaged over the third dimension not resolved by the simulation.

The generated waves for the investigation were regular waves with a period of $T = 1.0 \text{ s}$ and a wave height $H = 0.15 \text{ m}$ in a domain whose water depth is $1.2 \text{ m}$ (see Figure 1). This ensured deep-wave conditions as it is larger than half of the wave length which is $\sim 1.56 \text{ m}$.

![Figure 1. Details of multi-phase wave simulation. The areas colored in red represent cells with water phase (i.e., $\alpha_w = 1$ in Equation (7a)) and areas colored in blue represent cells with air phase (i.e., $\alpha_w = 0$).](image)

2. Materials and Methods

2.1. Governing Equations: Eulerian RANS Framework

For an unsteady, viscous incompressible, two dimensional flow, the Reynolds-averaged governing equations are

$$\frac{\partial u_i}{\partial t} = 0$$  \hspace{1cm} (1)

$$\rho \left( \frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} \right) = - \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \mu + \mu_t \right] \frac{\partial u_i}{\partial x_j}$$  \hspace{1cm} (2)

$$\rho \left( \frac{\partial K}{\partial t} + u_j \frac{\partial K}{\partial x_j} \right) = \frac{\partial}{\partial x_j} \left[ \alpha_t \frac{\partial (\mu + \mu_t)}{\partial x_j} \right] + P_k - \rho \varepsilon$$  \hspace{1cm} (3)

$$\rho \left( \frac{\partial \varepsilon}{\partial t} + u_j \frac{\partial \varepsilon}{\partial x_j} \right) = \frac{\partial}{\partial x_j} \left[ \alpha_t \frac{\partial (\mu + \mu_t) \varepsilon}{\partial x_j} \right] + C_{1\varepsilon} \frac{\varepsilon}{K} P_k - C_{2\varepsilon} \rho \frac{\varepsilon^2}{K} - R_e$$  \hspace{1cm} (4)

where Equations (1) and (2) represent the conservation of mass and conservation of momentum in two spatial directions, respectively. Equations (3) and (4) represent the turbulence k-ε model consisting of a transport equation for turbulent kinetic energy $K$ (TKE) (Equation (3)) and a transport equation for TKE dissipation rate $\varepsilon$ (Equation (4)) [29]. In the equations above, $i = 1, 2$, with index 1 corresponding to horizontal and 2 to vertical directions, respectively. A repeated index indicates summation over the index. Here, $t$ is time, $u_i$ is the Reynolds-averaged fluid velocity vector, $p$ is the Reynolds-averaged pressure, $\rho$ is constant density of the fluid, $\mu$ is dynamic viscosity, $P_k$ is TKE production rate by mean
velocity shear, $\alpha_k$ and $\alpha_\epsilon$ are the inverse Prandtl numbers for $K$ and $\epsilon$, respectively, $C_{1\epsilon} = 1.42$ and $C_{2\epsilon} = 1.68$ are model constants, and $\mu_\alpha$ is eddy viscosity. Note that the eddy viscosity tensor is taken to be diagonal with equal diagonal entries, thus we consider an isotropic eddy diffusivity. The k-$\epsilon$ model isotropic eddy viscosity is given by:

$$\mu_\alpha = \rho C_\mu \frac{K^2}{\epsilon}$$  \hspace{1cm} (5)

with $C_\mu = 0.0845$. The eddy viscosity in Equation (5) is described as isotropic in the sense that at a fixed point in space, the same value of the eddy viscosity is used for the vertical and horizontal RANS momentum equations. However, the eddy viscosity is spatially dependent thereby possessing a non-zero spatial gradient.

The last term on right hand side of Equation (4) is specific to the RNG k-$\epsilon$ model [30] and is given as:

$$R_e = \frac{C_\mu \rho \beta (1 - \eta / \eta_0) \epsilon^2}{1 + \beta \eta^3}$$  \hspace{1cm} (6)

with $\eta = SK/\epsilon$ and $\eta_0 = 4.38$ and $\beta = 0.012$ being model constants. Note that $S = (2S_{ij} S_{ji})^{1/2}$ with $S_{ij} = \frac{1}{2} (\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i})$.

The fluid is composed of two phases, air and water. While both phases share the same governing equations (described above), the density, dynamic viscosity, and eddy viscosity vary depending on the phase in the local cell. The density and dynamic viscosity are calculated with the following equations:

$$\rho = \alpha_W \rho_W + (1 - \alpha_W) \rho_a \hspace{1cm} (7a)$$

$$\mu = \alpha_W \mu_W + (1 - \alpha_W) \mu_a \hspace{1cm} (7b)$$

where $\alpha_W$ is a scalar value representing volume fraction of water with value of 1 corresponding to a full water cell and 0 corresponding to an air cell. A transport equation for $\alpha_W$ is solved to track the interface during the simulation.

2.2. Governing Equations: Lagrangian Particle Dispersion Framework

By assuming that oil particle dynamics have no feed-back effect on the dynamics of the carrier water phase (i.e., passive tracers), we treat oil as a discrete phase being dispersed by the flow. The response of each particle to the advection and diffusion induced by the turbulent flow field is studied using the random walk method. The method consists of time integration of the Lagrangian velocity equation for individual particles. To track a particle located at the position $x^n$ and at the starting time $t^{(n)}$, the location at the time $t^{(n)} + \Delta t$ is found by the following stochastic equation [12,31]:

$$x_i^{(n+1)} = x_i^n + u_i^{(n)} \Delta t + \delta_i \sqrt{2D_i \Delta t + \frac{\partial D_i}{\partial x_i} \Delta t + R \sqrt{2D_i \Delta t}}$$  \hspace{1cm} (8)

The second term on the right hand side of Equation (8) represents the advection induced by the carrier velocity field. In the third term on the right hand side of Equation (8), $w_b$ is the particle upward rising velocity induced by buoyancy and given by [32,33] as

$$w_b = \sqrt{\frac{4g (\rho_d - \rho) D_d}{3C_D \rho}$$  \hspace{1cm} (9)

where $g$ is gravitational acceleration, $D_d$ is oil particle diameter, $\rho_d$ is oil particle density and $C_D$ is a particle drag coefficient. The fourth term is the gradient of the eddy diffusivity which for a depth-dependent eddy viscosity, as will be the case here, serves to induce a vertical velocity or vertical transport in the direction of increasing diffusivity. The last term is a stochastic model representing the fluctuating turbulent field constructed from the RANS simulation data, where $R$ is a random number with Gaussian distribution. Using the Boussinesq hypothesis and assuming that the eddy diffusivity is isotropic [29,34,35], the eddy diffusion coefficient is

$$D = v + v_t \approx v_t = C_\mu \frac{K^2}{\epsilon}$$  \hspace{1cm} (10)
where \( \nu = \mu / \rho \) is the kinematic viscosity of the fluid. Note that for a high Reynolds number flow, the eddy viscosity is orders of magnitude larger than the dynamic viscosity and hence the latter can be neglected.

The particle tracking Equation (8) does not include inertial effects, which is a shortcoming considering the studies [14,15]. However, a criterion for deviation from the sound theories of these works is through the Stokes number defined as \( S_t = t_p / \tau_e \) where \( \tau_e \) is the time scale of the turbulence which may be taken as \( K / \varepsilon \) and thus around 1.0 s in this work. The term \( t_p \) is the particle inertial (or Stokes) response time, defined as \( t_p = \beta D^2 / 18 \nu \), where \( \beta \) is the particle density-to-water ratio, \( D \) is particle diameter, and \( \nu \) is water kinematic viscosity. As the oil density is taken herein as 866 kg/m\(^3\), and considering the largest droplet sizes herein, which is 1000 microns, the term \( t_p \) is around 0.05s. This gives a Stokes number \( S_t < 0.05 \), which is a relatively small value (note that \( S_t = 0 \) for neutrally buoyant particles) indicating that inertial effects can be neglected.

In the present investigation, we build on our earlier work [4,11,12] through the usage of depth-dependent eddy diffusivity, but we calculate it using the k-\( \varepsilon \) closure model for turbulence. We believe this is more realistic than imposing a generic value. Thus, neither water motion nor the eddy diffusivity are imposed in the interior of the domain, and they are directly calculated by the simulation.

2.3. Problem Setup

2.3.1. Wave Formulation

The waves simulated here are non-breaking deep water waves. The setup is depicted in Figure 1 with wavelength \( \lambda \) being the horizontal distance between the crests (or troughs), wave height \( H \) is the vertical distance between the crest and trough of the wave, and the wave period is \( T \). The wave number is defined as \( k = 2 \pi / \lambda \) and the angular frequency is given by \( \sigma = 2 \pi / T \). For deep water waves, the wavelength is linked to the frequency using the dispersion relation [27] as

\[
\sigma = \sqrt{\frac{g}{\lambda}} 
\]

(11)

where \( g \) is gravitational acceleration. The analytical solution for velocities using the first order linear wave theory is given as

\[
\begin{align*}
\frac{u_1(x_1, x_2, t)}{c} = \delta_{11} & \left( \frac{k g H}{2 \nu} \cosh kx_1 \cosh kh \cos(kx_1 - \sigma t) + \frac{3 H^2 \cosh 2kx_1}{16 \sinh^4(kh)} \cos 2(kx_1 - \sigma t) \right) \\
+ \delta_{21} & \left( \frac{k g H}{2 \nu} \sinh kx_1 \cosh kh \cos(kx_1 - \sigma t) + \frac{3 H^2 \cosh 2kx_1}{16 \sinh^4(kh)} \sin 2(kx_1 - \sigma t) \right)
\end{align*}
\]

(12)

where \( h \) is the mean water depth.

The water density was taken as 998.2 kg/m\(^3\), air density as 1.225 kg/m\(^3\), water dynamic viscosity as 1.003 \( \times 10^{-3} \) kg/m\( \times \)s, air dynamic viscosity as 1.7894 \( \times 10^{-5} \) kg/m\( \times \)s, and oil density as 866 kg/m\(^3\), representing Alaskan North Slope oil [36].

2.3.2. Flow Simulation

The domain of simulation consists of a rectangular box of 20 m \( \times \) 3 m in the \( x_1 \) (horizontal) and \( x_2 \) (vertical) directions, respectively (see Figure 2). A mesh comprising 835,229 nodes and 834,239 mixed quadrilateral cells was used for the simulation. The grid resolution has been chosen to properly resolve the motion induced by the wave field as predicted by linear wave theory. Given the sensitivity of the VOF method to coarse meshes near the interface area, the mesh was refined significantly near the free surface.

The refinement was performed within a rectangular region. The size of the rectangular region was 8 m \( \times \) 0.3 m in the \( x_1 \) and \( x_2 \) directions, respectively, with the middle of the region corresponding to the mean water level. Within this rectangular region the mesh size varied from 0.001 m and 0.005 m. Outside of this region the mesh size varied from 0.005 m and 0.01 m.
A second-order upwind scheme within Fluent was used to discretize the equations in space. Time discretization consisted of the SIMPLE method given its good stability and convergence attributes [23]. The resulting time integration was implicit and second order. A time step of 0.0005 s was used. The time step was particularly small, given the CFL number restrictions, and was chosen to capture the unsteadiness of the flow field due to the forcing conditions resulting from the wave train [37].

Figure 2. Details of the problem domain (top) and mesh refinement near the surface (bottom). The darker blue represents areas with more refined mesh.

The solution started from rest. At the left edge of the rectangular domain in Figure 2, a Dirichlet velocity boundary condition was imposed using the first order velocity terms in Equation (12). TKE and TKE dissipation values were prescribed at the left boundary. Note that this boundary condition represents turbulence generated elsewhere being advected into the computational domain by the Stokes drift of the waves. The right and bottom sides of the domain were modeled as solid walls with standard wall models being imposed. At the top edge, a pressure outlet boundary condition was applied. The mesh downstream of the domain was left coarse to dissipate the wave energy before reaching the end wall at $x_1 = 20$ m.

2.3.3. Particle Tracking

The Lagrangian particle tracking approach taken in our study is to predict the position of the particles via Equation (8). After simulating the hydrodynamics of water through solution of the Reynolds-averaged governing equations for the hydrodynamics of the flow underneath the regular waves, the results were imported to our in-house particle tracking code NEMO3D [38–41]. The imported results included velocity components, eddy viscosity, and the water volume fraction $\alpha_w$. The NEMO3D code is capable of constructing a triangular unstructured mesh over any set of points and using linear interpolation to calculate the in-between values of the variables. The particle search algorithm locates the particle and links it to the corresponding triangular element in which the particle has traveled to. Moreover, the transient input data are updated at each tracking time step. Using an unstructured linear mesh provided the capability of constructing the spatial gradients of eddy diffusivity.

Particle tracking was performed for two groups of particles. The first group of 500 had a diameter of 100 micron, while the second group of 500 had a diameter of 1000 micron. The tracking was
performed over a 10-wave period duration after the flow had become fully developed. Particles were released at two depths. The first particle group was uniformly distributed in the spatial span of $x_1 \in [2.5, 3]$ m and fixed elevation of $x_2 = 1.1$ m. The second particle group shared the same horizontal distribution as the first group while its elevation was at $x_2 = 0.8$ m. Here and in what follows, particles in the first group shall be referred to as “near surface particles” while particles in the second group shall be referred to as “deep particles”.

3. Results

3.1. Numerical Simulation Validation

The simulation was started from rest and was continued until the resolved flow was fully developed. Once a fully developed flow was attained, the simulation was continued for another 10 wave periods and the outputted data over this time span was used to perform particle tracking. Figure 3 shows instantaneous snapshots of the contours of horizontal and vertical water velocity components. Figure 4 shows a comparison of the time series of velocity components with the analytical solution from the second order linear wave theory (Equation (12)) at the point $x_1 = 2.7$ m, $x_2 = 1.1$ m corresponding to a location where particle tracking was performed. Figure 5 shows a comparison of depth profiles of the horizontal and vertical components of the velocity with the analytical solution from second order wave theory (Equation (12)) at $x_1 = 2.7$ m at two different times corresponding to the crest and trough of a wave. Overall, a very good agreement is noted between the numerical and analytical solutions and in particular Figures 3 and 4 demonstrate that no significant spatial and temporal damping in the numerical solution existed.

**Figure 3.** Instantaneous contours of vertical (top) and horizontal (bottom) velocities after the flow is fully developed. Horizontal velocity is positive to the right and vertical velocity is positive upward.
Figure 3. Instantaneous contours of vertical (top) and horizontal (bottom) velocities after the flow is fully developed. Horizontal velocity is positive to the right and vertical velocity is positive upward.

Figure 4. Comparison of the numerical solution with the analytical solution in terms of time series of horizontal (a) and vertical (b) velocities at the point corresponding to $x_1 = 2.7$ m and $x_2 = 1.1$ m during 10 periods of the wave for the fully developed flow.

Figure 5. Comparison of horizontal (a) and vertical (b) velocities between numerical (solid line) and analytical solutions at $x_1 = 2.7$ m at two different times corresponding to the crest and trough of a wave. In the left panel, the left curves are under the trough while the right curves are under the crest. In the right panel, the left curves occurred under the crest while the right curves occurred under the trough.

3.2. Vertical Profiles of Turbulent Quantities

Figure 6 shows vertical profiles of TKE $K$, TKE dissipation $\varepsilon$, and eddy diffusivity, $D$, underneath the crest and trough of the waves. The values are close to 0 at the free surface and grow sharply to their maxima within one wave height of the MWL. After reaching the maximum, each value decreased to almost zero at an elevation approximately equal to 0.7 m. At this elevation, the vertical and horizontal velocity components, shown in Figure 5, also drop sharply to near 0 at lower elevations. The sharp decrease of TKE and $\varepsilon$ is associated with a decrease in the velocity (shear) itself. The profile of eddy diffusivity is similar to what was observed in field studies [17,42].
The averaged trajectories in this case were nearly identical to those of 100-micron particles in Figures 8 and 9 and hence the results are not presented.

3.3. Particle Trajectories

Figure 7 presents instantaneous positions of 100 and 1000 µm particles released near the water surface. This experiment was conducted with 500 particles of each diameter, but only 50 of each diameter are shown in Figure 7 for clarity. Particle tracking was performed with Equation (8) with inputs derived from the previously described flow field underneath the surface wave. As can be seen, particles of 1000 µm diameter tend to drift forward faster than the 100 µm diameter particles. This causes the comet shape of oil plumes described in previous studies [11,12]. The 100 micron diameter particle tended to submerge and disperse deep in the water column while the particles of 1000 µm diameter remained close to the surface, thereby experiencing a greater Stokes drift.

Ensemble-averaged particle trajectories were analyzed to understand the combined effect of advective velocities, diffusion, and buoyancy. Results were obtained by tracking 500 individual droplets and calculating the plume trajectory by averaging the trajectories over all of the particles. The number of particles was chosen sufficiently large so as to ensure that the result is not affected by the number of particles.

Figures 8 and 9 present the averaged plume trajectory for particles released near the water surface at the elevation $x_2 = 1.1$ m and for particles released at $x_2 = 0.8$ m, respectively. As can be observed, the particle motion orbits are not closed paths for both sets of particles of 100 and 1000 micron diameters. This results in a net forward motion of mass which is the well-known Stokes drift [27], and it probably factors in the Lagrangian drift [12]. We also conducted particle tracking for neutrally buoyant particles (i.e., we made the diameter equal to 0). The averaged trajectories in this case were nearly identical to those of 100-micron particles in Figures 8 and 9 and hence the results are not presented.
The number of particles was chosen sufficiently large so as to ensure that the result is not affected by randomness. Each group has 50 particles that are tracked during 10 wave periods. Starting point of all particles was at $x_2 = 1.10 \text{ m}$. The particles were released at $x_1 \in [2.5, 3]$ m, $x_2 = 1.10 \text{ m}$. The dotted line through the plume trajectory was obtained by window averaging over each trajectory loop corresponding to the wave period.

**Figure 7.** Particle positions at different times. Particles of diameter 1000 $\mu$m are represented with green points and the red points represent particles of diameter equal to 100 $\mu$m. Each group has 50 particles that are tracked during 10 wave periods. Starting point of all particles was at $x_2 = 1.10 \text{ m}$.

**Figure 8.** Ensemble averaged plume trajectory (over 500 particles of each size) of particles of diameter 100 and 1000 $\mu$m. The particles were released at $x_1 \in [2.5, 3]$ m, $x_2 = 1.10 \text{ m}$. The dotted line through the plume trajectory was obtained by window averaging over each trajectory loop corresponding to the wave period.
Figure 8. Ensemble averaged plume trajectory (over 500 particles of each size) of particles of diameter 100 and 1000 μm. The particles were released at \( x_1 \in [3.5, 5.2] \) m, \( x_2 = 10.12 \) m. The dotted line through the plume trajectory was obtained by window averaging over each trajectory loop corresponding to the wave period.

Figure 9. Ensemble averaged plume trajectory of particles of diameters 100 and 1000 μm (500 particles were used to obtain the averages). The particles were released at \( x_1 \in [3.5, 5.2] \) m, \( x_2 = 8.0 \) m. Dotted line through the plume trajectory was obtained by window averaging over each trajectory loop corresponding to the wave period.

3.4. Effect of Turbulent Diffusion

Considering Figure 8, a gradual downward shift of the 1000 μm and 100 μm near surface particles is observed as particles drift with the flow. This is due to the combined effect of the wave kinematics, buoyancy and turbulence. More specifically, particles diffuse from high concentration to low concentration, and initially there are more oil droplets on the surface. In addition, the boundary (the free surface) prevents diffusion upward of the water surface, and thus the net diffusion of particles is downward. In particular, imagine particles at the mean water level (MWL), the trough brings all of them down (as they cannot stay above the water surface), but the crest brings only some of them up (approximately 50 percent based on randomness), and thus the net motion is downward.

The larger downward shift of the near surface 100 μm particle plume trajectory observed when compared to that of the 1000 μm particles is consistent with the field observations of [5], who noted that due to the lesser buoyancy of smaller droplets, turbulence disperses these smaller droplets further down into the water column. Looking at Figures 6 and 8, the 100 μm particles submerge despite being in regions of positive vertical gradient of diffusivity, as the downward motion induced by the wave kinematics and turbulent dispersion is able to overcome the upward motion induced by buoyancy and the positive vertical gradient of diffusivity. Thus, the vertical gradient of diffusivity does not stop the downward migration of particles, but only slows it down as the particle pass through the high diffusivity region.

Figure 9 shows the trajectory of 1000 μm particles released at the elevation \( x_2 = 0.8 \) m. It is apparent that the movement is dominated by buoyancy, which is due to the large buoyancy of the droplets. Particles initially travel upward until reaching an equilibrium depth modulated by the action of the wave motion and the turbulence by the end of the simulation. The trajectory tends to be more horizontal at \( x_2 \approx 1.05 \) m corresponding to the region of highest diffusivity, which is consistent with the slowing down of 100 μm droplets as they travel downward. It is also consistent with the results mentioned earlier [17].

In order to better highlight the effect of gradient of eddy diffusivity, Figure 10 presents the ensemble averaged trajectory of near surface 100 and 1000 μm particles with and without inclusion of the gradient of the eddy diffusivity in the particle tracking Equation (8). It can be observed that
inclusion of the gradient of diffusivity causes particles to move towards the region of high eddy diffusivity values, which is in agreement with [17]. For example, 1000 μm particles remained close to the surface when the eddy diffusivity gradient is excluded from the particle tracking equation. When the gradient of diffusion is included, the 1000 μm particles submerge to the region of greatest diffusivity at about \(x_2 = 1.1\) m (see Figure 6c). Overall, neglecting the gradient of eddy diffusivity causes a deviation of particle trajectories elevations by more than half a wave height after 10 wave periods, which is a non-trivial amount.

In Figure 10, the 100 μm particles continuously descend in the water column. However, the rate of descent is not as pronounced when the gradient of diffusion is included in the particle tracking equation. This further confirms that the eddy diffusivity gradient tends to keep these particles closer to the region of greater eddy diffusivity at about \(x_2 = 1.1\) m.

\[ U_s = \frac{H^2 k}{4} \sigma_e^{(2kx_2)} \] (13)

The calculated values of averaged Stokes drift velocity with turbulence effect for near surface 100 μm particles with and without gradient of diffusivity were 0.065 m s\(^{-1}\) and 0.062 m s\(^{-1}\), respectively. The smaller Stokes velocity compared to the case without turbulence effect is because turbulence (i.e., randomness) results in a net downward movement of the plume (discussed earlier), where the Stokes velocity is smaller. The gradient of eddy diffusivity in this case appears to have only a slight impact on the Stokes drift, increasing the velocity by 5% (from 0.062 to 0.065 m s\(^{-1}\)). The greater Stokes drift induced by the gradient of eddy diffusivity is consistent with the fact that the plume remains closer to the surface when the gradient is included (Figure 10).

![Figure 10. Ensemble averaged plume trajectory (over 500 particles of each size) of particles of diameter 100 and 1000 μm. Release location was at \(x_1 \in [2.5, 3]\) m, \(x_2 = 1.1\) m. Dotted line through the plume trajectory was obtained by window averaging over each trajectory loop corresponding to the wave period.](image-url)

### 3.5. Stokes Drift Calculations

Using the averaged particle trajectories in Figure 10, we calculated the Stokes drift velocities of ensemble data. We used for this purpose neutrally buoyant particles. Figure 11 shows the average speed of 500 near surface particles, when no turbulence effect was included (i.e., by setting the eddy diffusivity and its gradients equal to 0). Due to the proximity of particles to the free surface, the plume exhibited a weak oscillation around the starting elevation of \(x_2 = 1.1\) m. The calculated Stokes drift was 0.072 m s\(^{-1}\) while the theoretical value [27] was 0.075 m s\(^{-1}\). The fact that the two values are close suggests that the RANS simulation is capturing, at least, second-order accurate kinematics.
was the effect of inclusion of the gradient of eddy viscosity (i.e., diffusivity) in random walk particle
works \[4,11,12\] which were hundreds of meters and on the order of hours. We considered the transport
of elevation \(x\) below equation (used also by \[17\]):

of the diffusion coefficient in Equation (8) we expand the diffusion term in the following diffusion
to the uncertainty in estimating it. But excluding the gradient causes a systematic bias in the results,
buoyancy droplets (or particles).
the turbulent diffusivity slows down the predominantly downward movement of neutral (and low)
forces, such as inertia are negligible for the scenarios that we considered. A key issue explored here
was the effect of inclusion of the gradient of eddy viscosity (i.e., diffusivity) in random walk particle
dispersion, and it was observed that the gradient of eddy viscosity tends to advect particles from low
diffusivity regions to high diffusivity regions. This is in agreement with the earlier work of \[17\] for
wind and tidal boundary layers.

The vertical profile of eddy diffusivity shows that it increases rapidly from zero at the free
surface to maximum value at a depth below the mean water level comparable to the wave height
(elevation \(x_2 \approx 1.1\) m, see Figure 6). The resulting steep negative vertical gradient above \(x_2 = 1.1\) m
induces a downward advective velocity in the random walk method Equation (8). Also, the positive
vertical gradient below \(x_2 \approx 1.1\) m causes an upward advective velocity. Therefore, accounting for
the turbulent diffusivity slows down the predominantly downward movement of neutral (and low)
buoyancy droplets (or particles).

It is likely that the gradient of eddy viscosity is commonly neglected in numerical works due
to the uncertainty in estimating it. But excluding the gradient causes a systematic bias in the results,
and thus, might not be justified in all situations. To provide more insight on the origin of the gradient
of the diffusion coefficient in Equation (8) we expand the diffusion term in the following diffusion
equation (used also by \[17\]):

\[
\frac{\partial C}{\partial t} = - \frac{\partial}{\partial x_j} (D \frac{\partial C}{\partial x_j}) = - D \frac{\partial D}{\partial x_j} \frac{\partial C}{\partial x_j} - D \frac{\partial^2 C}{\partial x_j^2}
\]  

\((14)\)

Figure 11. Ensemble averaged plume trajectory (over 500 neutrally buoyant particles of each size) for
the case with no turbulence effect and thus with pure advection. Release location was at \(x_1 \in [2.5, 3]\) m,
\(x_2 = 1.10\) m.

Note that in Figure 11 the orbital motion of the 1000 \(\mu\)m particles is larger. This is due to the fact
that greater buoyancy of the 1000 \(\mu\)m particles pushes these particles closer to the surface thereby
exposing them to greater Stokes drift.

4. Discussion

Transport of oil droplets due to non-breaking wave and buoyancy effects was investigated. The
present study focused on smaller spatial and temporal scales compared to our previous
works \[4,11,12\] which were hundreds of meters and on the order of hours. We considered the transport
of oil droplets due to wave motion, buoyancy, and non-local turbulence, and we found that other
forces, such as inertia are negligible for the scenarios that we considered. A key issue explored here
was the effect of inclusion of the gradient of eddy viscosity (i.e., diffusivity) in random walk particle
where $C$ is the Reynolds-averaged tracer concentration (e.g., oil with $C$ being oil mass per unit volume of water). The first term on the right hand side of Equation (14) is of advective form with the horizontal and vertical derivatives of eddy diffusivity acting as horizontal and vertical advective velocities, respectively. This is particularly important because as it was seen in the results section, there are sharp vertical eddy diffusivity gradients near the surface. The importance of the gradient of eddy viscosity for Eulerian approaches of the form in Equation (14) has been observed in RANS modeling of wind and wave forced oceanic turbulent boundary layers [17]. We believe it is important to consider it in Lagrangian approaches, as done herein.

Unsurprisingly, buoyancy was found to play an important role in oil droplet movement. For submerged particles, buoyancy causes upward transport of particles as seen in Figure 9. A weak upward buoyancy force allows for wave motion and the turbulence to submerge the 100 $\mu$m particles deeper than the 1000 $\mu$m particles which is in agreement with field observations [5]. These overall effects of buoyancy were observed to be modulated or tempered by the gradient of the eddy diffusivity tending to move the particle closer to the region of higher diffusivity.

5. Conclusions

In this manuscript the effect of non-breaking wave motion on oil droplet transport was evaluated. Numerical simulations were conducted using the RANS equations with regular waves of period 1.0 s and height 0.10 m. The current work is an extension of the earlier work of [11] in which Lagrangian tracking of oil particles was performed under regular surface waves in order to understand the combined effects of waves, turbulent diffusion, and buoyancy on the transport of oil droplets at sea. Turbulent diffusion was represented via a random walk model similar to that implemented for the current work, but with constant eddy diffusivity. In the present work, we have extended the study in [11] to spatially dependent eddy diffusivity as calculated by the k-\(\varepsilon\) closure for turbulence. Unlike in the case of [11] which imposed wave-induced motion via second order wave theory, in the present work the waves and thus the wave induced velocity are directly resolved by the simulation. Furthermore, we have investigated the role of the gradient of the eddy diffusivity acting as an advective component in the random walk model driving vertical transport towards the zone in the water column characterized by high diffusivity. The latter behavior has been observed for the first time under the action of waves in the present study. This behavior induced by the gradient of eddy diffusivity has also been observed/explained by [17] in simulations of vertical distributions of particles in a water column subject to wind and tidal forcing and moderate stratification; orbital motions induced by surface waves were not considered in the work of [17].

We found that the resulting RANS velocities underneath the regular waves closely compare to the velocity values obtained based on the second order theory (Stokes theory), giving credence to the numerical results. The turbulence advected into the computational by the waves was characterized by an eddy viscosity (taken equal to eddy diffusivity) increasing sharply from the surface until reaching a maximum value at depth comparable to double the wave height and then decreasing gradually with depth. We used the RANS velocities and the diffusivity to track the movement of oil droplets of size 100 $\mu$m and 1000 $\mu$m in a Lagrangian framework using the random walk method.

It was found that when the particles are released at the water surface, the 100 $\mu$m droplets migrated downward in the water column while the 1000 $\mu$m droplets remained close to the water surface, which can be explained based on the buoyancy. We showed that including the diffusivity gradient would increase the rate of descent of particles in the water column until reaching the zone of maximum diffusivity. Conversely, large buoyancy (1000 $\mu$m) droplets below the maximum value of diffusivity would migrate faster upward to reach the zone of high diffusivity.

In the future we will explore the effect of turbophoresis [17]. Turbophoresis drives particles away from regions of large turbulent kinetic energy, thus away from regions of high eddy diffusivity, in contrast to the effect of the gradient of eddy diffusivity investigated here.
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