


that minimizes a joint cost that is comprised of the node failure probability and resource

usage (load), i.e., line 12, Figure 5.3. Meanwhile, the main iterative loop also embeds MVN

terminal nodes by defining a joint mapping cost. In particular, this value is now comprised of

two different mapping costs, i.e., cost1m and cost2m. In particular, cost1m is defined as follows:

cost1m = (ε)costn,1v + (1− ε)costt,1v (5.8)

where costn,1v is inversely proportional to the resource usage (akin to MRU scheme, see line

17, Figure 5.2), costt,1v is equal to the hop count length of the (delay-constrained) shortest

physical path, c(Pv), that connects node v to the rest of the tree (akin to MRU scheme, line

20, Figure 5.2), and ε is a fractional scaling factor, 0 ≤ ε ≤ 1. Similarly, cost2m is computed

as follows:

cost2m = (ε)costn,2v + (1− ε)costt,2v (5.9)

where costn,2v is equal to the node modified logarithmic failure probability (akin to MRF

scheme, see line 18, Figure 5.2), costt,2v is equal to the path risk of the (delay-constrained)

lowest-risk path, ξ(Pv), that connects node v to the rest of the tree (akin to the MRF scheme,

see line 21, Figure 5.2), and ε is defined above. However, the HRR scheme differs slightly

in its selection of the final mapping location of a MVN terminal node. Namely, it ranks all

nodes in increasing order of their cost1m values, i.e., resource-based node mapping and tree

update costs. The top l nodes are then searched to find the one with the minimum cost2m

value for final mapping, i.e., risk-based node mapping and tree update costs. The k-shortest

paths are then computed from the selected node to the tree, and the path with minimum

risk is selected.
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5.2.4 Complexity Analysis

Consider the run-time complexity of the proposed heuristic schemes. Foremost, the

complexity of the MRU and MRF algorithms is dominated by the loop procedures to select

the MVN terminal node and build the multicast tree, Figure 5.2. Namely, both schemes loop

through all valid locations for all terminal nodes, and for each, find a feasible minimum cost

path to nodes in the existing tree. This main loop is iterated until all MVN terminal nodes are

embedded and hence yields a complexity ofO(|D|3|locd|). Given a shortest path computation

complexity of O(|Es|log|Vs|), the total complexity of the MRU and MRF algorithms is

bounded by O(|D|3|locd||Es|log|Vs|).

Meanwhile, the complexity of the HRR scheme can also be analyzed in a similar manner.

Namely, the overall process follows the same iterative process of checking all MVN terminal

nodes and locations, see Figure 5.3. However, the k-shortest path algorithm is now executed

for each selected location, and this has a complexity of O(k|Es|log|Vs||D|). Hence this yields

a total HRR algorithm complexity bound of O((|D||locd|+ k)|D|2|Es|log|Vs|).

5.3 Performance Evaluation

The proposed MVN embedding heuristics are evaluated using custom-developed mod-

els in OPNETModelerTM . Again tests are done using the same 24-node/86-link and 46-

node/152-link topologies from Chapter 3 and 4, and five different failure regions are defined

for each, see Figure 5.4. All substrate nodes and links have 100 units of resource capacity

and 10,000 units of link bandwidth, respectively. Meanwhile, MVN requests are generated

randomly with 4-7 and 7-12 nodes each (source and terminals) for the 24-node and 46-node

topologies, respectively. The respective location subsets for these MVN nodes are also se-

lected randomly. Namely, each MVN source and terminal node specifies a location set with

two substrate nodes, and without loss of generality, these sets are considered to be disjoint.

Furthermore, all MVN nodes require 1-10 units of capacity, and each MVN link requires
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50-1,000 units of bandwidth. Meanwhile, the delay and delay variation constraints are set to

6 and 3, respectively, and all MVN requests have infinite durations with exponential inter-

arrival times (mean 60 seconds). The multi-failure outage events are triggered randomly as

per their pre-defined occurrence probabilities. Accordingly, substrate nodes and links that

belong to the selected failure region are failed independently as per their pre-defined fail-

ure probabilities. All tests are done for medium-to-heavy load services and results are also

averaged over 10 independent runs.

Figure 5.4: Test network topologies
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5.3.1 Blocking Rate

The MVN blocking rate is a critical metric for operators as it is indicative of the load-

carrying capacity of a particular scheme. Hence the blocking rates for the 24-node and

46-node networks are plotted in Figure 5.5 and Figure 5.6, respectively. The overall results

indicate that the MRF scheme gives the highest blocking since it strictly focuses on risk min-

imization and ends up routing longer detour link connections. As such, this approach cannot

provide good operator revenues. By contrast, the MRU scheme gives the lowest blocking

rates as it focuses on resource efficiency concerns. Meanwhile, the HRR scheme, which con-

siders both risk and resource efficiency concerns, yields a very good tradeoff between the two

algorithms. In particular, this scheme closely tracks the blocking rates for the MRU scheme

in the 24-node topology, i.e., within 5% deviation at heavy loads (Figure 5.5).

5.3.2 Revenue

The net revenue performance for the various schemes is also measured here. As per

[34], this value is computed based upon the revenue, cost, and disruption penalty across all

demands. Namely the revenue generated by provisioning a MVN demand tree, T, is [22]:

REV (T) = ψ
∑
e∈Te

bI(e) + (1− ψ)
∑
v∈Tv

rI(v) (5.10)

where I(e) and I(v) are the revenue per unit of bandwidth and node resource, respectively,

and ψ is a relative scaling factor for bandwidth and node resource revenues, 0 ≤ ψ ≤ 1.

Meanwhile, the cost of mapping the tree T is also given by [22]:

COST (T) = π
∑
e∈Te

χT
e ∗ C(e) + (1− π)

∑
v∈Te

ΥT
v ∗ C(v) (5.11)

86



where χT
e is the amount of bandwidth allocated to tree link e, ΥT

v is the amount of node

resource allocated to tree node v, C(e) and C(v) are the unit bandwidth and unit node

resource costs, and π is a relative scaling factor, 0 ≤ π ≤ 1. Finally, the service disruption

penalty associated with an affected MVN request is also computed as [34]:

P (T) = %
∑
e∈Te

b(e) ∗P(e) + (1− %)
∑
n∈Tv

r(n) ∗P(n) (5.12)

where P(e) and P(n) are the unit node and link penalty costs, respectively, and % is a relative

scaling factor for the link and node penalties, 0 ≤ % ≤ 1. Based upon the above terms, the

net revenue is computed by summing across all required demands [34]:

REVN(T) =

∑
(REV (Ti)− COST (Ti))−

∑
j P (Tj)

Time
,∀Ti ∈ Amvn,∀Tj ∈ F (5.13)

where Amvn is the set of successfully-mapped (accepted) MVN demands, Ti is the i-th MVN

tree in Amvn, F is the set of affected MVN trees, Tj is the j-th MVN tree in F, and Time

is the total simulation run-time.

The net revenues are shown in Figure 5.7 and Figure 5.8 for the 24-node and 46-node

topologies, respectively. These findings confirm that the MRF scheme gives the lowest rev-

enues since it is not very resource efficient. By contrast, the MRU scheme achieves the

highest revenues. Again the HRR scheme achieves a very good tradeoff between the other

two strategies. For example, this method gives roughly identical revenues to the MRU strat-

egy at higher loads in the smaller 24-node topology (Figure 5.7).

5.3.3 MVN Failure Ratio

Finally, MVN failure ratios are also plotted for the heuristic strategies in Figure 5.9

and Figure 5.10 for 24-node and 46-node networks, respectively. In particular, these values
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represent the fraction of demands affected by the outages. Again, the MRU heuristic gives

the lowest reliability compared to MRF and HRR algorithms since it does not take into

account any a-priori failure risk information. Meanwhile the MRF algorithm gives the highest

reliability, and the HRR scheme achieves a good median between these two schemes.
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Figure 5.5: Blocking rate for 24-node network

Figure 5.6: Blocking rate for 46-node network
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Figure 5.7: Revenue 24-node network

Figure 5.8: Revenue for 46-node network
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Figure 5.9: Failed MVN ratio for 24-node network

Figure 5.10: Failed MVN ratio for 46-node network
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Chapter 6

Conclusions

The research in this dissertation focuses on cloud-based networks and presents a detailed

study of post-fault repair strategies and reliable multicast embedding. First, Chapter 2

reviews some related work on virtual network (VN) and multicast VN (MVN) embedding,

with a focus on survivability concerns. The existing body of work in progressive recovery

(infrastructure repair) design is also surveyed here. Next, Chapter 3 presents an overall

framework for progressive recovery and details a formal optimization-based model. Related

metaheuristic solution strategies are also proposed and evaluated here. Building upon this,

Chapter 4 presents a series of intelligent polynomial-time heuristic strategies to achieve more

scalable operation in real-world settings. Finally, Chapter 5 details improved “risk-aware”

mapping strategies for MVN service demands. The major findings and results from this

dissertation effort are now summarized here and some important future research directions

are also identified.

6.1 Summary of Research Findings

This dissertation initially focuses on the problem of progressive infrastructure repair for

cloud-based VN services. To date most studies on VN disaster recovery have focused on

pre-provisioned protection strategies. However these methods are resource-intensive and

cannot guarantee full recovery at all times. Hence there is a critical need to develop fur-

ther post-fault recovery schemes. Now most operators will usually re-build their damaged

infrastructures in a staged and incremental manner. As a result, careful placement (schedul-
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ing) of repair resources is of crucial importance in order to minimize service down times

and operator penalties/losses. Along these lines, Chapter 3 introduces a progressive re-

pair framework and presents an in-depth optimization modeling of the repair scheduling

problem. This setup uses a MINLP approach and tries to maximize the number of recov-

ered demands in each stage by taking into account finite, i.e., limited, amounts of repair

resources and partial VN demand recovery. Nevertheless this formulation is not readily-

solvable owing to extreme intractability. Therefore more feasible metaheuristic strategies

are also proposed based upon SA methods. These latter schemes use the same objective

function as the optimization model and implement an iterative search process to generate

and evaluate randomly-modified system state (resource placement) vectors. Specifically, two

different SA renditions are developed here based upon selective (individual node and link)

and distributed (multiple node and link) resource allocation strategies. Furthermore VN

remapping schemes and VN playback (copy-back) methods are then used to restore portions

of failed VN demands. The overall results from the analysis study indicate that:

• The non-linear MINLP optimization model poses very high intractability. For example,

this formulation generates over 12,000 variables and 30,000 constraints for a sample

10-node/15-link physical substrate experiencing failure of 100 VN demands (with an

average of 4 nodes and 6 links each).

• The performance of the SA schemes is affected by the initial temperature and cooling

rate, especially the latter. Smaller values for the cooling rate examine large parts of the

search space, leading to very high computational complexity. Conversely, high values

for the cooling rate overly restrict the search space, yielding unacceptable performance.

• The distributed SA scheme yields significantly higher VN restoration ratios as com-

pared to the selective SA variant. This improvement is due to the fact that this method

distributes repair resources more evenly across the network.
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• The VN remapping approach gives notably better recovery in the early repair stages,

i.e., by actively re-computing failed mapping portions. However this approach cannot

achieve full recovery since VN remapping is performed over a partially-working physical

topology. By contrast, the VN playback approach provides full VN recovery by the

final stage, but generally gives lower performances in the early-mid recovery stages.

In general, it is difficult to implement optimization (and even metaheuristic) schemes in

practical settings owing to their high computational complexity and non-deterministic run

times. As a result, network operators will require tractable heuristic schemes to generate

acceptable solutions within reasonable timeframes. Hence this dissertation also presents

some intelligent polynomial-time resource scheduling schemes for progressive VN recovery in

Chapter 4. In particular, these solutions implement resource placement based upon a range

of measures, including random, physical network connectivity, virtual load, and required

resources. Furthermore, both selective and distributed variants are also developed for the

physical network connectivity and virtual load heuristics, akin to the SA schemes. Overall,

detailed simulation studies here reveal the following findings:

• All heuristic algorithms (distributed and selective variants) outperform the baseline

random scheme in almost all recovery stages in terms of the number of restored VN

demands and service disruption penalties, regardless of the VN recovery approach.

• All schemes (including baseline random placement) give noticeably better performance

in early stages with the VN remapping approach. Conversely, the VN playback ap-

proach gives full recovery by the final stage, i.e., since it simply copies back prior

working mappings. However, the improvements with VN remapping are more notice-

able with the selective heuristic variants.

• The distributed variants show better performance versus their selective counterparts

regardless of the VN recovery approach, i.e., VN remapping or VN playback. This
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improvement is due to the fact that these methods tend to distribute resources more

evenly in the network, and is particularly noticeable for VN playback recovery. The

distributed variants also yield better resource efficiency.

• The physical network connectivity and virtual load heuristics show very close perfor-

mance for both the selective and distributed variants for both VN recovery approaches,

i.e., VN remapping and VN playback.

• The S-SA metaheuristic shows better performance compared to the selective physi-

cal degree and virtual load heuristics (in terms of recovered VN demands and service

disruption penalties). Similarly, the D-SA metaheuristic shows better recovery per-

formance as compared to the distributed physical degree and virtual load heuristics

regardless of the VN recovery approach. This approach also gives higher resource usage

as it restores more VN demands.

• The SRF scheme only gives improved performance with fewer numbers of affected VN

demands, e.g., for the case of smaller network topologies or in later recovery stages in

larger network topologies. The other heuristics (physical network connectivity, virtual

load) and metaheuristic strategies are more effective otherwise.

Finally, this dissertation also presents some reliable multicast VN (MVN) embedding

heuristics to handle large-scale multi-failure outage scenarios (Chapter 5). Specifically, the

problem is treated as a special case of mapping multicast trees with further constraints on

delay and geographic VN node placement. Probabilistic a-priori fault models are also used

to incorporate risk vulnerabilities. Some novel MVN embedding heuristics are then proposed

based upon resource usage minimization, failure risk minimization, and hybrid resource usage

and failure risk. The main findings from this study include:
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• The MRU scheme gives the best resource efficiency as it tries to minimize resource

usage. However, this approach also gives the lowest post-fault reliability as it does not

incorporate any risk vulnerabilities.

• The MRF approach gives the best overall reliability. However, this method also yields

very high resource usage, leading to high blocking and reduced revenues.

• The hybrid HRR scheme achieves a good tradeoff between risk minimization (reliabil-

ity) and resource usage (blocking).

6.2 Future Work

This work presents one of the first comprehensive studies on progressive recovery de-

sign for cloud-based infrastructure services as well as “risk-aware” mapping of multicast VN

(cloud) services. As such, it provides a very solid basis from which to conduct further ex-

ploratory research. Foremost, new efforts can look at resolving the high intractability of the

non-linear optimization formulation in Chapter 3, i.e., by applying a range of methodolo-

gies such as relaxation methods, dynamic programming, LP approximations, and column

generation techniques. The performance of these near-optimum schemes can then be com-

pared with the various heuristic and metaheuristic strategies developed herein to get a better

ranking assessment of progressive repair scheduling methods.

Next, further research work can be done in the area of MVN embedding design. Foremost,

detailed optimization formulations can be developed to try to bound mapping risks. Special-

ized progressive recovery schemes can also be investigated for MVN demand recovery. In par-

ticular, these service types feature tree-based topologies which embody a natural hierarchical

structure, i.e., source and terminal nodes. Hence modified resource placement/scheduling

solutions can be developed to recover the most damaged multicast tree branches or ter-
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minal endpoints first. Again, both optimization and heuristic-based methodologies can be

formulated here.

Finally, the broader datacenter and networking sectors are seeing very notable evolutions

with the advent of software-defined networking (SDN) and network function virtualization

(NFV) technologies. In particular, SDN control frameworks are decoupling the data and

control planes, eliminating the need for complex distributed routing frameworks and de-

vices. Hence carriers can now deploy highly-customized provisioning and recovery solutions

using condensed intelligent controllers running over commodity switches. Meanwhile, NFV

concepts are revamping the data plane by reducing the need for dedicated network hardware

systems. Specifically, NFV instantiates critical networking functions as software instances

running on generalized servers, thereby allowing carriers to build customized service chains

for their clients. Hence the overall NFV+SDN combination offers numerous possibilities

for progressive recovery repair, i.e., by allowing operators to recreate damaged systems and

re-route traffic to effectively reconstitute failed service demands. Overall, this is a very new

area with much potential for new contributions.
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Appendix A

Glossary

BFS Breath First Search

CSP Cloud Service Provider

DFRDM Dynamic Failure Region Disjoint Mapping

DFS Depth First Search

D-PD Distributed Physical Degree

D-SA Distributed Simulated Annealing

D-VL Distributed Virtual Load

DWDM Dense Wavelength Division Multiplexing

FRGBM Failure Region Group-Based Mapping

HRR Hybrid Resource and Risk

IaaS Infrastructure as a Service

ILP Integer Linear Programming

InP Infrastructure Provider

IOCM Incremental Optimization with Constrained Mapping

IP Internet Protocol

MCF Multi-Commodity Flow
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MILP Mixed Integer Linear Programming

MINLP Mixed Integer Non-Linear Programming

MIP Mixed Integer Programming

MPLS Multi-Protocol Label Switching

MRF Minimum Risk of Failure

MRU Minimum Resource Usage

MST Minimal Spanning Tree

MVN Multicast Virtual Network

MVNE Multicast Virtual Network Embedding

NFV Network Function Virtualization

NSVIM Non-Survivable Virtual Infrastructure Mapping

PaaS Platform as a Service

PD Physical Degree

QoS Quality of Service

RD Random

SA Simulated Annealing

SaaS Software as a Service

SDN Software Defined Networking

SOUM Separate Optimization with Unconstrained Mapping

S-PD Selective Physical Degree

SRF Smallest Request First
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SRG Shared Risk Group

SRLG Shared Risk Linked Group

S-SA Selective Simulated Annealing

S-VL Selective Virtual Load

SVNE Survivable Virtual Network Embedding

VL Virtual Load

VM Virtual Machine

VN Virtual Network

VNE Virtual Network Embedding

WMD Weapons of Mass Destruction
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Appendix B

Variable Definitions

A summary listing of all variable definitions is provided here for reference sake.

B.1 MINLP Optimization Variables

The overall MINLP model is presented in Chapter 3. The associated variable definitions

are as follows:

Gs = (Vs,Es) Physical cloud substrate topology

Vs Set of datacenter nodes in Gs

Es Set of network links in Gs

Rmax
n Maximum resource capacity of substrate node n ∈ Vs

Bmax
(m,n) Maximum bandwidth of substrate link e = (m,n) ∈ Es

Ga = (Va,Ea) VN request

Va Set of VN nodes in Ga

Ea Set of VN links in Ga

r(a) Amount of node resources required by VN node in demand a

b(a) Amount of bandwidth capacity required by VN link in demand a

T0 Time of initial outage event

Tk Time of recovery stage k, k > 0
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Fk
v Set of affected (eligible) physical nodes in stage k

Fk
e Set of affected (eligible) physical links in stage k

X0 Aggregate datacenter node resource loss

Y0 Aggregate network link capacity loss

A Set of affected VN demands

a An affected VN demand in A

V
′
a Set of affected virtual nodes in VN demand a

E
′
a Set of affected virtual links in VN demand a

Xk Datacenter repair resources in stage k, k > 0

Yk Link repair resources in stage k, k > 0

Rk
n Current resource level of physical node n in stage k

R
′k
n Available resource level of physical node n in stage k

Bk
(m,n) Current resource level of physical link (m,n) in stage k

B
′k
(m,n) Available resource level of physical link (m,n) in stage k

βk(m,n) Amount of link repair resources allocated to link (m,n) in stage k

αkn Amount of node repair resources allocated to node n in stage k

ρp,a,kn Indicates if VN node p from a is restored onto physical node n in stage k

f
(p,q),a,k
(m,n) Indicates if VN link (p, q) is restored onto physical link (m,n) in stage k

τa,k Indicates if the VN request a is restored in stage k

η
(p,q)
(m,n),a Indicates if physical link (m,n) is assigned to VN link (p, q) in VN demand a

γp,an Indicates if VN node p from VN demand a is mapped onto physical node n
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B.2 Simulated Annealing (SA) Metaheuristic Variables

The SA metaheuristics schemes are presented in Chapter 3. The associated variable

definitions are as follows:

prob SA acceptance probability

temp SA temperature

∆r Difference in the objective value between current and new state

Vs
cur Current selective SA node solution vector

Es
cur Current selective SA link solution vector

Vs
new New selective SA node solution vector

Es
new New selective SA link solution vector

Vd
cur Current distributed SA node solution vector

Ed
cur Current distributed SA link solution vector

Vd
new New distributed SA node solution vector

Ed
new New distributed SA link solution vector

∆v
i Portion of node repair resources for i-th node in Fk

v

∆e
i Portion of link repair resources for i-th link in Fk

e

α SA cooling rate

P (Ga) Penalty for VN demand a

P(e) Unit VN link penalty cost

P(n) Unit VN node penalty cost
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µ Relative scaling factor to weight P(e) and P(n)

Ptotal Long term penalty

Overhead VN restoration overhead

Vr Set of failed VN nodes that are successfully migrated

Er Set of failed VN links that are successfully remapped

ζ Relative scaling factor to weight Vr and Er

B.3 Polynomial-Time Heuristic Variables

The polynomial-time heuristics schemes are presented in Chapter 4. The associated

variable definitions are as follows:

F
′k
v Candidate node set

F
′k
e Candidate link set

wn Weight assigned to physical node n in distributed (PD,VL) heuristics

∆n Portion of Xk assigned to physical node n in distributed (PD,VL) heuristics

we Weight assigned to physical link e in distributed (PD,VL) heuristics

∆e Portion of Yk assigned to physical link e in distributed (PD,VL) heuristics

ndi Physical node i degree in original working substrate topology, Gs

V Li Virtual load at physical node/link i in original working substrate topology, Gs

ra Total amount of resources (node and link) required by affected VN demand a

Γ Relative scaling factor to weight node and link required resources
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B.4 Multicast VN (MVN) Embedding Variables

The MVN embedding heuristic schemes are presented in Chapter 5. The associated

variable definitions are as follows:

R
′
v Available resources of physical node v

B
′
e Available bandwidth of physical link e

c(e) Cost associated with link e (static, additive)

d(e) Delay associated with link e (static, additive)

c(P) Cost associated with path P

d(P) Delay associated with path P

ξ(P) Modified probabilistic risk associated with path P

(s,D, δ, γ, r, b) MVN demand tuple

s MVN source node

D Set of MVN terminal nodes

di MVN terminal node in D

δ Maximum delay bound for MVN demand

γ Maximum delay variation bound for MVN demand

r MVN node resource requirement

b MVN bandwidth capacity requirement

locs Set of physical location nodes for MVN source node s

locdi Set of physical location nodes for MVN terminal node di
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U Set of a-priori outage events

ui Outage event i

p(ui) Occurrence probability of outage event ui

ω(v) Conditional failure probability for physical node v

ω(e) Conditional failure probability for physical link e

ξ(v) Modified logarithmic failure probability for physical node v

ξ(e) Modified logarithmic failure probability for physical link e

T = (Tv,Te) Multicast tree computed for MVN demand

Tv Set of physical nodes in T

Te Set of physical links in T

delayTmin Minimum source-terminal delay in T

delayTmax Maximum source-terminal delay in T

costm MVN demand mapping cost in MRU and MRF schemes

costm,1 First MVN demand mapping cost in HRR scheme

costm,2 Second MVN demand mapping cost in HRR scheme

costnv MVN node mapping cost for substrate node v in MRU and MRF schemes

costtv MVN tree update cost for substrate node v in MRU and MRF schemes

costn,1v First MVN node mapping cost for substrate node v in HRR scheme

costn,2v Second MVN node mapping cost for substrate node v in HRR scheme

costt,1v First MVN tree update cost for substrate node v in HRR scheme
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costt,2v Second MVN tree update cost for substrate node v in HRR scheme

ε Relative scaling factor to weight node mapping and tree update cost

REV (T) Revenue generated by provisioning multicast tree T

I(e) Revenue per unit of bandwidth

I(v) Revenue per unit of node resource

ψ Relative scaling factor to weight bandwidth and node resource revenues

COST (T) Cost of mapping multicast tree T

χT
e Amount of allocated bandwidth to multicast tree link e

ΥT
v Amount of node resource allocated to multicast tree node v

π Relative scaling factor to weight node and link allocated resources

P (T) Penalty for affected multicast tree T

P(e) Unit node link penalty cost

P(n) Unit link penalty cost

% Relative scaling factor to weight node and link penalty costs

REVN(T) Net revenue for multicast tree T

Amvn Set of successfully-mapped MVN demands

Ti The i-th multicast tree in Amvn

F Set of affected multicast trees

Tj The j-th multicast tree in F

Time Total simulation run-time
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Appendix C

Copyright Permissions

Below are the permissions for the use of material in Chapters 3 and 4 of this dissertation.
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