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CHAPTER 1: INTRODUCTION 

 

1.1 Problem Statement 

 This thesis will cover the area of digital signal processing analysis of the 

Electroretinogram (ERG) response of the human eye, focusing on the methods that can be used 

to extract useful analytical information.  These information help identify abnormal behaviors in 

the patient eyes which can lead to an improved diagnosing process.  These performed tests if 

analyzed properly could also have the potential to predict future problems relating to retinal 

disorders [1].   

 Early detection of retinal disorder by ERG analysis has been an area of study since 1965 

[2].  The diagnostic procedures and methods which have been used in the field still have large 

room for improvement.  The test speed and number of samples taken are significant, also the 

processing time and efficiency are a factor that will largely affect the performance of the 

diagnostic system and ease the process for testing subjects and patients [3]. 

 The ERG is considered as a mass recording of various responses of different cells in the 

retina, these responses are basically formed by stimulating the retinal cells [3].  The ERG signal 

contains different components that are driven by different sources in the retinal structure.  Some 

of these components are present in most ERG signals such as a-wave and b-wave, other 

components such as i-wave and Photopic Negative Response (PhNR) are only present in specific 

conditions regarding the data collection method [4].  Most of ERG components have not been 

standardized since they are still challenged in regard of their origins in medical trials [5].  Hence, 
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ERG components are not completely explored and the physiological interpretations for these 

components are also to be standardized.   

 Recent research focuses on the time domain analysis of the ERG signal and more 

specifically on the early response which consist of a-wave and b-wave.  The need of applying 

different methods and techniques of signal processing which can offer additional details of the 

ERG that can help to study the different ERG signal components has been identified.  Hence, this 

thesis presents the study, the comparison and the analysis of using different techniques of signal 

processing in ERG signals.  The extracted ERG information will help expand the knowledge of 

ERG components as well as the assessment of eye status and retinal condition.   

1.2 Thesis Objective 

 The goal of this thesis is to understand the significance of ERG response and its 

characteristics as well as to introduce signal processing approaches to extract essential 

information from the ERG signal.  Different signal processing methods are carefully applied 

using processing tools such as Short Time Fourier transform (STFT), Continuous Wavelet 

Transform (CWT) and Discrete Wavelet Transform (DWT).  The output of these transforms 

have been analyzed and compared in order to choose the most efficient approach with best 

realistic measurements and acceptable resolution.  Additionally, a signal decomposition approach 

using DWT has been developed to isolate different components in ERG, and the detailed 

analysis of the decomposed signals is provided. 

1.3 Thesis Outline 

 This thesis is organized as follows.  In Chapter 2, the ERG fundamentals are discussed.  

In Chapter 3, the DSP methods used in this thesis are introduced with the state of the art of each 
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approach.  Chapter 4 shows the results of the introduced DSP.  In Chapter 5, the overall results 

are discussed in detail.  In Chapter 6, contributions are summarized and an outline for open 

issues and future work is presented. 
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CHAPTER 2: BACKGROUND 

 

 Electroretinagram testing has been used in humans and laboratory animals since the late 

nineteen forties under the influence of Swedish pioneers Holmgren and Granit [1].  Typically, 

the test determines the retinal status and acts as a check for retinal diseases and dysfunctions.  

The ERG is basically a mass response of the eye’s retina after the simulation of a bright light.  

The applied light causes the retina to produce a response measured in voltage, which is addressed 

as ERG [1].   

          The method of recording the eye response is by stimulating the eye with a flash or a bright 

light and record the response using a recording electrode attached to the patient’s eye.  The test is 

usually repeated multiple times and the response is averaged in order to obtain an accurate and 

clutter free signal [2].  Various retinal cells and tissues respond to the stimulation and is recorded 

in the ERG test.  These cells and tissues react differently and produce unique selective responses.  

Hence, ERG signal has a highly diagnostic potential [8].  The length of ERG signal is typically 

200 milliseconds, being the first 80 milliseconds the most essential time segment as it contains 

most of the ERG components.  This suggests that the ERG signal is relatively a short signal, and 

provides a significant challenge to the analysis of the signal.  Figure 1 shows an ERG response 

signal.  The retina typically has about 120 million rods and about 6 million cones which suggests 

that the response of the ERG will be dominated by rods.  The rods and cones responses can be 

isolated using different test settings such as manipulating colors, amplitudes and intensity of the 

light simulator in the testing condition.   
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 The reason for obtaining isolated responses is because each response can give more 

accurate measurements of a-wave and b-wave amplitudes and respective peak times while these 

measurements can only be obtained by isolating the response from cones and rods [9].  One 

method of isolating rods and cones is by controlling the wavelength (color) of simulated light.  

The peak wavelength sensitivity for rods is around 510 nm, also known as Scotopic Response, 

while the peak wavelength sensitivity for cones is 560 nm, defined as the Photopic Response 

[10]. 

 

Figure 1: ERG Photopic Response 
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 As shown in Figure 1, the two main components in ERG responses are the a-wave and b-

wave.  The a-wave is the first negative wave and the b-wave is the positive wave which directly 

follows the a-wave and usually has a high positive amplitude.  Both components are essential in 

ERG testing as they are usually measured in amplitude and time to determine retinal status [6].  

Following these two components, i-wave and photopic negative response are also shown in 

figure 1, however these two components are not always present.  The following sections provide 

more details regarding each ERG component. 

2.1 ERG Component: the a-wave 

 The a-wave originates from the cones and the rods of the retina and is the first visual 

response of the ERG signal [9].  The a-wave usually determines the physiological health of the 

retina photoreceptors [9].The standard features of a-wave are the negative trough, the amplitude 

from the baseline to the a-wave trough and the time from the light onset to the trough of a-wave.  

Characteristics of a-wave highly depend on the type of the ERG response, a-wave can have 

different features if the applied ERG test is configured to attract either cones or rods [10].  In the 

photopic ERG response, a-wave is a measure of the outermost retinal layer [10].   

2.2 ERG Component: the b-wave 

 The b-wave is formed by the ON bipolar cells of the retina [9], but other studies suggest 

that there is a contribution to the response from the Muller cells [11].  The features of b-wave 

mainly focuses on the peak-to-peak amplitude from the peak of the b-wave to the trough of the a-

wave and on the time measured from the light onset to the time when the b-wave peaks.  The b-

wave determine the health of the inner layers of the retina [7].  Unlike a-wave, b-wave does not 

significantly change in shape in regard to cone or rod dominant ERG signals [10]. 
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2.3 ERG Component: the i-wave 

 As shown in figure 1, the i-wave is an ERG component that is present as the positive 

increase after the b-wave, it appears in the photopic ERG response.  The i-wave does not appear 

in all ERG test settings, which suggests that it could only be a cone related response.  The i-wave 

is initiated if the ERG photopic response when a light intensity setting is optimized to attract 

cones.  This component appears as a small positive hill stationed around 50 ms which will start 

descending afterwards as the PhNR starts to appear [11].  The i-wave is believed to be originated 

in the inner retina and specifically in the RGCs.  There have not been many studies regarding the 

i-wave and its significance nor extracting of i-wave and PhNR signals using time and frequency 

analysis [5].   

 The i-wave is believed to originate from the inner part of the retina.  However, this 

observation has been challenged [11] and there is no research evidence regarding the 

physiological significance of the i-wave and its direct association to retinal disorders.  I-wave 

features include the implicit time at which the i-wave peaks and its respective peak amplitude 

from the ERG baseline [13]. 

2.4 Photopic Negative Response  

 The photopic negative response (PhNR) in an ERG is the negative wave following the b-

wave.  The PhNR is driven by the retinal ganglion cells (RGCs).  The analysis of this negative 

response determines diseases in the retina caused in RGCs, also it can be a functional test for the 

optical nerve in the retina [10].  There are few studies in the literature regarding exploring the 

PhNR and i-wave features, the explored analysis of these components were only focused on the 

signal in time domain.  The PhNR features include the difference between the most negative 
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voltage after the tail of the i-wave and the baseline (zero volt), there are other applied approaches 

which are less affected by noise such as determining the lowest negative voltage level of the 

PhNR and the time where the ERG component is initiated [13].  The ERG response in glaucoma 

patients shows a reduction in the PhNR amplitude which elevates the i-wave and makes it more 

detectable [12].  This observation shows the importance of analyzing this response and use it to 

improve glaucoma diagnostic procedures. 

2.5 Oscillatory Potentials 

 The Oscillatory Potentials (OPs) are formed by the Amacrine cells in the inner retina.  

They are the potentials following the b-wave, usually they are at a higher frequency than all 

other ERG components and less in amplitude.  The OPs are attenuated in many retinal diseases 

such as Retinitis Pigmentosa, diabetic retinopathy and several other conditions [9]. 

Table 1: Summary of Photopic ERG Components 

ERG 

Components 
Origin Component Features Existence Time 

Existence 

Frequency 

Band 

a-wave 
Cones and 

Rods 
Negative First Trough 

Transient  

(Early Response) Wide Band 

b-wave 

ON Bipolar 

Cells and 

Muller Cells 

Positive Highest Peak 

Transient  

(Early Response) Wide Band 

i-wave RGC 

Negative peak 

between b-wave and  

PhNR 

Exists Across 

Entire ERG Wide Band 

PhNR RGC 

Ascending from 

lowest amplitude after 

i-wave 

Exists Across 

Entire ERG Narrow Band 

OPs 
Amacrine 

Cells 

Low amplitude 

Oscillations Across 

the ERG 

Exists Across 

Entire ERG Narrow Band 
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 In conclusion, a-wave and b-wave have only been explored in time domain and their 

features are defined in terms of amplitudes and implicit times.  OPs are explored in the literature 

and are extracted by filtering the ERG response.  The exact definition of i-wave and PhNR 

noticeably varies in the literature, which makes the related research to i-wave and PhNR very 

limited and this thesis will apply different processing methods that can help make a contribution 

in the regard of PhNR and i-wave components [16].  Frequency domain characteristics of ERG 

components have not been explored in details.  In Table 1, a summary of photopic ERG 

components is presented. 
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CHAPTER 3: STATE OF THE ART 

 

 This chapter will elaborate on the methodologies used to obtain and analyze the ERG 

signal.  It begins with the process of data collection and how it affects the obtained signal, and 

presents the types of ERG responses based on various configurations applied to the testing 

process.  This chapter will then identify each signal processing technique used in this thesis, with 

the application of each technique being focused on ERG signals.  Finally, ERG mathematical 

models that have been developed to represent an ERG response with different configurable 

parameters. 

3.1 ERG Data Collection Process  

 The standard method used for ERG data collection is through applying a flash pulse 

directed to the subject’s eye, and recording the captured response.  A staged process is performed 

in order to obtain the optimum response, each stage will be discussed in this section.  Figure 2 is 

the representation of the staged process for the ERG data collection. 

 

Figure 2: ERG Data Collection Block Diagram 
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 The ERG data collection process uses a digitally controlled device that can be attached to 

the subject’s eye through a number of electrodes [8].  There are different methods to record the 

ERG response, the most popular is by using a ring wire attached to a contact lens and placed on 

the pupil.  Usually the eye will be held open using speculum structures to avoid eye movements 

and blinking during the test.  Another type of electrode used can be made with a cotton wick.  

The controlling unit of the device is a computer, this computer is responsible for initiating the 

test by triggering a timed pulse of light through a strobe light source.  The light source is directed 

to the subject’s eye and the electrodes are connected to the subject’s pupil where the retina is 

connected, which is light sensitive and located in the back tissue of the eye.  After the light rays 

passes the cornea, pupil and lens, they are focused onto the retina.  The retina receives these rays 

and converts them to electrical signals that are passed to the brain through optic nerves [5].  An 

ERG response is generated and captured by the electrodes, and the electrodes are connected to an 

amplifier which can scale the response to a readable level.  A band pass filter is used to remove 

undesired frequencies, the filter’s bandwidth used in this application is typically 0.3 Hz-500 Hz 

[18].  An analog to digital converter captures the filtered signal in order to send it to the 

processing unit.  The computer is then used for displaying the ERG response in time domain 

using a display unit.  It can also store data for further analyis, capture multiple ERG signals and 

average them in order to remove noise [18].  Depending on the setting of the light color and 

intensity and the onset period, a response can either be a Scotopic or a Photopic ERG signal. 

 In each case, some ERG components can be shaped differently, other components may 

not be present, such as i-wave and PhNR which can only be present in the Photopic ERG 

response.  Photopic ERG can be achieved by a bright high intensity flash stimulation for a short 
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period of time.  Databases of ERG signals can be a useful source of data of different ERG types 

and different subjects.  However, there are no publicly available databases for ERG signals. 

3.2 ERG Signal Processing 

 The approach of exposing the ERG signal to different signal processing techniques can 

start with basic steps such as time domain analysis as well as frequency domain analysis.  More 

complex techniques will be then used in this study to extract additional information from the 

signal in order to obtain better accuracy.  The Short Time Fourier Transform (STFT) will be 

performed as well as the Continuous Wavelet Transform (CWT) and the Discrete Wavelet 

Transform (DWT).  The STFT and CWT techniques will have some similarities in the output, 

however expected differences are found with respect to accuracy and resolution.  The output of 

these two methods will be compared and analyzed. 

3.2.1 Short Time Fourier Transform 

 The standard Fourier transform will show the frequency spectrum of the entire signal.  

The limitation of this approach is that the frequency parameters of the signal in a specific time 

cannot be determined.  Hence, the short time Fourier transform is a suggested approach to 

analyze the ERG signal in a time-frequency domain. 

 Short time Fourier transform, or also known as windowed Fourier transform, is the 

approach of dividing the signal into short segments of equal length of time.  Each segment of 

time shall be evaluated individually and the resulting frequency content of each segment can be 

displayed under that period.  As shown in Figure 3, the resolution of the short time Fourier 

transform depends mainly on the length of the segment, i.e.  a shorter segment in time will result 
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in a lower frequency resolution which reflects as a wider segment in the frequency domain.  

Figure 3 shows two different types of STFT. 

 

Figure 3: Time and Frequency Resolution of Short Time Fourier Transform 

 As shown in Figure 3, the segments chosen for a particular time resolution (left) has a 

poor frequency resolution, while obtaining a better frequency resolution (right) will result in 

lower resolution in time.  This approach of analyzing the ERG signal using the short time Fourier 

Transform has not been used to analyze ERG responses [16].  The outcome of the Short Time 

Fourier Transform will usually be displayed in a two dimensional plot with time in the x-axis and 

frequency in the y-axis.  The amplitude of the transformed signal will be represented as the color 

of the signal with a color index that shows the difference between high and low amplitude 

values.  The STFT major disadvantage is that it mainly depend on the signal’s resolution and 

sampling frequency. 

3.2.2 Wavelet Transform 

 The wavelet transform is another type of time-frequency representation of a signal.  

There are two types of wavelet transforms, a continuous wavelet transform and a discrete one.  

The wavelet transform is usually performed in both forms to obtain more information and better 

result.  Continuous Wavelet Transform and Discrete Wavelet Transform are used to analyze and 
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display the time-scale plot of a signal.  Additionally, they are used to decompose the signal into 

its original components.  The following sections will briefly explain the concept of the wavelet 

transform and what has been described in the literature to analyze the ERG signal.   

3.2.2.1 Continuous Wavelet Transform 

 The continuous wavelet transform is achieved by the convolution of the given signal with 

a series wavelets.  Those wavelets are shifted and stretched in time domain.  The wavelet 

function used to generate the series is called the mother wavelet, and the generated series of 

wavelets are called the daughter wavelets.  The process of shifting the series of wavelets with the 

original signal is called translation, and the process of scaling the wavelet is called dilation.  The 

result of the translation and dilation is a series of coefficients that are acting as a quantitative 

representation of the similarity relation between the signal and the series of translated and dilated 

wavelets [18]. 

 The coefficients of the continuous wavelet transform are plotted against the scales of the 

transform.  Those scales are translated into pseudo approximated frequency values which will be 

used to generate a time versus frequency plot [19]. 

 Mathematically, the wavelet coefficient equation is given by the following: 

  




 dtttxbaCtCoefficien ba )()(, ,                                (1) 

 The coefficient C in equation 1 is the similarity value, which means the higher the value, 

the more similar the wavelet to the original signal, and the lesser the value means the wavelet is 

not similar [19]. 
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 In equation 1, the function )(, tba  is the mother wavelet which is represented as: 
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 The wavelet )(t  in equation 2 is being parameterized by a and b, where a is the scale 

of the wavelet and b is the translation parameter or the shift value of the wavelet.  Each 

coefficient is convolving the original signal with the mother wavelet which is treated with the 

scale and the translation parameters [20].   

 Various wavelets can be used for performing the transform for ERG signals.  The first 

suggested wavelet is the Haar wavelet which is the most basic since it consists of a positive pulse 

followed by a negative pulse of the same amplitude and period.  Haar wavelet is mostly suited 

for digitally acquired signals since it is one of the few wavelets with sharp edges that can detect 

discontinuity.  Other wavelets that can be used in this application are Daubechies, Mexican Hat, 

and Morlet [19] [21] [22].  Those wavelets have been used for ERG signal analysis. 

 The use of continuous wavelet transform in ERG signals is essential since the ERG signal 

is the superposition of different components [9] (based on Granit’s model) with different 

frequencies and amplitudes, initiated in different times and delays.  The continuous wavelet 

transform can help clarify the frequency band of each component.   

 Choosing a suitable wavelet and scales values are key to obtaining a more accurate result.  

A comparison of the continuous wavelet transform and the short time Fourier transform can 

work as a verification of wavelet transforms being performed accurately, which will result in 

more confident findings regarding the ERG signal analysis.   
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 The Continuous Wavelet Transform (CWT) has some limitations and constraints which 

makes it difficult to analyze the signal using this approach.  Mainly, this happens because of the 

wavelet coefficients are affected by the choice of the wavelets and the values of scales [15].  

Also the repetitive process and redundant outcomes are considered as a downside, which makes 

the transform require a great amount of computation power and time.  Therefore, the discrete 

wavelet transform is developed [35].  The reconstruction process of CWT is limited to linearly 

scaled coefficients, and the accuracy of the reconstructed signal is not always acceptable.  Cone 

of influence is also a factor that can affect the result of the transform, this occurs when a signal 

has a high impulse and the transform considers that impulse as a high frequency value.  Hence, 

the signal is affected by the cone of influence if the signal is transformed using the convolution 

based CWT. 

3.2.2.2 Discrete Wavelet Transform 

 The Discrete Wavelet Transform (DWT) is the process of digitally decomposing an input 

signal, the transform was developed by Mallat in 1989 [35].  The discrete wavelet transform is 

achieved by performing a signal decomposition algorithm using high pass filters and low pass 

filters, and followed by a down sampling stage after each filtering step.  The transform aims to 

decompose the signal by performing a frequency banding process which isolate the content of 

the signal in each specific frequency band based on the wavelet chosen and the level of 

decomposition.  A bank of filters is used to achieve the transform.  The output of each high pass 

filter is called an approximation signal, and the output of each low pass filter is called a detail 

signal [35]. 

 The input signal is run through two different filters, a low pass filter and a high pass 

filter.  Both filters have the same cutoff frequencies and the original signal is split in half in 
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terms of frequency band.  Both outputs from the filters are run through a down sampling stage.  

The resulting two signals are the output of the first stage of decomposition.  This process is 

repeated for each down sampled output and the number of stages determines the wavelet 

transform frequency resolution.  The frequency is also divided in each stage since the filtering 

limits the bands.  The reason of applying the filters is to reduce the frequency bandwidth in order 

to achieve coefficients with better frequency resolution.  Mathematically, the coefficient 

equation for the discrete wavelet transform is given by equation 3: 


n

kj nnxkjCbaC )()(),(),( ,
                        (3) 

 C in equation 3 is the coefficient function which is representing the discrete method of 

computing the similarity between two functions.  The parameters j and k are the power values of 

the base 2 in a and b respectively [35].   

)2(2)( 2
, knn j

j

kj  


                                           (4) 

 The wavelet function in equation 4 is represented as the original function parameterized 

to change in scale by the parameter j and shifted by the parameter k.   

The values of shifted wavelets have to be integers since the function is discrete, therefore the 

more samples in the original signal would cause the coefficients to be in better resolution. 

 Different wavelets can be very useful to treat the ERG signal.  Although, the factor of 

choosing a suitable wavelet can affect the outcome, there are many wavelets that can be applied 

to give a good resolution and a realistic measurement.   
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 One of the most important wavelets used in discrete wavelets transform is the Daubechies 

wavelet.  This wavelet has many members that can give different response in the transform.  The 

higher the member value, the smoother the signal is.  The Daubechies wavelet is commonly used 

in the discrete wavelet transform because of its balanced number of vanishing moments.  

Another good reason for using this wavelet in this research is that the Daubechies wavelet is very 

similar to the ERG signal, this means that the coefficients of the transform will show better 

(higher) values in the large scales (low frequencies) which result in more accurate transform and 

decomposition process [16].  Other wavelets have been used for ERG signal analysis in DWT are 

Symlets [17]. 

 The fact that discrete wavelet transform is a practical approach, it is because it can be 

easily applied to most types of signals, it also has a very efficient performance with lower 

computation power and time.  And more importantly, it is easily reconfigurable and adjustable 

for this type of study [32].   

 DWT approximation and detail signals can be reconstructed to reform the original signal.  

The reconstruction process is performed by simply adding all the decomposed signals resulted 

from the wavelet transform and comparing it with the original ERG signal.  The difference 

between reconstructed and original signals occurs due to the performance of digital filters used 

by the transforming tool [31].  The reconstructed signal is useful for comparing the original 

signal with the decomposed components of the transform.  The analysis of the wavelet transform 

will briefly touch the subject of comparing the original signal with the reconstructed one.   
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3.3 ERG Models 

 The model used in this study for ERG signal analysis has been developed by J.Castro 

[43].  This model has been obtained to represent the ERG response mathematically and 

graphically based on different factors such as light latency and intensity.  Castro’s model is used 

in this research to generate an ERG signal consisting of a-wave and b-wave in order to 

decompose the signal by removing the modeled waves from the original response. The following 

mathematical equation represents Castor’s ERG model of a-wave and b-wave. 

)()()( tBtAtERG                                                          (5) 

 Equation (5) shows that the ERG model consists of the superimposition of )(tA  and )(tB  

models in time domain, where all parameters are a function of time.  
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 Equation (6) represents the model of a-wave, where 1K  is a-wave amplitude, 1  is the 

light intensity factor, Pt  is the peak time of a-wave.  
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 Equation (7) shows the b-wave model.  Where 2K  is the peak amplitude, 2  is the light 

intensity factor and   is the peak location which is represented as the shift of the sinusoid’s 

peak. 

 In conclusion, this chapter discussed the methods of collecting ERG data, signal 

processing techniques to analyze the data, and models used for analyzing ERG signals.  Each 

technique has been explored and linked to ERG signal analysis, challenges and limitations of 

each technique has also been discussed.  
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CHAPTER 4: RESULTS 

 

 This chapter will elaborate on the results of the discussed ERG signal analysis 

methodologies in this thesis.  The main software tool being used for this chapter is MATLAB 

and a step by step process has been performed to produce more comprehensive measurements.  

Time domain analysis of the signal is the basic first step in observing ERG data.  Although the 

time domain analysis has always been the standard ERG evaluation method [27], it can be a 

useful step to perceive different characteristics of the response.   

 Following the time domain analysis, frequency domain analysis is to be presented using 

Fourier transform.  The frequency spectrum of the ERG signal can give a clear insight on the 

centered frequency and the power of the signal in different frequency bands.   

 The short time Fourier transform is also to be implemented and analyzed in this chapter, 

as well as the continuous wavelet transform.  A brief comparison between short time Fourier 

transform and continuous wavelet transform will be described.  Finally, the most essential stage 

of this study is applying the discrete wavelet transform, which can offer much more details and 

the ability to decompose the ERG signal into its frequency components.   

4.1 Obtained ERG Signal 

 The presented ERG signal used in this thesis is obtained from a healthy male subject in 

his mid-forties.  The ERG is a cone-driven response which is specified as the ERG photopic 

response.  The receiving electrodes have been attached to the eye pupils and a sudden short 
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bright flash is stimulated in order to obtain the photopic ERG.  The background of the test area is 

of white color and the only light source in the testing period was the flash.  The test has been 

repeated for both eyes, each eye has been tested ten times.  Those ten signals have been averaged 

to remove noise and unwanted spikes.  The resulting averaged signal has been sampled by a 

2000 Hz sampling frequency.  The resolution of the ERG signal is 16 bit and the baseline is 0v. 

4.2 ERG in Time and Frequency Domain 

 The ERG response is a 16-bit-resolution signal with a 2000 Hz sampling frequency; the 

signal has been averaged from 10 raw captured responses in order to reduce noise.  As shown in 

figure 4, the first negative peak and the following positive peak (a-wave and b-wave) are 

measured from the base line and the implicit time from t=0 ms.   

 

Figure 4: Photopic ERG in Time Domain 



 

 23  
 

 The time domain features of a-wave and b-wave of ERG signals is applied by recording 

the implicit time of the highest point of the wave’s peak, as well as the amplitude of the wave’s 

peak.  The implicit time of a-wave is 16.5 ms and the highest point at the peak has a voltage 

value of -28.7 microvolts.  B-wave has the highest peak in the ERG where the implicit time is 28 

ms which has an amplitude of 66.9 microvolts.  The difference in time between the critical points 

of a-wave and b-wave is 11.5 ms and the difference in amplitude between the two peaks is 95.6 

microvolts.   

 The features of the i-wave and the PhNR in time domain are the implicit time of critical 

points and the amplitude of their peaks and in the PhNR the signal crosses the baseline from the 

negative voltage to the positive and that usually marks the tail of the ERG.  The implicit time of 

i-wave is 49 ms and amplitude of the peak at that point is -16.22 microvolts, the difference in 

voltage between the lowest point of b-wave, which is -34.2 microvolts, and the peak of the i-

wave is 17.98 microvolts.  The PhNR starts at the tail of the i-wave with an implicit time of 62.5 

ms where the lowest value of ERG is located and its value is -38.94 microvolts.  The PhNR 

reaches zero volt for the first time at the time of 181.5 ms, where the signal fluctuates between 

the negative and positive values before it rises to a high positive value.  The following table 

shows a summary of time domain measurements of the ERG signal. 

 Following the time domain features, the ERG signal has been run through Fourier 

transform and the power spectrum of the ERG is shown in figure 5. 
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Figure 5: Frequency Domain Plot of the Photopic ERG Response 

 The ERG power spectrum shows that most of the signal’s power is centered on the 4 Hz 

frequency, the second largest peak and first harmonic is located around 11.9 Hz.  Higher 

frequency components exist within the other few peaks, which are lower in amplitude but are 

still significant.  Oscillatory Potentials (OPs) have higher frequency, these potentials can be 

decomposed by simply using a high pass filter.  However, OPs can also be mistaken for noise 

since they both share the same power spectrum [22].   

 The Fourier transform does not show specific details of the signal since most ERG 

components overlap in the power spectrum.  The dominant peaks below 60 Hz contain most of 



 

 25  
 

the ERG power with overlapping components.  Further measurements are required to obtain 

more accurate data, which can be useful in identifying ERG components. 

4.3 Short Time Fourier Transform 

 Since the classical Fourier transform does not offer specific details regarding ERG 

components, a short time Fourier transform (STFT) is applied to the ERG signal.  The STFT is 

performed in a manner of windowing the original signal into small segments in time domain, 

each segment is being evaluated individually.  In order to increase the accuracy and smoothness 

of the STFT, each time segment is being overlapped with its neighboring segments.  The 

resulting transform is displayed in a multi-color indexed plot.  Figure 6 shows the STFT of the 

ERG with time presented in x axis and frequency in y axis. 

 

Figure 6: Short Time Fourier Transform of ERG Signal 
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 STFT measurements are usually considered to identify the frequency range of different 

components of the signal in different times.  The negative peak of a-wave is located between 6.5 

ms and 19.5 ms, and the highest positive peak of b-wave is located between 20.5 ms and 42.5 

ms.  The power of a-wave is mostly located in the 0 Hz to 20 Hz band, with a power value of 0 

dB/Hz to 6 dB/Hz.  Whereas, b-wave has higher power in the band between 10 Hz to 60 Hz with 

a range of power values between 8 dB/Hz to 15 dB/Hz.   

 Similarly to a-wave, i-wave has low frequency range in the period between 43ms and 

60.5 ms, with frequency range between 3 Hz and 23 Hz.  The power band of the i-wave is 

located around 2 dB/Hz and 5dB/Hz.  PhNR has a longer time stamp with almost constant 

frequency and power factors across the photopic negative response period.  In the period of 66 

ms to 160 ms, most of PhNR power is located.  The frequency fluctuates between 8 Hz and 45 

Hz, with a power band between 11 Hz and 18 dB/Hz.  A stabilized voltage increase is occurred 

after the 180 ms point which causes a higher power per frequency value in that period, this 

increase is connected to the tail of PhNR and can be considered as the tail of the ERG signal. 

 The measurements of STFT show an approximation of frequency and power bands of the 

ERG signal in different periods of time, which can be related to the main components of the 

ERG response.  Issues of overlapped bands and lower resolution are present in this measurement, 

one of the reasons cause these issues is the low sampling frequency rate that made the ERG 

signal is a 452 point signal with a resolution of 0.5 ms increments. 

 Another reason for the resolution issues can be considered which is related the nature of 

ERG response, which makes all components blended in time and frequency domains.  Although 

these issues can alter the STFT measurements, a comprehensive display of the time-frequency 

representation has been obtained from the application of this tool.  Further measurements will be 
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discussed in this thesis to gain a richer knowledge on the outcomes of each method as well as 

comparing the results which can be the first step to considering an optimized method of treating 

ERG responses. 

4.4 Continuous Wavelet Transform 

 Applying the continuous wavelet transform (CWT) to ERG signals has been one of the 

main methods of analyzing ERG responses [25].  Different mother wavelets are being utilized to 

serve the signal treating purpose and other DSP analysis.  The CWT scaling process is also 

essential to obtain a realistic outcome and a more specific time-frequency representation.  

Daubechies (db) mother wavelet is the chosen method for this research, the reason for choosing 

Daubechies is because it offers acceptable correlation values with ERG signal.  The following 

figure shows the CWT of the ERG signal. 

 

Figure 7: Continuous Wavelet Transform of ERG Signal  
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 Time-frequency analysis can use scales, however it can take longer processing time and 

power to relate scales to frequency if not initially performed, especially in hardware 

implementation.  Regarding the CWT measurement in figure 7, it is clear that high frequency 

components only exist before 60 ms.  Measurements of frequency and amplitude of ERG 

response components are to be extracted from the CWT. 

 A-wave has a low frequency band of 1.7 to 3.9 Hz with amplitude concentrated at 2.9 Hz.  

Other frequency components exist in the a-wave period, with bands such as 8 Hz to 11 Hz and 

23 Hz to 35 Hz.  Low amplitude exist in these higher bands, but it is considered essential in the 

ERG analysis.  B-wave has slightly higher frequency band which exists in the range of 2.6 Hz to 

5.5 Hz.  With higher frequency components existing in b-wave, the frequency band of lower b-

wave amplitudes are 6 Hz to 8 Hz and 18 Hz to 54 Hz.   

 I-wave has a higher frequency band than a-wave, b-wave and PhNR components, 

reaching 57 Hz in some of its frequency components.  With the highest amplitude of i-wave 

centered between 3 Hz and 5 Hz, other contributions in the frequency bands of 7 Hz to 10 Hz, 11 

Hz to 13.4 Hz and 32 Hz to 57 Hz.  While the photopic negative response has distributed 

energies across the frequency band of 2 Hz to 15 Hz, different components exist in PhNR with 

increasing amplitude with respect to time and also an increase in frequency with respect to time 

is noticeable. 

 Oscillatory Potentials (OPs) can be seen in the start of the signal (around 25 ms), with 

lower amplitude that other ERG components.  The frequency band of these OPs measured to be 

in the band of 70 Hz to140Hz.  The OPs are considered the ERG component with the highest 

frequency band and lowest amplitude.  Although, OPs can exist in the entire period of the ERG 
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signal [34], it is only visible in the early ERG response, i.e.  around the b-wave.  Figure 11 shows 

the projection of the Power Spectral Density of the ERG signal against the CWT contour. 

 

Figure 8: CWT of ERG Signal against FFT Plot  

 As noticed in Figure 8, the most of the ERG Signal’s power is in the low frequency 

bands, where a-wave, b-wave and PhNR are located, the second highest peak also contains part 

of a-wave, b-wave and PhNR.  I-wave has a higher frequency band and lower spectral power, 

and OPs have the lowest power in the ERG signal.  The CWT is normalized to produce an 
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 Figure 11 shows the CWT of the ERG with a-wave and b-wave subtracted, and the high 

energy part of the early ERG response is almost disappeared, which suggests that a-wave and b-

wave carried most of the energy of the early response.  The obtained signal contains i-wave, 

PhNR and OPs.  The next step of decomposition is to extract OPs using the detail signals 

obtained from the DWT.  The extracted signal in Figure 12 represents the ERG component OPs.   

 

Figure 12: Time Domain Plot of OPs 

The high amplitude part of OPs is located in the early response of the signal.  Alongside with a-

wave and b-wave, OPs are also removed from the ERG signal. 
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 Figure 13: Time Domain and CWT of ERG Signal without a-wave, b-wave and OPs 

 In figure 13, the resulting signal after removing a-wave, b-wave and OPs is shown in 

time domain and after applying CWT.  In CWT plot, the upper part of the signal is extracted.  

The part above 80 Hz represents OPs since it is the high frequency component and it has been 
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extracted.  The resulting contour contains i-wave and PhNR.  I-wave has a higher frequency 

band than PhNR, and to separate i-wave and PhNR, DWT is used.  The i-wave is isolated by 

DWT decomposed detail signals.  Figure 14 shows the i-wave component. 

 

Figure 14: Time Domain of i-wave  

Most of i-wave’s energy is in the early response of the ERG.  The amplitude of i-wave fluctuates 

between 13 and -15 micro volts.  The resultant signal after removing a-wave and b-wave, and 

after extracting OPs and i-wave will contain PhNR and some leaked contents which are present 

due to the imperfections of the model and the DWT decomposition.   
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Figure 15: Time Domain and CWT of ERG without a-wave, b-wave i-wave and OPs 

 The analyzed signal in Figure 15 contains PhNR, which exists in the low frequency band.  

Some OPs are also visible.  PhNR is extracted from the resulting signal using DWT, and Figure 

16 shows the obtained PhNR. 
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Figure 16: Time Domain Plot of PhNR  

 As seen in Figure 16, PhNR is a low frequency component which descends from the 

baseline to its lowest point after the peak of i-wave, it then starts to ascend to reach a higher 

amplitude.  Extracting the PhNR is the last decomposition step and the ERG components have 

been extracted.  Figure 17 shows a superimposed plot of the ERG components. 
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Figure 17: ERG Components Superimposed  

 Figure 17 shows all extracted ERG components in a superimposed representation.  A-

wave and b-wave are plotted together since they are modeled.  Extracted components are added 

in figure 18 to reconstruct the ERG signal and plotted against the original ERG.   
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Figure 18: ERG Reconstruction  

 The plot of the reconstructed signal and the original ERG signal shows small differences 

which exist mostly in peaks.  The shape of the reconstructed signal matches the original one with 

some noticeable changes in amplitude that have a small margin of difference.   

 In conclusion, ERG response can be analyzed using a verity of methods which can offer 

different outcomes depending on the purpose of the analysis.  In this chapter different 

methodologies to observe the photopic response of a human ERG signal were discussed.  

Decomposition steps have also been performed using discrete wavelet transform and  the ERG 

components have been extracted from the original signal.  
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CHAPTER 5: DISCUSSION 

 

 This chapter will expand the analytical details of the results presented in the previous 

chapter.  A comprehensive analysis will be presented after the examination of obtained features.  

The photopic ERG response DWT decomposition is also going to be elaborated in this chapter.  

The optimized approach of examining the ERG response will be discussed in details as well as 

the findings and contributions.   

 The analysis of the ERG time domain is based on the implicit time and the peak 

amplitude of ERG components.  The power spectral density analysis using the basic Fourier 

transform is based on evaluating the dominant peaks in amplitude and their corresponded 

frequencies.  These two analysis methods have been the most common ways to clinically 

examine the ERG signal and evaluate the retinal condition [33].   

 The short time Fourier transform shows a simplified time-frequency plot, which provides 

an indication on which frequency bands the ERG signal lies in.  However, it does not offer a 

specific and detailed time-frequency representation of the signal and the resolution of the plot is 

relatively low.  There are many reasons that make STFT not suitable for ERG examination.  

Firstly, the ERG signal is a very short signal, which results in low number of segments in the 

transform.  The other reason is that the nature of STFT process requires the user to choose either 

a low time resolution output, or a low frequency resolution.   
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 Another limitation of STFT is the sharp impulses in the plot caused by applying the 

transform to the segment borders, which causes an unsmooth frequency representation.  In this 

research, in order to prevent the unsmooth frequency representation, overlapping the transform 

segments which helps smoothen the output is used.  This concludes that the STFT does not offer 

much useful details in this application. 

 The continuous wavelet transform relates the time axis of the ERG signal to scaled and 

shifted wavelets that are directly related to frequencies.  This transform offers a very detailed 

time to scale plot which can be approximated to a time-frequency plot that represent the ERG 

response frequency bands in a detailed manner.  CWT is mainly dependent on the mother 

wavelet chosen to be convolved across the ERG signal; the chosen wavelet (Daubechies) has 

been proved to be a suitable wavelet with balanced outcome and less unused coefficients.  The 

scales value have been chosen based on a binary system that can give a high resolution plot 

while performing minimal number of dilations.  The CWT algorithms developed in this thesis 

proved to be a good representation of a time-frequency ERG response.  This transform has a 

limitation in the number of processing steps performed in order to obtain the coefficients.   

 CWT may have an affected output due to the cone of influence.  The CWT, convolution 

based, algorithm treats the signal as a non-periodic input with all other values in the plane 

assumed to be zeros.  The cone of influence does not occur in the start of the ERG since the start 

value of the signal is almost zero.  The effect is carried out at the end of the ERG signal where 

the voltage is at the highest point.   

 The cone of influence causes the CWT to produce coefficients in low scales (high 

frequency).  This can be considered a disadvantage since it can alter the overall analysis, 

especially the PhNR analysis.  The ERG signal is tested in the period 0 ms to170 ms, where the 
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PhNR ascends from the lowest point in amplitude to zero.  A comparison of CWT of the full 

ERG signal and the shortened signal is discussed.  In Figure 19, the CWT applied to the full 

ERG signal (left) shows a high amplitude at the end of the ERG signal towards the lower scales 

(high frequency), while the shortened ERG does not show any change in scales at the end of the 

signal. 

 

Figure 19: The Effect of Cone of Influence in CWT 

 This leakage shown in figure 19 (left) is caused by the cone of influence effect, which 

occurs if the final sample of the ERG signal has a high amplitude, and the CWT considers the 

value after the last sample to be zero, which forms a sudden change in voltage which is 

considered as a high frequency value.   

 DWT carried out in this thesis was also based on the Daubechies mother wavelet.  The 

outcome of the transform is a visual representation of time-frequency analysis, with an amplitude 
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identified in the colored index.  The visual time-frequency representation of the DWT is limited 

with less resolution than CWT, which makes the DWT not suitable for visual analysis.  

However, the DWT offers a set of decomposed signals due to the filtering process of DWT.  

Each decomposed signal has its unique frequency band.  The addition of all decomposed signals 

will result in a reconstructed ERG signal which matches the original ERG response.  These 

decomposed signals can be analyzed individually to study the behavior of the ERG signal in time 

domain in each decomposed signal.   

 After using Castor’s Model, the process of extraction of other ERG components was 

conducted.  The model does not match the a-wave and b-wave exactly, which means that the 

model was either approximated or the other ERG signals have affected the early response of 

ERG.  OPs were the first to be extracted since they have the highest frequency band.  I-wave and 

PhNR have been extracted from the resulting signal.  The extracted components have been used 

to reconstruct the ERG signal, with some minor differences in the peaks and other parts of the 

signal.   

 In conclusion, this chapter discussed the advantages and disadvantages of each technique 

used to analyze the ERG signal, CWT is considered the most suitable approach for visualizing 

the time-frequency representation.  In comparison, DWT offers more details on decomposed 

signals which can be analyzed individually in time domain.  Some limitations are noticed in the 

applied techniques, such as the ambiguous power spectra in FFT, the low resolution in STFT, the 

matter of choosing a suitable wavelet and the effect of cone of influence in CWT and finally the 

reduced sampling rate in DWT. 
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CHAPTER 6: CONCLUSION 

 

 In this research, various techniques of signal processing have been investigated in detail 

to analyze the ERG signal.  The origin of the ERG signal has been described.  The medical 

advantage of analyzing the ERG test has also been emphasized.  Different types of ERG signals 

have been introduced with details regarding obtaining each one.  ERG data collection process 

has also been identified.  Different DSP methods were performed on the ERG signal.  The results 

of each method have been described and compared in detail.  In addition, the research concluded 

with a discussion of the obtained results showing the advantages and some limitations.   

 DSP techniques which are utilized in this thesis included STFT, CWT and DWT.  

Analyzed data of each method was presented and summarized.  A comparison of the applied 

techniques showed that some techniques are more suitable than others are.  Configurations set to 

each techniques are also proven to be essential.  And finally, the advantages and disadvantages 

of each technique has been identified. 

 Further research can be conducted in the ERG signal processing field, where other 

mother wavelets can be used as well as other Daubechies wavelet levels.  The ERG noise is also 

an important area of study and a process of denoising the signal, which can differ between high 

frequency ERG components, and signal noise is needed.  Finally, further research is also 

suggested for developing efficient DSP algorithms of ERG signal analysis which can be 

implemented in hardware, preferably FPGAs. 
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 Different DSP approaches are also needed for a wider exploration in ERG signals.  

Statistical approaches should be considered in analyzing ERG signals.  Various statistical tools 

and algorithms should be used for ERG signal analysis.   

 The data collection process is one of the important areas to explore.  Most of current 

methods provide a signal that contains various components originating in different parts of the 

eye.  An improved data collection process can provide a more detailed response which can help 

identify ERG components accurately.  The sampling rate of the data should also be improved.  

ERG responses are very short and most of the essential components are present in the first part of 

the response (first 50 milliseconds).  A better sampling rate will produce a better resolution 

which is needed to apply a wider range of DSP techniques. 

 There has not been any available database that offers ERG signals of different types.  

Many bio-medical applications have been improved and widely explored due to the availability 

of diverse databases such as ECG signals.  Databases for ERG responses should be an essential 

step to conduct more detailed studies and obtain improved results. 

 The lack of ERG models is a noticeable challenge.  Since there are only few models for 

ERG signals, they only focus on the generalized components such as a-wave and b-wave.  A 

configurable model with specific details regarding the type of ERG response, subject’s gender 

and age, and light intensity is needed.  The availability of ERG models can help analyze and 

decompose ERG signals with more clarity and ease, it can also help implement automated 

processes for ERG analysis. 

 Finally, a promising approach has been developed in this thesis to help standardize ERG 

components and expand the analysis capabilities. 
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APPENDIX A: LIST OF ABBREVIATIONS 

 

ERG                                 Electroretinogram  

PhNR                               Photopic Negative Response 

DSP                                  Digital Signal Processing 

OP                                    Oscillatory Potentials 

RGC                                 Retinal Ganglion Cells    

CWT                                Continuous Wavelet Transform  

DWT                                Discrete Wavelet Transform 
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APPENDIX B: MATLAB CODES 

 

B.1 MATLAB Code for Time Domain Representation 

 

 

clc;  

clear all;  

close all;  

 

%------------------------------------------------ ERG Signal 

 

s=xlsread(‘RT_OD&OS_RF_WB_042215.xls'); % ERG Signal excel file  

 

t=[-30:0.5:225.5]; 

t_ms=t./1000; 

f=2000;  %  sampling frequency of 2000 Hz 

plot(t,s); 

title('ERG signal for right eye'); 

xlabel('Time(ms)'); 

ylabel('Voltage (micro volts)'); 

 

B.2 MATLAB Code for Time Frequency Representation 

 

 

clc;  

clear all;  

close all;  

 

%------------------------------------------------ ERG Signal 

 

s=xlsread(‘RT_OD&OS_RF_WB_042215.xls'); % ERG Signal excel file  

 

t=[-30:0.5:225.5]; 
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fs=2000; 

m = length(s);          % Window length 

n = 2048;  % Transform length 

y = fft(s,n);           % DFT 

f = [ 0 :1000/1023.5 : 2000 ]; % Frequency range 

power = y.*conj(y)/n;   % Power of the DFT 

plot(f,power) 

xlabel('Frequency (Hz)') 

ylabel('Power') 

title('ERG Power Spectrum') 

 

B.3 MATLAB Code for Short Time Fourier Transform 

 

 

clc;  

clear all;  

close all;  

 

%------------------------------------------------ ERG Signal 

 

s=xlsread(‘RT_OD&OS_RF_WB_042215.xls'); % ERG Signal excel file  

 

t=[0:0.5:225.5]; % TOTAL OF 452 points 

fs=2000; 

spectrogram(s,50,30,400,fs,'yaxis'); 

title('ERG Short Time Fourier Transform'); 

 

B.4 MATLAB Code for Continuous Wavelet Transform (Time vs.  Scales) 

 

 

clc;  

clear all;  

close all;  

 

%------------------------------------------------ ERG Signal 

 

s=xlsread(‘RT_OD&OS_RF_WB_042215.xls'); % ERG Signal excel file  
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t=[0:0.5:225.5]; 

fs = 2000; 

s0=20000./2000; 

scales=s0*(2.^(0:0.001:log2(length(s)))); 

 

F_scale=scal2frq(scales,'db10',1/fs); 

coefs = cwt(s,scales,'db10','scalCNT'); 

[r1,c1]=size(coefs); 

for k = 1: r1 

coefs_norm(k,:)= coefs(k,:)./ (scales(k).^0.6); 

end; 

SC = wscalogram('contour',coefs_norm); 

 

B.5 MATLAB Code for CWT Scales to Frequency Translation 

 

 

clc;  

clear all;  

close all;  

 

%------------------------------------------------ ERG Signal 

 

s=xlsread(‘RT_OD&OS_RF_WB_042215.xls'); % ERG Signal excel file  

 

t=[0:0.5:225.5]; 

fs = 2000; 

s0=20000./2000; 

scales=s0*(2.^(0:0.001:log2(length(s)))); 

 

F_scale=scal2frq(scales,'db10',1/fs); 

coefs = cwt(s,scales,'db10','scalCNT'); 

[r1,c1]=size(coefs); 

for k = 1: r1 

coefs_norm(k,:)= coefs(k,:)./ (scales(k).^0.6); 
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end; 

plot (scales , F_scale); 

axis tight; 

grid on; 

xlabel('Scales'); 

ylabel('Frequency (Hz)'); 

title('Scales to Frequency Translation'); 

 

B.6 MATLAB Code for Continuous Wavelet Transform (Time vs.  Frequency) 

 

 

clc;  

clear all;  

close all;  

 

%------------------------------------------------ ERG Signal 

 

s=xlsread(‘RT_OD&OS_RF_WB_042215.xls'); % ERG Signal excel file  

 

t=[0:0.5:225.5]; 

fs = 2000; 

s0=20000./2000; 

scales=s0*(2.^(0:0.001:log2(length(s)))); 

 

F_scale=scal2frq(scales,'db10',1/fs); 

coefs = cwt(s,scales,'db10','scalCNT'); 

[r1,c1]=size(coefs); 

for k = 1: r1 

coefs_norm(k,:)= coefs(k,:)./ (scales(k).^0.6); 

end; 

contour(t,F_scale,abs(coefs_norm).^2); 

axis tight; 

grid on; 
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xlabel('Time'); 

ylabel('Approximate Frequency (Hz)'); 

title('CWT with Time vs Frequency'); 

 

B.7 MATLAB Code for Continuous Wavelet Transform (Cone of Influence) 

 

 

clc;  

clear all;  

close all;  

 

%------------------------------------------------ ERG Signal 

 

s=xlsread(‘RT_OD&OS_RF_WB_042215.xls'); % ERG Signal excel file  

 

t=[0:0.5:185]; 

fs = 2000; 

s0=20000./2000; 

scales=s0*(2.^(0:0.001:log2(length(s)))); 

 

F_scale=scal2frq(scales,'db10',1/fs); 

coefs = cwt(s,scales,'db10','scalCNT'); 

[r1,c1]=size(coefs); 

for k = 1: r1 

coefs_norm(k,:)= coefs(k,:)./ (scales(k).^0.6); 

end; 

SC = wscalogram('contour',coefs_norm); 

 

B.8 MATLAB Code for Castro’s ERG Model 
 

%a-wave model 

t_pos=[0:0.5/1000:225.5/1000]; % positive time in seconds 

alpha1=1.178; % intensity factor 

K1=-0.0018; % peak amplitude 
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tp=47/1000; %  peak time 

mod1=((t_pos/tp).*(exp(1-(t_pos/tp)))); 

mod_p=mod1.^5; %mod1 raised to power 5 

a_wave = K1*[1 - exp(-alpha1*mod_p)]; 

alpha1=1.178; % intensity factor 

K1=-28; % peak amplitude 

tp=16.5/1000; %  peak time 

mod1=((t_pos/tp).*(exp(1-(t_pos/tp)))); 

mod_p=mod1.^5; %mod1 raised to power 5 

a_wave = K1*[1 - exp(-alpha1*mod_p)]; 

a_wave = a_wave .* 1.47; 

%b-wave model 

K2=-0.6; 

alpha2=1.1; 

mod2=exp(-alpha2*t_pos).*(sin(30*t_pos)); 

b_wave=K2*t_pos.^3.*mod2; 

a_wave_final = a_wave .* 25000; 

b_wave_final = b_wave .* 50000; 

erg=a_wave_final+b_wave_final; 

plot (t_pos,erg); 
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APPENDIX C: COPYRIGHT APPROVAL LETTER 

 

 The ERG signal used in the analysis has been provided by Dr. Radouil Tzekov.  The 

ERG signal was self-collected of Dr. Tzekov’s right eye.  The following letter shows the 

permission of use of the obtained ERG signal. 

 


