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Abstract

Urban transit riders’ use of mobile communication devices has grown markedly in recent years. Studies evaluating the usage of these devices have generally focused on only one or two points in time, limiting their ability to describe long-range trends. To foster insights into this issue, this study evaluated data from 15,531 passenger observations collected on 156 commuter trains on the metropolitan commuter rail system of Chicago, Illinois, from 2010 through 2015. The data show that the rate of technological usage is following an S-shaped pattern among passengers. The share of passengers using mobile communication devices at observed points grew sharpest during the first three years, rising from 25.6% in 2010 to 47.8% in 2013, a compounding annual rate of 23.1%. Between 2013 and 2015, the share rose to 56.2%, an annualized rate of just 8.4%. Over the five-year period, the share of passengers conducting visually-oriented activities on their devices increased at a faster rate than usage as a whole, whereas the share of passengers engaged in audio-only tasks has dropped. Multiple regression analysis shows that the rate of device usage on trains is highest on outbound trips (traveling away from downtown) and positively related to the income associated with the route traveled, with differences of more than five percentage points between lines of varying levels of affluence.
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Introduction

Many passengers on urban transit systems routinely use mobile communication devices ("mobile devices") while making their journey. Mobile devices such as smartphones and tablet computers enable passengers to perform work or leisure activities, access travel information, and insulate themselves from the noise and distractions normally experienced during their trip. As devices have become smaller, less costly, and more sophisticated, the range of activities performed by passengers has grown sharply.

This study documented the changing prevalence of mobile device use among commuter rail riders in metropolitan Chicago to assess how changes in technology affect the way passengers allocate their time while using commuter rail. The study draws upon 15,531 unique passenger observations collected on 156 suburban Metra trains in the Chicago metropolitan area between 2010 and 2015. Although other studies have explored the use of mobile devices on transit systems, this study is unique in providing a time-series assessment for a five-year period, allowing the authors to gauge how the use of mobile devices has changed over time and to identify trends in technology use by travelers that may aid in the planning and management of urban transportation.

The results can help guide the discussion about how transit agencies can take advantage of a growing range of digital activities available to passengers as well as respond to the "digital divide" that persists among various income groups in the use of technology. Finally, the data can help transit agencies evaluate the need for enhancements that support technology use among passengers that have been unable or hesitant to extensively use mobile devices as part of their journey.

Background

As recently as the late 1980s, most electronic devices were too bulky and had a battery life that was too limited to be conveniently brought onto buses and trains (Farley 2005). Passengers generally had little or no ability to communicate with anyone except fellow travelers onboard. When communication technology first became available to travelers, it was available exclusively on intercity (longer-distance) services rather than on urban public transit. The first commercial cellular phone service in the United States was introduced in early 1969 on Metroliner trains between New York and Washington, DC (Farley 2005), and airline carriers first installed cellular phones in the early 1980s, which could be used by customers paying with a credit card. By the late 1990s, pay phones also had become available on many intercity rail-passenger routes in Europe and North America.

Technological innovation made spectacular advances by the late 1990s as cell phones and laptop computers became smaller, less expensive, and more sophisticated. These advances were followed, in the early 2000s by devices oriented toward multitasking, such as smartphones. More recently, tablets and e-readers have further enhanced the ease of personal entertainment and communication for passengers, a topic discussed in detail later in this paper.
Some public transit operators have responded to these trends by investing in Wi-Fi systems on buses, and a smaller number have done so on commuter trains. The transit system in Albuquerque, New Mexico, for example, installed Wi-Fi on its trains in 2005, making it a pioneer in expanding internet access for passengers. In 2008, the transit operator in Boston (MBTA) launched a pilot program for the installation of Wi-Fi and has since made it available on nearly the entire system (MBTA 2013). In 2009, the Bay Area Rapid Transit (BART) system began providing wireless service on a portion of its system, and since then, commuter rail operators in Miami, Minneapolis-St. Paul, and New Jersey have also selectively installed Wi-Fi. Transportation systems outside the US also have offered these amenities to their passengers.

Nevertheless, the number of commuter rail systems that have installed Wi-Fi on their entire fleet remains relatively small. In Chicago, the suburban operator Metra did not offer Wi-Fi at the time data were collected for this study. The provider initially determined that offering the amenity on all its railcars was cost-prohibitive but adopted a plan for introducing Wi-Fi service on an experimental basis in selected cars on some of its trains in 2016 (Metra 2015).

**Relevant Literature**

The literature on the adoption of technology is shaped by Everett Rogers’ seminal work *Diffusion of Innovations*, which attempts to explain how, why, and at what rate new ideas and technology spread through cultures. A major contribution of Rogers’ work lies in his categorization of technology adopters based on their propensity to embrace new ideas, including the popular term “early adopter.” His work shows that rates of adoption tend to follow an S-shaped pattern that is affected by innovations, communication, social influences, and other factors (Rogers 1962). By the time the “late majority” adopts a technology, growth has sharply diminished (Figure 1).
Several decades would pass before mobile communication devices became a factor in decisions relating to urban travel. Gradually, however, as cell phones and other devices became prevalent, research drew upon Rogers’ ideas to explore the complex interactions between technology and travel behavior (Andrew 2010; Golob and Regan 2001). Kim et al. (2008) examined how people use technology to plan for personal and business travel, while Yoshii and Sasaki (2010) studied how technology affects the need for non-business travel, focusing particularly on consumer behavior and online shopping. Much has changed, of course, since these studies were published.

Brakewood et al. (2014) use a stated preference survey of passengers on a pair of commuter rail lines in the Boston region to assess the degree to which passengers use mobile communication devices for mobile ticketing. The study concludes that among the approximately 76% of riders that used smartphones in 2012, 26% used them for mobile ticketing and 50% used them for making mobile purchases at other merchants. A related strand of research explored the varying rates of technology use by different socioeconomic groups while traveling (Jackson et al. 2008; Kim et al. 2008). A consulting firm, Ninth Decimal (2015), tracked the types of devices used by consumers when researching and purchasing tickets for transportation as well as the share of consumers relying on public Wi-Fi for these tasks.

Windmiller et al. (2014), through a survey of passengers on the light rail system in St. Louis, showed that passengers who use smartphones or access electronic messages, including emails and texts, tend to be more satisfied with their travel experience. These passengers also report greater feelings of personal security at transit stations and higher service quality when making connections. This study also demonstrated how rates of technology use are rising; whereas just 52% of passengers used their phone’s text messaging capability in 2008, the number rose to 88% in 2012. A study by Tang and Thakuriah (2010), focused on bus routes in Chicago, concluded that providing passengers access to real-time information on their smartphones fosters a slight increase in ridership compared to routes on which this was unavailable. The study isolates this effect while controlling for a wide variety of neighborhood-specific variables. Following a similar theme, Barbeau et al. (2010) explored how new mobile apps enhance rider experience by providing real-time information about their trips, including alerting customers when to disembark or enabling riders to signal the driver to stop. Guo et al. (2015) observed 1,739 passengers and surveyed 686 to evaluate usage patterns on the bus system in Vancouver, British Columbia. Their study used a predictive model to evaluate the factors (such as crowding and waiting conditions) that affect how riders spend their time.

Particularly relevant to the present study is the analysis of how mobile communication use affects the perceived cost of travel. Some of the most extensive research on this topic has been undertaken by Mokhtarian and Solomon, whose 2001 paper provides a framework for evaluating the value of time spent on buses and trains (Mokhtarian and Salomon, 2001). Their analysis, based on a study of residents in the San Francisco Bay Area, contested the notion that travel is purely a derived demand by providing evidence that many travelers take pleasure in the trip itself and benefit from the activities they conduct while making the trip. A later paper by Mokhtarian and Salomon (2014)
evaluated the utility that passengers gain from time spent traveling via train through Great Britain and showed that travelers derive significant benefit from the technology they bring with them. Lyons et al. (2012) employed similar methods to measure how rail passengers in Great Britain spent their travel time from 2004 and 2010. Not only did technology use dramatically increase for the three types of trips evaluated over this period—commuting, business, and leisure—but certain activities, such as listening to music, more than doubled in most categories considered.

Several other studies evaluated some of the psychological aspects of having the ability to use technology. Jain and Lyons (2008) were early contributors to this area of research by exploring how time spent traveling often is perceived as a gift that affords travelers transition time in such a way that it fills a need for “experiencing distance and the opportunity for gearing up to the destination’s demands” (83). Another benefit these authors identify is providing a “time out,” i.e., the opportunity to escape from obligations and provide “backstage” time to make a mental transition from one activity to another.

Ohmori and Harata (2008) showed that the amount of personal space available influences technology activity, and Holley et al. (2008) postulated that the value of travel time on trains is closely linked to passenger ability to perform tasks using devices. The interaction between technology use and traveler behavior also is explored by Simun (2000), Bull (2000), and Skanland (2011).

The final group of relevant research looks specifically at the effects of personal technology across modes on longer distance intercity trips. Hess and Spitz (2015), evaluating data from the Northwest and West Coast corridors, concluded that a desire to use technology has a positive effect on the propensity to travel by train and bus compared to driving for trips between 200 and 350 miles. Nevertheless, their research also shows that the importance passengers place on using mobile devices is small when compared to other factors, such as schedule convenience. Russell et al. (2011) observed bus and train riders in New Zealand, concluding that bus travelers are less apt to use mobile devices than train riders.

In summary, a rich body of literature explores the ramifications of the growing use of mobile communication devices on transit. What remains less clear is how the rate of growth in mobile device usage has changed in recent years, and the extent to which growth has followed the S-shaped pattern postulated by Rogers (1962). This study seeks to fill this gap in the literature by presenting findings from a five-year observational study on mobile device usage by commuters in one metropolitan region.

**Chicago’s Commuter Rail System**

The metropolitan Chicago region offers a rich environment for exploring the use of mobile communication devices in urban travel. It is home to one of the most extensive commuter rail systems in North America and consists primarily of routes that date back to the 1800s and radiate from the central city (known as “The Loop”). Most of these routes were operated by profitable railroads through the 1950s or 1960s until the
private automobile became affordable to a wider range of income groups. As services became increasingly unprofitable, Chicago-area residents approved a referendum in 1973 to create the Regional Transportation Authority to subsidize commuter rail, bus, and rail rapid-transit services in the metro area.

The region's commuter rail system, branded as Metra, currently has a 292,000 average weekday ridership over 11 main lines and 4 branch lines radiating out of downtown Chicago (APTA 2016). These lines depart from one of four downtown terminals to 237 outlying stations. Metra owns, maintains, and directly operates four of these main lines as well as three branches, and the others are operated under contract with private railroads. Metra's ridership has grown markedly in recent years; after modest declines in 2012, partially due to a fare increase, ridership grew 3% in 2013 and 12% in 2014. Ridership was also up slightly in 2015 (Metra 2016).

There is limited research on the factors affecting technology use among Chicago-area transit riders. Two studies looked specifically at factors affecting technology use among this group. Frei and Mahmassani (2011) administered a survey to Chicago Transit Authority passengers and determined that demographic issues and the quality of the environment significantly affect technology use. Older adults were found to be less likely to use devices than younger travelers, and females more likely than men. The other body of work relies on various passenger surveys commissioned by Metra. A 2011 survey showed that about half of all Metra riders used a smartphone during their trip, 27% carried a laptop, and 6% had a wireless card they could use while traveling (Metra 2013). Relatively few passengers (about 11%) report being willing to pay a fee for wi-fi on board. A 2014 survey showed that 66% of passengers noted that the ability to "read/work/nap" was important to them (Metra 2015). The survey, however, did not include questions focusing specifically on mobile devices.

**Methodology**

The data presented below were part of *Technology in Travel*, a multi-year project that involved direct observation of passengers on various modes of transportation between 2010 and 2015. To measure the use of mobile communication devices among passengers, a data team passed through the aisles of buses and trains to record data on passenger technology device usage. Data collectors traveled as regular fare-paying passengers and collected data in real-time settings. To allow for greater consistency in comparisons among modes, this study considered only weekday trips.

Data collection began 10 minutes after leaving the station to ensure that passengers had time to get situated. Data were collected only on weekdays between 8:30 AM and 7:30 PM. The sample size differed by train, depending on the passenger load and time available for data collection. The data collection team adhered to a consistent protocol when responding to situations that created issues for data quality. For example, when two passengers are using the same device, only the passenger most closely situated to the device was counted as using the device, making our estimates conservative. Passengers who appeared to be below grade-school age (5th grade or younger)
were excluded from the observational count. Passengers using a set of earbuds or headphones plugged into an electronic device and who appeared to be sleeping were counted as using an audio device. Only when clear and unobstructed views were possible did the team record data of passengers sitting on upper levels of gallery cars. “Quiet cars” (in service only during peak periods), in which talking is banned, were not included in the sample. The number of riders observed on routes extending north, northwest, west, south, and southwest of the city was based on each region’s share of total ridership. The number of observations by region is depicted in Figure 2.

**FIGURE 2.** Passenger observations on commuter rail services in metropolitan Chicago, 2010–2015. Sample size by regional subcategory.
In addition to counting the number of passengers using an electronic device, data collectors also categorized each type of observed device use based on the type of activity being conducted by passengers (Table 1). Categories denoted whether a passenger was using a mobile device and, if so, whether the task was strictly audio (such as listening to music or talking on a cellular phone), visual, or audio-visual in orientation (these tasks typically involve using an LCD screen). Tablets and e-readers (including “phablets”—mobile devices that straddle the size of smartphones and tablets) were broken out into a separate category from other visually-oriented (LCD) devices starting in 2012.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>No technology being used</td>
<td>Passenger not engaged with personal electronic device.</td>
</tr>
<tr>
<td>Audio activities</td>
<td>Passenger engaged in a task such as those involving cellphones or music players that can be used with earphones, speakers, or headsets, using only audio functions of mobile communication devices.</td>
</tr>
<tr>
<td>Visual or audiovisual activities on devices, not including iPads, Kindles, and other tablet use</td>
<td>Passenger engaged in visual or audiovisual features on laptop computers, Blackberries and other smartphones, DVD players, and iPods (includes any traveler looking at LCD screen for purpose of engaging in activity more substantial than placing a phone call).</td>
</tr>
<tr>
<td>Visual or audio-visual activities on iPads, Kindles, and other tablets or “phablets”</td>
<td>Same as Category 2 except focusing specifically on tablet and “phablet” use. Category introduced in 2012 to capture how small, lightweight devices affect traveler behavior.</td>
</tr>
</tbody>
</table>

Data collection on passenger use of mobile devices began in 2010 and continued annually through 2015. For the first two years of the study (2010 and 2011), data were collected from December through March. In the following years (2012–2015), data were collected between January and May. The above issues may affect comparisons between the first two years of data collection and the last three years if it is assumed that technology use on transit varies considerably by month. The experience with this project suggests that this change in the months during which data collection occurred does not considerably change the conclusions presented herein.

As noted in Table 2, the number of passenger observations gradually grew from about 1,400 in 2010 and 2011, to 2,737 in 2012, 3,478 in 2013, and more than 4,000 in the final year. The sample was purposely expanded to allow for the analysis of sub-regional differences in usage (a topic considered in this paper by evaluating the effects of income differences along different lines). The number of trains sampled rose from 14 in 2010, to 18 in 2011, 24 in 2012, 36 in both 2013 and 2014, and 42 in 2015. The sample included at least 2,000 passengers on trains operating south, southwest, west, northwest, and north from downtown Chicago (Figure 2) and included both rush hour and non-rush hour. The number of observations was limited so that no single train accounted for more than 8% of all observations through 2013 and no more than 5% in subsequent years. Measures of onboard crowding were not considered due to the carrier’s ability to provide seats to the overwhelming majority of riders. (Some passengers nonetheless choose to stand rather to take empty seats when trains are nearly full, suggesting that this variable may be worthy of consideration in future analysis).
Descriptive Statistics

The data show a gradual increase in technology use between 2010 and 2015 as well as a shift toward more sophisticated technologies. Perhaps the most salient result is that the share of passengers using mobile communication devices gradually rose over the five-year project period despite changes in the economic performance of the regional economy. At randomly-selected points, 25.6% of passengers were engaged with technology in 2010, compared to 38.2% in 2012, 54.4% in early 2014, and 56.2% in 2015 (Figure 3). Since 2014, more than half of passengers have been engaged with personal devices at the observed points, compared to slightly over a quarter in 2010.

![FIGURE 3. Percent of commuter rail riders using mobile communication devices at observed points.](image)

Although the methodology does not allow for measurement of the percentage of passengers who use technology at some point during the trip (which Metra estimates to be as high as 90%), the results suggest the intensity of technological engagement has risen steadily over the five-year period. The change in usage between each interval is statistically significant (99% confidence interval) with the compounding rate of growth from 2010–2013 being 23.1%, compared to just 8.4% from 2013–2015.

Observations also show that e-reader and tablet usage (tracked as a separate category) has been on the rise since 2012. The small sizes and quick boot-up times of these devices make them well-suited for space-confined environments and trips of shorter duration. Unlike laptops and notebook computers, tablets and e-readers (including “phablets”) can be stored easily in a briefcase or purse and take up much less room when in use. In 2012, the first year tablets were measured as a distinct category, just 4.9% of passengers were using tablets or e-readers. That share rose to 6.4% in 2013, 7.9% in 2014, and 9.3%
in 2015. As a result, by 2015, about 1 in 11 passengers was using a tablet or e-reader compared to just 1 in 20 in 2012. The share of all mobile devices users engaged with tables and e-readers rose from 12.8% in 2012 to 16.5% in 2015, suggesting that, although these devices are becoming more common, they remain far less prevalent than other types of devices.

As more travelers turn to sophisticated devices, such as tablets and e-readers, they increasingly diminish the time spent solely on audio-oriented functions, such as cellphone calls and listening to music. The share of Metra riders performing visually-oriented tasks at randomly-observed points rose from 13.9% in 2010 to 44.0% in 2015 (Figure 4).

Both Figure 3 and Figure 4 align with the S-curve of technology adoption originally proposed by Rogers (1962). The dotted lines on these figures show how neatly the S-shaped curve fits to the collected data. Both figures show accelerating growth in device use through 2013, followed by a deceleration, suggesting a flattening-out effect, perhaps due to the growing saturation of mobile devices in the general population. Figure 4 shows a slightly more pronounced S-shaped pattern than Figure 3, with use of visually-oriented activities growing at a compounding annual rate of 34.9% from 2010 to 2013, compared to just 12.3% between 2013 and 2015. This suggests that additional gains likely will continue to be made at a much slower rate in the coming years. The policy implications of this are discussed in the conclusion.

The data collected allow for a comparison of technology use by time and direction of travel. As noted in the Appendix, in the most recent year surveyed (2015), the use of technology was significantly higher on outbound trips than inbound trips, which provides evidence that technology use may be more pervasive (and beneficial) to travelers after their workday than before, although the authors cannot determine whether activities are work- or leisure-related. Technology use on outbound trips during the peak period exceeds that on inbound trips during the peak by an even
wider margin. Both results are statistically significant at a 0.05 level. Please refer to the Appendix for details.

Explanatory Model

A multiple regression model was developed to further investigate changing patterns of technology use on commuter trains. The analysis encompasses 148 trains surveyed between 2010 and 2015 for which at least 20 observations were recorded on each train. (Eight of the 156 trains had fewer than 20 observations and were omitted due to their small sample size.) The dependent variable is the proportion of passengers on a train using mobile devices, and the independent variables are listed in Table 2.

Using a proportion as the dependent variable can lead to certain biases because values are bounded between 0 and 1. The authors, therefore, considered two sets of results: with and without a Tobit transformation of the dependent variable. The Tobit transformation involves a logarithmic transformation using the formula $\ln(p/(1-p))$. This adjustment results in a dependent variable that is normally distributed but generates coefficients that lack simple intuitive interpretations.

The vast majority of dependent values are clustered near the middle of the range, between 0.3 and 0.7, and not censored from above or below, and there are no values in the dataset at the extreme ends of the distribution (i.e., less than 0.1 and more than 0.9). The discussion below, therefore, focuses primarily on the standard model, with the Tobit results provided in the Appendix. This standard model also has the advantage of generating coefficients that have a simple and straightforward interpretation. The independent variables used in the model are provided in Table 3.

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEAK</td>
<td>Trains observed between 7:00–9:30 AM and 3:30-7:00 PM Monday through Friday assigned a value of 1.</td>
</tr>
<tr>
<td>OUTBOUND</td>
<td>Trains traveling outward from central city assigned a value of 1.</td>
</tr>
<tr>
<td>PEAKFLOW</td>
<td>Trains servicing inbound commuters during morning peak period and outbound during evening peak assigned a value of 1.</td>
</tr>
<tr>
<td>YEARS</td>
<td>Number of years passed since first year of data collection (2010).</td>
</tr>
<tr>
<td>YEARS²</td>
<td>Square of years passed since first year of data collection (2010). Used to capture nonlinear relationship.</td>
</tr>
<tr>
<td>INCOME</td>
<td>Average household income in ZIP codes of all suburban stops served on Metra line where data collected, derived from American Community Survey data from 2010. Income measured in $1,000 annually.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interaction Terms</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEAK*YEARS</td>
<td>Number of years multiplied by peak travel designator to determine if peak period differential has risen or declined over time.</td>
</tr>
<tr>
<td>INCOME*YEARS</td>
<td>Number of years multiplied by income of a route to determine if effects of income have risen or declined over time.</td>
</tr>
<tr>
<td>OUTBOUND*YEARS</td>
<td>Number of years multiplied by outbound designator to determine if outbound differential has risen or declined over time.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>Model 1: Time of Day, Direction of Travel, + Changes Over Time</th>
<th>Model 2: Time of Day, Direction of Travel + Changes Over Time (Nonlinear)</th>
<th>Model 3: Direction of Travel + Changes Over Time (Nonlinear), Route Income</th>
<th>Model 4: Direction of Travel, Changes Over Time (Nonlinear), Route Income, Income-Time Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coeff.</td>
<td>P Value</td>
<td>Coeff.</td>
<td>P Value</td>
<td>Coeff.</td>
</tr>
<tr>
<td>INTERCEPT</td>
<td>0.282** (0.000)</td>
<td>0.243** (.000)</td>
<td>0.123* (0.023)</td>
<td>0.102 (0.278)</td>
</tr>
<tr>
<td>PEAK</td>
<td>0.021 (0.259)</td>
<td>0.025 (0.175)</td>
<td>0.022 (0.263)</td>
<td>0.021 (0.253)</td>
</tr>
<tr>
<td>OUTBOUND</td>
<td>0.042* (0.026)</td>
<td>0.039* (0.037)</td>
<td>0.020 (0.051)</td>
<td>0.035 (0.053)</td>
</tr>
<tr>
<td>YEAR</td>
<td>0.066** (0.000)</td>
<td>0.123** (0.000)</td>
<td>0.120** (0.000)</td>
<td>0.129** (0.003)</td>
</tr>
<tr>
<td>YEAR²</td>
<td>-0.014* (0.018)</td>
<td>-0.012* (0.031)</td>
<td>-0.012* (0.031)</td>
<td>-0.012* (0.031)</td>
</tr>
<tr>
<td>INCOME</td>
<td></td>
<td>0.002** (0.009)</td>
<td>0.002 (0.109)</td>
<td>-0.000 (0.793)</td>
</tr>
<tr>
<td>INCOME*YEAR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.399</td>
<td>0.422</td>
<td>0.449</td>
<td>0.450</td>
</tr>
<tr>
<td>ADJ. R²</td>
<td>0.386</td>
<td>0.406</td>
<td>0.430</td>
<td>0.426</td>
</tr>
</tbody>
</table>

Dependent variable: Proportion of travelers using mobile communication devices
Observations = 148 trains.
*Significant at 0.05.
**Significant at 0.01.

The dependent variables PEAK, OUTBOUND, and PEAKFLOW relate to the type and timing of service provided. The variable YEARS represents the number of years elapsed since the base year, 2010, and is intended to capture the average change in technology per year due to exogenous factors that have occurred over time, such as changing consumer habits and greater adoption of 3G and 4G services. A polynomial (squared) version of this variable, YEARS², captures the nonlinear relationship observed in Figures 3 and 4.

The INCOME variable is the mean of the median household income in the zip codes where suburban Metra stations are located for each line. Tabulating these values involved collecting data from 140 ZIP codes in which Metra stations are located. Values were tabulated by Metra line; the Union Pacific–North line, for example, is located in the ZIP code with the highest household income ($99,600), followed by the BNSF line ($82,580). The Metra Electric ($60,360) and South Shore lines ($56,000), both serving the south part of the region, have the lowest income values. Although INCOME is a simplified estimate, it serves as a useful measure of the affluence of the corridor in which the train operates. Income may be important due to the “digital divide” that exists in the adoption of technology as well as the higher opportunity cost affluent passengers face when spending time on the train. Three interaction terms are used to evaluate how the effects of these variables have changed over time.

The analysis considered four models using the proportion of technology use as the dependent variable and the independent variables discussed above. The models are discussed below, and the statistical results are presented in Table 4.
The S-Curve of Technological Adoption

This model evaluates how technology use has changed over time while controlling for the direction of travel (OUTBOUND), the time of travel (PEAK), and the number of years that passed since 2010 (YEAR). The results show that the proportion of riders using mobile devices has risen an average of 6.6% annually (YEAR) and that this change is statistically significant. The OUTBOUND variable was also significant and indicates that device use is 4.2% higher on outbound trips than on inbound trips. The time of travel (PEAK) did not have a statistically significant impact on rates of mobile device use. The addition of the OUTBOUND*YEAR variable did not significantly improve the model's predictive ability (it produced a coefficient that was positive but not statistically significant) and was dropped. Model 1 explains 39% (Adj. R² = 0.386) of observed variations in mobile device use.

Model 2: Nonlinear Rate of Growth in Technology Use

Model 2 is similar to Model 1 but includes both the YEAR and YEAR² variable to assess whether the use of devices changed in a nonlinear manner. The coefficient for YEAR remains positive and significant, whereas coefficient for YEAR² is negative and also statistically significant. This indicates that although device use increased, it did so at a declining rate, a finding consistent with the S-shaped pattern in Figures 2 and 3. The OUTBOUND variable remains statistically significant, although its coefficient value decreased slightly.

Model 3: Effects of Income

Model 3 considers how device usage is affected by the average income of the commuter line by adding the INCOME variable to Model 2. The INCOME variable is statistically significant and indicates that for each $1,000 of average income on the line, there is an increase of 0.21% in device use among passengers riding that line. This suggests that the highest-income line has observed device use that is about 6% higher than the lowest

TABLE 4.
Rates of Technology Use by Time and Direction of Travel

<table>
<thead>
<tr>
<th></th>
<th>Sample Size</th>
<th>Using Any Technology</th>
<th>Conducting Visual Task</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Peak</td>
<td>2,925</td>
<td>56.4%</td>
<td>43.6%</td>
</tr>
<tr>
<td>Off-Peak</td>
<td>1,823</td>
<td>55.8%</td>
<td>44.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>X² = 0.1656</td>
<td>X² = 10.2156*</td>
</tr>
<tr>
<td>Inbound</td>
<td>1,844</td>
<td>51.1%</td>
<td>48.9%</td>
</tr>
<tr>
<td>Outbound</td>
<td>2,904</td>
<td>59.5%</td>
<td>40.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>X² = 32.2167*</td>
<td>X² = 60.2585*</td>
</tr>
<tr>
<td>Peak Inbound</td>
<td>1,207</td>
<td>49.0%</td>
<td>51.0%</td>
</tr>
<tr>
<td>Peak Outbound</td>
<td>1,718</td>
<td>62.7%</td>
<td>37.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>X² = 46.7688*</td>
<td>X² = 67.0287*</td>
</tr>
</tbody>
</table>

* Denotes significance at 0.01 level.
income line in our study. Inclusion of the INCOME variables results in the OUTBOUND variable being no longer significant, suggesting that the affluence of riders has a greater impact on device usage rates than does the direction of travel.

**Model 4: The Changing Effects of Income over Time**

The final model evaluates how the effects of income have changed over time by considering an interaction variable between income and years of time elapsed since 2010 (INCOME*YEARS). Although the INCOME coefficient remains roughly the same, it is no longer significant in this model; the interaction variable INCOME*TIME is also not significant. Based on these results, there is little evidence to suggest that the effects of income are falling significantly over time even as mobile device ownership expands. Nevertheless, the coefficient is negative, and it is possible that this effect could be definitively demonstrated with a larger sample. The addition of the interaction term lowered adjusted $R^2$ from 0.430 to 0.426.

A variety of other variables also were considered, including PEAKFLOW (indicating whether the train involved a traditional commuting schedule), but this variable was not significant when the OUTBOUND variable was included. The interaction effects between either OUTBOUND and PEAK with YEARS also were not statistically significant in any of the models.

**Conclusions**

Metra faces two distinct trends with regard to the use of mobile communication devices. First, passengers continue to shift toward more visually-intensive activities that are difficult or impossible to safely perform when using other forms of transportation, such as biking, driving, or walking. This suggests the intensity of activities being conducted is growing. At the same time, the overall rate of growth of device use by passengers has slowed. Mobile device usage is following the S-shaped pattern identified by Rogers (1962). Cultivating further gains in technology use may require efforts to cater to the “late majority” (those skeptical of innovation or with less financial liquidity) or “laggards” (those who often have an aversion to change). The findings indicate that rates of device use also are influenced by income, supporting claims that a digital divide persists on the basis of average income. Although the data show that traditional commuters traveling outbound are the heaviest users of mobile devices, the adoption of technology has progressed far enough along the S-curve that the differential in usage between the peak/off-peak periods is small.

The declining rates of growth in device use suggests that agencies should exercise caution in spending large sums to add amenities such as Wi-Fi to commuter trains, as the opportunities for expanding passenger use of technology may have fallen. Nevertheless, “tech-friendly” amenities may positively contribute to broader passenger satisfaction. Some of the most attractive opportunities may exist along routes serving lower-income riders, where technology use has not progressed as far along the S-curve as on higher-income lines. Although ubiquitous Wi-Fi service may be cost-prohibitive,
providing working electrical outlets and developing apps that improve the on-board experience may be reasonable short-term moves. Likewise, the prevalence of mobile device use among travelers may provide new opportunities for transit agencies to collect advertising revenue by partnering with “smart city” technology companies that provide real-time and geographically-specific advertising to passengers.

APPENDIX

The results from 2015 show that 56.4% of passengers on peak-period trips used technology, compared to 55.8% on off-peak trips (Table 4). This difference, however, is not statistically significant. An estimated 59.5% use technology on outbound trips, compared to 51.1% on inbound trips, a difference significant at a 0.01 level. A gap also was observed among inbound and outbound passengers with respect to visual tasks (see column b of Table 4). On outbound trips, 48.3% were engaged in visual tasks, compared to 36.9% on inbound trips. Furthermore, the share of technology use on outbound trips during the peak period exceeded that on inbound trips during the peak by 61.7% to 49.0%, a statistically significant difference. The gap was much smaller for off-peak trips.

A summary of the regression analysis with the Tobit transportation is shown in Table 5.

<table>
<thead>
<tr>
<th>TABLE 5. Results of Multiple Regression Model with Tobit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Time of day, Direction of Travel, + Changes Over Time</td>
</tr>
<tr>
<td>--------------</td>
</tr>
<tr>
<td>INTERCEPT</td>
</tr>
<tr>
<td>PEAK</td>
</tr>
<tr>
<td>OUTBOUND</td>
</tr>
<tr>
<td>TIME</td>
</tr>
<tr>
<td>TIME²</td>
</tr>
<tr>
<td>INCOME</td>
</tr>
<tr>
<td>INCOME*TIME</td>
</tr>
<tr>
<td>R²</td>
</tr>
<tr>
<td>ADJ. R²</td>
</tr>
</tbody>
</table>

Dependent variable: Proportion of travelers using electronic devices with TOBIT transformation
Observations = 148 trains
*Significant at 0.05.
**Significant at 0.01.
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Comparing Automated Shared Taxis and Conventional Bus Transit for a Small City
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Abstract

This study compared two hypothetical transit scenarios with the current bus transit system for serving the transit passengers of Ann Arbor, Michigan, for a typical fall weekday in 2013. One scenario consists of an automated taxi system that allows only one rider at a time, and the other consists of a similar automated taxi system that allows ridesharing for up to four passengers. The two automated taxi scenarios were modeled on simulated transit passenger travel demand data via agent-based models. All three scenarios were then compared for their level of service, cost, greenhouse gas emissions, and congestion impacts. The automated shared-ride taxi transit service could provide a higher level of service at lower cost and lower carbon emissions than the current bus system. An automated taxi service without ridesharing would provide high levels of service at lower cost, but with higher levels of carbon emissions than the current bus system. Ridesharing is essential to obtaining the full cost savings and environmental benefits for an automated taxi system. Both automated taxi systems would likely increase peak-hour congestion by increasing peak-hour vehicle kilometers traveled.

Keywords: Automated vehicles, shared automated vehicles, shared mobility, greenhouse gas emissions, demand responsive transit

What Does Vehicle Automation Mean for Transit?

With a background of steady technological progress towards vehicle automation, several researchers have speculated that highly-automated vehicles will lead to the advent of new vehicular travel modes. Taxis have long been available as a convenient mode of semi-transit, but have been limited in their share of the transportation market to high costs and difficulties in hailing. Automated taxis, in concept, solve both these problems—they are easily hailed from any mobile phone, and, without the costs of a human driver, the per-kilometer costs of automated taxi travel are presumably
lower than for conventional, human-driven taxis. In comparison with private vehicle ownership, automated taxis offer the potential of point-to-point travel on demand without having to worry about parking, maintenance, or insurance issues. In comparison with public transit, automated taxis offer much greater flexibility in routing and scheduling, including the possibility of demand-responsive service.

Technological innovation and entrepreneurship in the transportation sector have led to a variety of new transportation services captured broadly under the name “shared mobility” (Shared-Use Mobility Center 2016; Shaheen et al. 2015). Services such as Uber and Lyft (known as “ridesourcing”), car-share services, bike-share services, and ride-matching services are increasingly available in large cities and offer flexible versions of transportation on demand in urban areas. As car-share services have become more pervasive, new models of one-way car-sharing have arisen, such as Car2Go (Ciari and Bock 2014; Shaheen et al. 2015). Vehicle automation is likely to build upon these already-existing trends by allowing vehicles to come to passengers upon demand, thereby further opening up the markets for shared mobility services. Several companies, such as Uber and Ford, are investing heavily in developing shared, automated, on-demand mobility services (Boudette 2016; Chafkin 2016).

There are several reasons to suspect that the population of current transit riders may be among the first to widely adopt the use of a new automated taxi mode. First, transit riders have a demonstrated willingness to travel by modes other than their own private vehicle and a willingness to use shared forms of transport. Therefore, the modal switch to shared taxis would be a less dramatic behavioral switch for frequent transit riders than for those who currently rely predominantly on private vehicles. Second, automated taxis (and taxis in general) operate most efficiently and cost-competitively in urban environments in which travel demand is concentrated. In other words, automated taxis will be most prevalent and affordable in the same dense urban environments served by transit. Third, automated taxis are likely to be able to provide a higher quality of service than current fixed-route transit services by allowing fewer transfers, shorter wait times, and shorter access and egress approaches to boarding and alighting areas.

The question that leaps immediately to mind is how will the spread of automated taxis impact public transit? There are three possible answers to this question. The first is that automated taxis would increase current transit ridership by serving as effective first-mile/last-mile service to existing transit (Levine et al. 2013; Liang et al. 2016; Shepherd and Muir 2011). The second is that automated taxis and similar shared automated modes will compete directly with transit and gradually erode its market share (Martinez and Viegas 2016b). The third is that automated taxis and transit will be integrated into a system that will play off the benefits of each (Maheo et al. 2016). This study explored the second of these alternatives—that automated taxis might outcompete and replace public transit in certain areas—and investigates the implications of this potential outcome.

In particular, this study compared the performance of the current bus transit system in Ann Arbor, Michigan, with two alternative automated taxi systems. One automated taxi system does not permit ridesharing, serving one person or party at a time (a “single-rider” system); the other requires ridesharing, subject to certain passenger convenience
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constraints (a “shared-ride” system). Both taxi systems could be considered a type of transit, in that they are required to serve all transit passengers within their service area and that vehicle movements are centrally coordinated across the taxi fleet. Agent-based models were used to simulate these alternative automated taxi systems under the premise that they would serve all Ann Arbor transit riders for a typical weekday in 2013 and then their performance was compared to the current transit system with respect to wait times, travel times, costs, carbon emissions, and congestion impacts. It was expected that a fleet of many small automated taxis would be able to serve Ann Arbor’s transit demand with shorter wait and in-vehicle travel times. On the other hand, a switch to automated taxis likely would also increase vehicle mileage externalities, such as carbon emissions and congestion impacts. The purpose of this simulation was to estimate the size of these impacts and assist in formulating policy initiatives to mitigate these potential impacts.

Recent Simulation Research Regarding New Automated Modes

Most of the current simulation and modeling research into automated taxis examined their competitiveness with private vehicle ownership (Burns et al. 2013; Fagnant and Kockelman 2014; Spieser et al. 2014; Fagnant et al. 2015). For example, Burns et al. (2013) found that a fleet of 18,000 automated taxis could serve most of the urban area around Ann Arbor with average wait times under 1 minute and costs of about 25 cents per kilometer (41 cents per mile). This is cost-competitive with current average private vehicle ownership costs of 37 cents per kilometer (59 cents per mile). Fagnant and Kockelman (2014) assumed that automated taxis would obtain a modest 1–2% of current private vehicle trips in Austin, Texas. Under such a system, they found that each automated taxi replaced about 8.4 privately-owned vehicles, whereas the system as a whole required 10% additional vehicle kilometers traveled (VKT) to serve the same travel demand. On the other hand, with dynamic rideshare, the VKT increase could be as little as 1.5% over the present system (Fagnant and Kockelman 2014; Fagnant et al. 2015). The average wait time for their system was estimated at about 50 seconds, and 96.2% of travelers had a wait less than 5 minutes. Assuming a cost of $70,000 per vehicle, including automation costs, they found that a shared automated vehicle (SAV) fleet in Austin would provide a 19% return on investment if the system operators charged 62 cents per kilometer ($1 per trip mile) served. Bischoff and Maciejewski (2016) examined an automated taxi system serving 10% of private vehicle trips in Berlin and found that such a system would increase VKT by 14.6% with a 3-minute average wait time. In short, current models suggest that automated taxi systems could provide a high level of service with minimal wait times and competitive costs in moderately-dense urban environments.

A smaller body of research examined automated taxis as a first-mile/last-mile service feeding into existing transit (Levine et al. 2013; Liang et al. 2016; Shepherd and Muir 2011). Levine et al. (2013) found that private commute mode share decreases by

\footnote{Placing multiple passengers in the same vehicle in real time without pre-planning the trip.}
Comparing Automated Shared Taxis and Conventional Bus Transit for a Small City

between 7–29% with automated shuttles feeding into existing Chicago-area train stations. Shepherd and Muir (2011) found that transit mode share could increase 1–8% across various European cities with automated shuttles feeding into existing train stations. These studies document some possible growth in the transit market by using automated vehicles to feed into high capacity transit.

Martinez and Viegas (2016a) examined what would happen if two new forms of automated transit, automated taxis and advance-scheduled automated shuttles, served Lisbon, Portugal, replacing both private vehicle trips and current bus trips. They assumed that people within close proximity to the subway continued to use that mode. With this massive mode shift, the transportation system would see a 34% reduction in carbon dioxide emissions. Wait times would be limited to 5 minutes for automated taxis and 10 minutes for automated shuttles, and costs would be affordable, at about 32 cents per kilometer.

Maheo et al. (2016) redesigned the existing bus system of Canberra, Australia, with a system of human-driven taxis feeding into high-frequency bus lines. They found that for the same total costs, wait times could be cut in half. Their hub-and-spoke design offered a promising precursor for how automated taxis and large vehicle transit might work together as part of an efficient integrated system.

Reviewing the current research, automated taxis offer the possibility of a convenient, cost-competitive mode that could replace a large segment of private vehicle travel; however, automated taxis may replace or compete with current bus services as well. Many researchers have anticipated that automated taxis or automated shuttles could feed into current high-capacity transit systems, but few have studied whether and how transit systems themselves should be redesigned to best integrate with this proposed new mode.

A large caveat on this body of research is aggressive assumptions about market share and affordable automation cost. Several of these studies assumed a very large market share—in some cases, a 100% share of the current travel market—which makes it much easier to obtain economies of scale and create an efficient system. In the real world, any new mode would have to compete with all existing modes and could not obtain these efficiencies in the short run, or perhaps ever. Also, the cost assumptions regarding the marginal cost of automating a vehicle often are quite favorable without substantiation. For example, Burns et al. (2013) assumed that the cost to convert a regular vehicle to an automated one is a one-time marginal cost of just $2,500 per vehicle, whereas Spieser et al. (2014) assumed a more reasonable but still speculative automation cost of $15,000 per vehicle.

In comparison with these other simulations, this study assumed that all transit riders in a small city could be served by an automated taxi system, which is a more modest and arguably reasonable assumption than full market capture. It is even conceivable that a transit agency could decide to launch an automated taxi system to replace its current bus service. Indeed, some cities that are spread out and not well served by conventional transit have engaged Uber as a kind of transit substitute (Woodman 2016). The implications of such a switch are investigated in the rest of the paper.
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The following section discusses the data used for transit passenger travel demand and the workings of the agent-based model in NetLogo. This is followed by a section that examines the three scenarios of current bus, automated taxi, and automated shared taxi from the perspective of wait times, travel times, costs, VKT, and carbon emissions. The section after that returns to considerations of what such an automated taxi system might mean for the future of public transit and transit policy. The Conclusion summarizes and reiterates the main points from the proceeding sections.

Methodology: Agent-Based Models of Automated Taxi Fleets for Ann Arbor

This study compared three transit systems serving a typical weekday’s ridership for the Ann Arbor Area Transit Authority (AAATA) system from 2013 with measurements for wait time, travel time, cost, vehicle miles traveled, and carbon dioxide emissions. Data for the performance of the actual AAATA bus system were from the National Transit Database (NTD) for 2013. The two automated taxi systems were simulated in NetLogo, with separate models for a single-ride system and a shared-ride system.

AAATA Background

The AAATA system is a small-city bus system without a rail component, but with a relatively high ridership due to a major university and downtown employment core and a large student population. In comparison with the other 472 bus systems reporting operations to NTD in 2013, Ann Arbor offered 8,916 vehicle revenue miles on a typical weekday, similar to the mean for all systems of 11,861 (although there is a large standard deviation across systems of 25,711) (Federal Transit Administration 2014). Average weekday vehicle occupancy, calculated as passenger miles divided by vehicle revenue miles, was 8.1 persons per vehicle, which was, again, comparable to the average for all bus systems in the US at 7.3 (4.3 standard deviation). AAATA trips were shorter than the average for US bus systems, with the average trip length being 5.0 kilometers for AAATA vs. 8.5 kilometers for the average US system, presumably because Ann Arbor is a relatively small town. The volume of passengers, however, was quite high, with 32.6 passenger trips per vehicle-hour, in comparison with a national average of just 22.4 (12.5 standard deviation). In other words, in comparison with the “average” bus system in the US, AAATA has typical occupancies, high volumes, and shorter passenger trip lengths.

NetLogo

NetLogo is a graphical, agent-based modeling platform within which individual passengers and taxis are generated and follow prescribed sets of instructions or behaviors. Time itself is modeled, in this case, with one minute increments, and passengers and taxis move on a minute-by-minute basis. System-level patterns of travel emerge and are monitored both on the screen and through a number of aggregate metrics for passengers and vehicles. Within the NetLogo interface, the user can view
the movements of taxis and passengers in space as well as stop the simulation and monitor any of their internal variables (i.e., number of passengers for taxis, wait time for passengers) within the simulation in “real” time. That is, the user can watch the simulation unfold and observe the behavior of individual taxis and passengers to ensure that it comports with the intentions of the simulation logic.

Figure 1 shows a screenshot from NetLogo. Many small passengers are shown in white for passengers en route and in red for passengers who have completed their rides. Taxis are shown in yellow, but become darker as they are more fully occupied. White lines connect passengers with the taxis en route to picking them up.

**FIGURE 1.**
Screenshot of automated taxi model in NetLogo

---

**Generating and Serving Transit Passengers**

True transit origin-to-destination trip data were not available from AAATA or the regional planning agency, the Southeast Michigan Council of Governments (SEMCOG), so transit trips were simulated based on other available data. A transit rider survey from 2010 by SEMCOG provided a sample of passenger boarding locations and alighting locations by time of day. Origins were sampled randomly from boarding locations, and destinations were sampled randomly from alighting locations, with separate samples for each of four time-of-day periods: morning, midday, afternoon, and evening (Nustats 2012). Since origins and destinations were each sampled at random without any correspondence, the sample did not represent true origin-destination pairs. Boarding data for the AAATA system from a weekday in 2013 were used to simulate the generation of new passengers for each 15-minute interval (Ann Arbor Area Transportation Authority 2014a). The average total passengers per day for the simulation were calibrated to the NTD total of 23,152 (Federal Transit Administration 2014).

For a single-rider taxi system, passengers hail the closest available (empty) taxi. Passengers who have been waiting longer hail taxis first. The hailed taxi goes directly
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to the passenger and picks him/her up, then goes uninterrupted to that passenger’s
destination and drops him/her off. Passengers are assumed to have a boarding time of
one minute and an alighting time of one minute, during which the taxi does not move.

For a shared-ride system, taxis en route divert to serve new passengers so long as no
existing or committed passenger is inconvenienced by too great a degree. Specifically,
for each passenger served by a shared-ride taxi, his/her wait time cannot exceed 10
minutes. In addition, for all existing, committed, and new passengers, their travel time
may not exceed more than 10 minutes more than their direct travel time. Therefore,
additional passengers are accommodated with a shared-ride only if existing passengers
are still well-served. Also, each taxi has a maximum capacity of four passengers. If
several taxis qualify to serve a new passenger, then the taxi that increases its VKT least is
selected. This results in the smallest VKT increase for the fleet as a whole. To select the
taxi that increases VKT least, a centralized system of taxi dispatch would be required.
If each taxi was simply trying to maximize its own revenues, a different travel pattern
outcome would result, presumably one with higher VKT.

**Calibrating Taxi Speeds**

The street network was not modeled, so all taxis traveled in a straight line to pick
up and drop off their passengers. However, travel times from point to point were
calibrated to real-world travel times to allow the queueing (waiting) aspects of the
model as realistic as possible. The idea was that if travel times from each origin to each
destination were realistic, then the time required for waiting and arriving at desired
locations also would be representative.

Travel times were calibrated two ways. First, straight lines travel distances were
multiplied by a network factor to make them more closely resemble network travel
distances. Based on a random sample of origins and destinations, a network inflation
factor of 1.238 was obtained. Second, network travel speeds for peak and off-peak
travel times were determined from a random sampling of origins and destinations run
through Google directions. Together, these calibrations allowed for a realistic simulation
of point-to-point travel distances and speeds.

**Calculating Wait Times and Determining Fleet Size**

A brief literature review was conducted of typical wait times for buses, with a focus
on literature that related wait times to service frequency. Estimating bus wait times
depends upon traveler behavior, including whether travelers arrive at a random time
between buses or whether they optimize their arrival time to minimize their expected
wait. Bowman’s optimization model (Bowman and Turnquist 1981) has passengers
optimize their wait time based upon service frequency and reliability and estimates a
wait time of 2–3 minutes for 5-minute headways, 3–5 minutes for 10-minute headways,
and 5–7 minutes for 20-minute headways. Fan and Machemel (2009) used empirical
data on observed wait times and found that typical wait times can be reasonably
estimated with a formula that is a function service frequency. This formula is wait time
Comparing Automated Shared Taxis and Conventional Bus Transit for a Small City

= 2.28 minutes + 0.29 × service frequency. Based upon Fan’s formula, the expected wait time for the average AAATA rider was 9.5 minutes (see Table 1. Based upon an extrapolation of Bowman’s data, the expected wait time for the average AAATA rider was 6.2 minutes.

TABLE 1. Estimated Wait Times for AAATA System

<table>
<thead>
<tr>
<th>Route</th>
<th>Route Name</th>
<th>Average Ridership</th>
<th>AM Peak Headways</th>
<th>Estimated Wait Times*</th>
<th>Estimated Wait Times**</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pontiac Dhu Varren</td>
<td>810</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>2</td>
<td>Plymouth</td>
<td>2,463</td>
<td>15</td>
<td>6.6</td>
<td>5.6</td>
</tr>
<tr>
<td>3</td>
<td>Huron River</td>
<td>1,337</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>4</td>
<td>Washtenaw</td>
<td>3,052</td>
<td>10</td>
<td>5.2</td>
<td>4.0</td>
</tr>
<tr>
<td>5</td>
<td>Packard</td>
<td>2,319</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>6</td>
<td>Ellsworth</td>
<td>2,248</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>7</td>
<td>S. Main East</td>
<td>1,241</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>8</td>
<td>Pauline</td>
<td>746</td>
<td>15</td>
<td>6.6</td>
<td>5.0</td>
</tr>
<tr>
<td>9</td>
<td>Jackson-Dexter</td>
<td>708</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>10</td>
<td>Ypsilanti-NE</td>
<td>506</td>
<td>60</td>
<td>19.7</td>
<td>10.0</td>
</tr>
<tr>
<td>11</td>
<td>Ypsilanti-South</td>
<td>243</td>
<td>60</td>
<td>19.7</td>
<td>10.0</td>
</tr>
<tr>
<td>12</td>
<td>Miller-Liberty</td>
<td>834</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>13</td>
<td>Newport</td>
<td>211</td>
<td>60</td>
<td>19.7</td>
<td>10.0</td>
</tr>
<tr>
<td>14</td>
<td>Geddes-E. Stadium</td>
<td>196</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>15</td>
<td>Scio Church-W. Stadium</td>
<td>253</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>16</td>
<td>Ann Arbor Saline Rd.</td>
<td>468</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>17</td>
<td>Amtrak Depot ST.</td>
<td>46</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>18</td>
<td>Miller-University</td>
<td>435</td>
<td>25</td>
<td>9.5</td>
<td>7.0</td>
</tr>
<tr>
<td>20</td>
<td>Ypsilanti-Grove-Ecorse</td>
<td>544</td>
<td>60</td>
<td>19.7</td>
<td>10.0</td>
</tr>
<tr>
<td>22</td>
<td>North/South Connector</td>
<td>772</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>33</td>
<td>EMU Shuttle</td>
<td>611</td>
<td>20</td>
<td>8.1</td>
<td>6.0</td>
</tr>
<tr>
<td>36</td>
<td>Wolverine Tower Shuttle</td>
<td>1,697</td>
<td>9</td>
<td>4.9</td>
<td>4.0</td>
</tr>
<tr>
<td>601</td>
<td>Pontiac-University</td>
<td>128</td>
<td>0</td>
<td>0.0</td>
<td>7.0</td>
</tr>
<tr>
<td>609</td>
<td>Dexter-University</td>
<td>142</td>
<td>30</td>
<td>11.0</td>
<td>7.0</td>
</tr>
</tbody>
</table>

Estimated per-passenger average wait time: 9.5, 6.2

Headway data from Ann Arbor Area Transportation Authority, 2014b
*Fan 2010
**Bowman and Turnquist 1980

In the NetLogo model, wait times are tracked for each individual passenger. The size of the taxi fleet was calibrated to ensure that the average wait time for the system was less than the smaller of the two expected wait times for the average AAATA rider, i.e., 6.2 minutes. For the single-rider system, fleet sizes between 500 and 1000 were tested, with the finding that a fleet of 800 vehicles performed well on wait times and optimally on costs. Then, for the shared-ride system, fleet sizes between 300 and 750 were tested, based on the assumption that the shared-ride system of the same fleet size would
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almost certainly perform at least as well as the single-rider system with respect to wait times. The optimal cost system with satisfactory wait time performance for a shared-ride fleet was found to be 400 vehicles.

**Calculating Costs**

To compare the three systems on an equitable basis, only vehicle-related costs were accounted for, including vehicle capital costs, vehicle maintenance costs, insurance and taxes, and fuel and tire costs. Administrative costs and non-vehicle capital costs were excluded from all cost calculations.

For the bus transit system, vehicle operations costs, vehicles maintenance costs, and vehicle-related capital associated with existing transit lines were included. NTD provides costs on an annualized basis, so these costs were converted to per-kilometer costs to assign them to a typical weekday (Federal Transit Administration 2014). Costs per passenger-kilometer also were provided.

For the taxi systems, the costs estimates were based assuming a taxi fleet of model 2014 Prius Cs with a per-vehicle cost of approximately $29,230. Vehicle automation costs were assumed to be $50,000 per vehicle in addition to regular vehicle purchase costs. Kilometers-per-liter for this vehicle in urban areas is 22.2 (53 MPG), and the cost of a liter of gas in the Midwest was $0.92 ($3.47 per gallon) in 2013, according to the Energy Information Administration. The American Automobile Association (AAA) provided an estimate of maintenance cost of 3.2 cents per kilometer (5.2 cents per mile) and insurance and tax costs of $3.98 per vehicle per day for small sedans (American Automobile Association 2013).

Vehicle depreciation was assumed to be based upon either time or distance, whichever usage was higher. This means that idle vehicles bear a depreciation cost even if not used. Vehicles were assumed to depreciate to their salvage value (10%) within 5 years or 400,000 kilometers, whichever comes first. Time-based depreciation is an important assumption because it drives the size of the minimum cost vehicle fleet; if vehicle fleet costs are assumed to vary only as a function of kilometers driven, then there is no performance disincentive for overly-large vehicle fleets.

Costs were reported as the sum total of all fleet vehicles costs per day, or total transit operator daily costs, as well as costs per passenger-vehicle kilometer.

Note that larger vehicle fleets have a number of ancillary benefits unrelated to costs. First, the larger the vehicle fleet, the smaller the wait time for passengers. Second, the larger the vehicle fleet, the lower the VKT because a nearby vehicle is more likely to be available for any given hailing passenger with a larger fleet. The only performance characteristic that declines with larger vehicle fleet size is system-level cost.

**Calculating Vehicle Miles Traveled**

The NTD provided the vehicle kilometers traveled for AAATA's bus fleet on a typical weekday. Note that vehicle kilometers traveled includes mileage traveled while out of
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service. Peak hour VKT for AAATA was estimated based upon the number of vehicles operating during the AM peak hour.

For the NetLogo simulations, every kilometer for each vehicle was tracked within the simulation. This straight-line distance total was then multiplied by the network inflation factor to derive an estimated total for network-based taxi VKT. Vehicle kilometers also were tracked by hour of the day.

Calculating Carbon Emissions

For AAATA, the annual fuel use reported to NTD was converted into a figure for a typical weekday. Since the AAATA system uses biodiesel, carbon emissions were estimated to be 85% of that typical for diesel fuel (US Department of Energy 2015). In fact, the carbon savings of using biofuels is controversial, and if previously unfarmed land is converted to the production of biofuels, significant increases in carbon emissions are possible (Searchinger et al. 2008; Gnansounou et al. 2009). However, the precise impacts of biodiesel on greenhouse gas (GHG) emissions are beyond the scope of this study, so the simplifying assumption from the US DOE was employed here.

Carbon emissions for the automated taxi system were calculated based upon total kilometers miles traveled per day and the fuel efficiency of the Toyota Prius fleet, multiplied by the carbon intensity of gasoline fuel. The carbon emissions associated with burning 1 liter of fuel was assumed to be 2.35 kilograms per liter (19.64 pounds per gallon) (US Energy Information Administration 2015).

In addition to in-use emissions, certain components of life-cycle emissions related to vehicle manufacture and use were included as well. Vehicle manufacture, tire use, maintenance, and insurance related GHG emissions were derived on a per-vehicle-kilometer basis from Chester and Horvath (2009). The more vehicles are driven per day, the more of the vehicle’s life-cycle of GHG emissions is consumed and accounted for.

Results: Performance Comparison of Conventional Bus Transit with Automated Taxi Fleets

The major results from the simulation and its comparison with the current Ann Arbor transit system are summarized in Table 2, including wait times, travel times, costs, VKT, and carbon emissions performance. Three systems were compared: the current Ann Arbor bus system, an automated single-rider taxi system, and an automated shared-ride taxi system.
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### TABLE 2. Performance Comparison of Transit System Alternatives

<table>
<thead>
<tr>
<th>Service Performance</th>
<th>Conventional Bus</th>
<th>Automated Taxis, Single-rider</th>
<th>Automated Taxis, Shared-ride</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fleet size</td>
<td>65</td>
<td>800</td>
<td>400</td>
</tr>
<tr>
<td>Average wait time</td>
<td>6.2–9.5</td>
<td>5.6 (0.11)</td>
<td>5.9 (0.04)</td>
</tr>
<tr>
<td>95th percentile wait time</td>
<td>Unknown</td>
<td>16.1 (0.33)</td>
<td>13.9 (0.29)</td>
</tr>
<tr>
<td>Travel time</td>
<td>29.3*</td>
<td>9.1 (0.03)</td>
<td>16.1 (0.05)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cost Performance</th>
<th>System cost per day</th>
<th>$ 92,323</th>
<th>$ 73,777 ($ 175)</th>
<th>$ 33,196 ($ 76)</th>
</tr>
</thead>
<tbody>
<tr>
<td>% difference from bus system</td>
<td>na</td>
<td>-20.0%</td>
<td>-64.0%</td>
<td></td>
</tr>
<tr>
<td>% difference from single-rider system</td>
<td>na</td>
<td>na</td>
<td>-55.0%</td>
<td></td>
</tr>
<tr>
<td>Cost per passenger kilometer</td>
<td>$ 0.794</td>
<td>$ 0.601</td>
<td>$0.271</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vehicle Miles Traveled Performance</th>
<th>Vehicle kilometers traveled</th>
<th>15,636</th>
<th>185,412 (1,784)</th>
<th>82,626 (773)</th>
</tr>
</thead>
<tbody>
<tr>
<td>x difference from bus system</td>
<td>na</td>
<td>11.9</td>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td>% difference from single-rider system</td>
<td>na</td>
<td>na</td>
<td>-54.5%</td>
<td></td>
</tr>
<tr>
<td>Peak-hour vehicle kilometers traveled</td>
<td>1,359</td>
<td>20,729</td>
<td>8,412</td>
<td></td>
</tr>
<tr>
<td>x difference from bus system</td>
<td>na</td>
<td>15.3</td>
<td>6.2</td>
<td></td>
</tr>
<tr>
<td>Peak hour</td>
<td>na</td>
<td>9–10 AM</td>
<td>9–10 AM</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Greenhouse Gas Performance</th>
<th>Life-cycle carbon emissions per day (kg)</th>
<th>22,475</th>
<th>39,782 (383)</th>
<th>17,728 (166)</th>
</tr>
</thead>
<tbody>
<tr>
<td>% difference from bus system</td>
<td>na</td>
<td>+77.0%</td>
<td>-21.1%</td>
<td></td>
</tr>
</tbody>
</table>

Mean values are from 50 simulations. Standard deviations indicated in parentheses.

*Total travel time including access and egress travel time from American Community Survey.

### Wait and Travel Times

All of the automated taxi systems had wait time performance similar to the current Ann Arbor bus system, which was expected because fleet sizes were determined to match current average wait times. Both taxi systems had average wait times of around 6 minutes and 95th percentile wait times of around 15 minutes; the shared-ride taxi system had lower 95th percentile wait times because it could accommodate peak demand with greater flexibility via shared rides. Travel times for both automated taxi systems were shorter than the 29.3 minutes for the conventional bus system (US Census Bureau 2013), varying between a low of 9.1 minutes for the single-rider system and a higher 16.1 minutes for the shared-ride system. Passengers in a shared-ride system do not always travel directly to their destination and, thus, experience higher travel times than passengers in a single-rider system.

### Daily System and Per-Kilometer Costs

The daily costs of automated taxi systems were lower than the current bus system, largely because of the removal of driver costs. The single-rider taxi system had 20.0%
lower vehicle-associated costs, whereas the shared-ride system had 64.0% lower vehicle-associated costs. The shared-ride system obtained significant efficiencies in this model and had costs 55.0% lower than the single-rider system. Note that parking costs were not included in this analysis.

Assuming that the marginal costs of vehicle automation per vehicle is a one-time cost of $50,000/vehicle, the per-kilometer vehicular costs of an automated taxi system for the operator would be about 60.1 cents per kilometer for a single-rider system and about 27.1 cents per kilometer for a shared-ride system.

**Vehicle Kilometers Traveled and Congestion Impacts**

Automated taxi systems greatly multiply vehicle kilometers traveled relative to a transit system, especially for the peak period. For the single-rider taxi system, VKT were multiplied by 11.9 times over the course of a day and 15.3 times in a peak hour. The shared-ride system performed somewhat better, with a multiple of 5.3 for an entire day and of 6.2 for a peak hour. Link-specific congestion impacts were not obtainable from the current model because it did not incorporate the modeling of capacity and flows on individual network links. The shared-ride system reduced VKT over the single-rider system by 54.5%.

**GHG Emissions**

Although vehicle miles traveled were nearly 12 times greater for the single-rider automated taxi system, the carbon emissions were only 77.0% larger. This is due to the relative fuel efficiencies of the corresponding vehicle fleets—the taxi fleet obtained a fuel efficiency of 21.9 kilometers per liter (53 MPG) whereas the bus fleet obtained a fuel efficiency of 1.9 kilometers per liter (4.5 MPG).

Surprisingly, the shared-ride automated taxi system performed the best overall on carbon emissions, with 54.5% lower carbon emissions than the single-rider system and 21.1% lower life-cycle carbon emissions than the current bus system.

**Sensitivity Analysis**

To investigate the sensitivity of these results to specific assumptions, the impact of potential different vehicle types and different travel time diversion constraints were examined.

In addition to the Toyota Prius hybrid, other vehicles that were considered as potential fleet vehicles for the taxi system included other high-efficiency, compact, four-passenger vehicles from the 2013 vehicle cohort: 1) Honda Civic Hybrid, 2) Volkswagen Jetta Hybrid, and 3) Volkswagen Jetta Diesel. Analyzing alternative vehicles shed insight into how particular the results were to having a Toyota Prius vehicle fleet, especially for its GHG performance.
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Daily system-level vehicle fleet costs varied little between vehicle types, as seen in Table 3. The least expensive costs were for the Honda Civic Hybrid, with daily costs of $73,993, and the most expensive costs were for the Volkswagen Jetta Diesel, for which costs were $80,764, a difference of 9.2%. Carbon emissions are much more sensitive to vehicle choice, as fuel efficiency is paramount to obtaining low GHG emission for such a high mileage system. Life-cycle carbon emissions per day were 16.0% greater for the Honda Civic Hybrid fleet, 36.3% higher for the Volkswagen Jetta Hybrid fleet, and 81.4% higher for the Volkswagen Jetta diesel fleet.

Another key assumption in the analysis was the diversion travel time constraint. Shared-ride passengers must be prepared for a detour as long as 10 minutes beyond their direct-to-destination travel time under current assumptions. Alternative assumptions of a maximum 5-minute detour and a maximum 15-minute detour were tested to examine the sensitivity of the results to this assumption. As expected, as the potential travel time delay increased, mean travel times increased, vehicle occupancies increased, and total fleet vehicle kilometers traveled decreased. In particular, a limitation to a 5-minute detour reduced average vehicle occupancy from 1.95 to 1.55 and increased daily VKT by 21.2%, whereas increasing the potential detour time to 15 minutes increased average vehicle occupancy from 1.95 to 2.39 and decreased daily VKT by 8.9%.

### Table 3.
Sensitivity Analysis for Fleet Vehicle Types

<table>
<thead>
<tr>
<th></th>
<th>Toyota Prius</th>
<th>Honda Civic Hybrid</th>
<th>Volkswagen Jetta Hybrid</th>
<th>Volkswagen Jetta Diesel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily cost,* single-rider</td>
<td>$74,241</td>
<td>$73,993</td>
<td>$76,634</td>
<td>$80,764</td>
</tr>
<tr>
<td>Daily cost,* shared-ride</td>
<td>$33,258</td>
<td>$33,147</td>
<td>$34,324</td>
<td>$36,174</td>
</tr>
<tr>
<td>Daily life-cycle carbon emissions** (kg), single-rider</td>
<td>39,782.9</td>
<td>46,157.6</td>
<td>54,238.3</td>
<td>72,163.9</td>
</tr>
<tr>
<td>Daily life-cycle carbon emissions** (kg), shared-ride</td>
<td>17,728.7</td>
<td>20,569.5</td>
<td>24,170.6</td>
<td>32,158.9</td>
</tr>
</tbody>
</table>

*Daily costs are sum of costs across entire vehicle fleet for typical weekday.

*Daily Life-Cycle Carbon emissions are portion of life-cycle carbon emissions that can be attributed to one day of entire vehicle fleet's operations.

### Table 4.
Sensitivity Analysis of Diversion Travel Time Constraint

<table>
<thead>
<tr>
<th></th>
<th>5-Minute Delay</th>
<th>10-Minute Delay</th>
<th>15-Minute Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network VKT</td>
<td>100,328.4</td>
<td>82,805.8</td>
<td>75,400.0</td>
</tr>
<tr>
<td>Mean passenger travel time</td>
<td>13.7</td>
<td>16.1</td>
<td>18.2</td>
</tr>
<tr>
<td>Average vehicle occupancy*</td>
<td>1.55</td>
<td>1.95</td>
<td>2.39</td>
</tr>
<tr>
<td>Percent empty taxi distance</td>
<td>25.2%</td>
<td>20.1%</td>
<td>16.7%</td>
</tr>
<tr>
<td>Liters of gasoline used</td>
<td>7,165.7</td>
<td>5,914.2</td>
<td>5,385.3</td>
</tr>
<tr>
<td>In-use carbon emissions (kg)</td>
<td>16,863.8</td>
<td>13,918.5</td>
<td>12,673.7</td>
</tr>
<tr>
<td>Non-use carbon emissions (kg)</td>
<td>4,663.1</td>
<td>3,848.7</td>
<td>3,504.5</td>
</tr>
<tr>
<td>Total carbon emissions (kg)</td>
<td>21,526.9</td>
<td>17,767.2</td>
<td>16,178.1</td>
</tr>
</tbody>
</table>

*Average vehicle occupancy defined as total daily passenger minutes of movements divided by total daily vehicle minutes of movement.
Limitations

The shared-ride taxi system assumes that all passengers within the system must be willing to share rides. If such a system actually existed, there may be passengers who would be unwilling or uncomfortable with sharing rides or who would pay a premium to have a private travel experience (Zhang et al. 2015b). The willingness of passengers to share rides and their willingness to trade off the inconveniences of ridesharing for lower costs is both unknown and not well explored by current research.

The agent-based model was built on a simulated pattern of transit rider demand from bus stop to bus stop, not true origin-to-destination data. However, origin and destination locations were from actual bus boarding and alighting locations and were statistically representative of AAATA’s 2013 transit ridership. Since travel was modeled from bus stop to bus stop rather than from true origin to true destination, the opportunities for ridesharing were increased by this data generation method. On the other hand, a taxi-based transit system could also make use of official stops to efficiently aggregate rides. Also, the model does not account for the possibility that a convenient taxi-based transit system might attract additional passengers. In addition, both paratransit agencies and transportation network companies have to deal with a substantial share of no-shows, a factor not accounted for in this model. No-shows would, of course, increase vehicle miles traveled, costs, and system environmental impacts.

The model does not account for the University of Michigan bus system and its ridership due to differences in data availability between the two systems; however, the two systems have much cross-over ridership. In addition, University of Michigan buses typically have higher occupancy and so would be more costly and inefficient to replace entirely with a taxi-only system than the AAATA system. However, it is interesting to note that the University of Michigan transit system is currently exploring modifying its system to a combination of high-capacity buses and demand-responsive vehicles to more efficiently meet the dispersed spatial and temporal pattern of transit demand on campus.

Many current models of automated taxi systems assume that taxis rebalance to areas of high demand when not in use (Fagnant and Kockelman 2014; Zhang et al. 2015a; Spieser et al. 2014). This is a likely behavior that reduces average passenger wait times, but at the cost of increasing total system VKT (Zhang et al. 2015a). Since the focus of this study was on the environmental performance of such automated taxi systems relative to the current bus system, no vehicle repositioning was included in the model. This increased average and 95th percentile passenger wait times, but decreased system VKT, energy use, and carbon emissions.

The US Environmental Protection Agency (EPA) reported fuel efficiencies of vehicles often are not obtainable in real-world conditions. Consumer Reports indicated that the Toyota Prius obtains closer to 15.9 kilometers per liter (37 MPG) rather than the 22.5 kilometers per liter (KPL) reported by the EPA (Consumer Reports 2013). Under these more conservative assumptions, automated taxi systems would have 43% higher
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carbon emissions than current projections. Once again, it should be noted that the fuel efficiency of a taxi fleet is crucial to obtaining the possibility of improved environmental performance. However, it is likely that automated taxis would be operated in a manner that maximized fuel efficiency to reduce operational costs.

**Discussion: Automated Taxis Will Reshape How Transit Functions**

Automated taxi systems performed better on several metrics and worse on a few in comparison with the conventional bus system for serving the transit riders of Ann Arbor. According to the agent-based models implemented here, automated taxi systems would provide similar wait times, superior travel times, and lower daily and per-passenger-kilometer costs than the current conventional bus system. On the other hand, automated taxi fleets would greatly increase the system's VKT, especially during the peak period. Environmentally, the single-rider system would generate increased carbon emissions, but the shared-ride system would actually decrease carbon emissions relative to the current bus system, if EPA-reported fuel efficiencies are actually obtainable in operation.

The congestion impacts of a fleet of automated taxis are both uncertain and highly context-dependent. An increase in vehicle miles traveled does not necessarily lead to a major increase in congestion, unless a particular facility is operating at or near its capacity. An automated taxi fleet of 400 vehicles is small in comparison with the large number of private vehicles operating on Ann Arbor roadways, with more than 128,000 private vehicles used for commuting in Washtenaw County (US Census Bureau 2013). Nevertheless, only a few additional vehicles could greatly increase congestion during peak hours on near-capacity roadways. Further complicating matters, automated vehicle fleets could re-route themselves or otherwise coordinate in ways that might relieve congestion. Beyond the forecast for additional vehicle miles of travel, the location-specific congestion impacts are beyond the scope of this study.

The benefits of ridesharing, at least in concept, are substantial. With universal ridesharing, an automated taxi system could significantly reduce its costs and its environmental impacts, with both improving by slightly more than 50%. The energy efficiency of a shared-ride system is due to both its efficient vehicle fleet and the reduction in VKT due to high rates of ridesharing. The average occupancy over the course of a day for the shared-ride system was 1.95 passengers (although some of this occupancy was created by taking passengers on detours they would prefer not to take), whereas the average occupancy for the single-rider system was just 0.66. The advantages associated with ridesharing increase with urban intensity, because the opportunities for ridesharing occur in areas in which travel demand is concentrated. The cost of ridesharing, on the other hand, was an increase from about a 7-minute travel time, on average, for the single-rider system to a 16-minutes travel time for the shared-ride system, plus the inconvenience of having to share a vehicle. The ride-sharing opportunity was increased because origins and destinations were concentrated at existing bus stops, but a future taxi-based transit system might also have designated stops to efficiently serve passengers.
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Current transit services are substantially subsidized. These subsidies are justified, in part, on the grounds of providing a reasonable level of mobility to those who cannot afford to or otherwise cannot drive automobiles. But under an automated taxi or other demand-responsive system, many of these same populations could be served potentially more cost-effectively and with improved levels of service. The service provided by such systems could be an improvement over current bus transit by being more point-to-point, by reducing wait times, and by providing reduced in-vehicle travel times.

These results suggest that once shared automated taxi or ride hailing services become viable technologically and economically (i.e., a per-vehicle automation cost of less than $50,000), the primary function of conventional, large-vehicle transit services will be on servicing large volumes of peak-hour demand and providing congestion relief. Although this study was for just one small city, the conclusions regarding the viability of automated taxis as a transit mode likely generalizes for many small and medium cities and suburbs in the United States in which densities are relatively low and current transit service is typically infrequent. Indeed, the city of Ann Arbor, with a large university campus and student population, has similar or better occupancy rates than many similar-size cities.

The regulatory and coordination implications of new automated taxi modes were beyond the scope of this study; however, it may be productive to start the discussion. Once automated taxi modes become prevalent, they may be required to provide universal service, including to those who are not technologically-savvy and/or have a disability. Even if automated taxi services are provided by the private sector, if these services become a substitute for current public transit, then they must be required to meet the transportation needs of the entire cross-section of the population.

Also, it may be desirable to limit the use of automated taxis or other ride-hailing services in certain times and places to maintain a viable ridership for high-capacity transit lines. Whereas automated taxis may be able to serve certain kinds of travel demand more flexibly than conventional transit, it would not make sense to have these systems competing directly with existing high-capacity transit lines. As seen in this study, the over-use of automated taxis has the potential to exacerbate peak-hour congestion; perhaps ridesharing could be required during peak hours, or perhaps automated taxis could be forbidden from using certain congested routes during peak periods. The policy questions surrounding this potential new mode are complex.

Conceptually, automated taxis and large-vehicle, high-capacity transit have the potential to work together in a coordinated fashion that takes advantage of the benefits of both. The possibility for such coordination is just beginning to be explored in the research literature (Maheo et al. 2016). Certainly, such coordination will involve new institutional relationships as well as new technical methods for managing passenger demand in real time.

As mentioned before, this simulation reflects how an automated taxi system might start in a small city. The first population to be served by such an automated taxi system likely would be those who currently use transit, because they have already demonstrated a willingness to use non-private modes. An automated taxi system theoretically could
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serve this population with decreased costs and increased travel convenience. Once such a fleet was up and operating, it most likely would attract additional ridership, especially once its performance was demonstrated and its reliability proven. Those with destinations within the primary service area (under the assumption that such a system must serve a limited area to be efficient) might increasingly see such automated taxi systems as an attractive alternative to driving their own car and parking; some might even forego car ownership itself. Therefore, it is likely that once such an automated taxi transit system was established, it would grow its market share over time and eventually start to serve part of the market that currently relies upon privately-owned vehicles.

Conclusion

This study compared the performance of hypothetical automated taxi transit systems to the Ann Arbor Area Transportation Authority bus system with metrics for service performance, costs, vehicle kilometers traveled, and carbon emissions. A shared-ride automated taxi system performed favorably in comparison to the current bus transit system by providing comparable wait times, shorter travel times, significantly lower costs per day and per passenger kilometer, and somewhat lower carbon emissions. The bus transit system performed better on total vehicle kilometers traveled, which is significant because a switch from a bus system to an automated taxi system could generate new traffic congestion, with peak-hour vehicle kilometers traveled growing by a factor of 6 times. A single-rider automated taxi system performed better than the current transit system with regard to its travel times and costs, but worse with respect to carbon emissions and much worse with respect to peak-hour vehicle kilometers traveled.

These results suggest that a shared-ride automated taxi system could serve as a viable and efficient transit system for a small city, with a service areas similar to current transit service areas. Even if the cost of automation was as high as $50,000 per vehicle, the costs of such a system would be competitive with current bus transit services. A shared-ride automated taxi system could initially be set up to serve current transit ridership, with the expectation that when its service is proven, the ridership likely would grow and shift mode choice for some people who currently rely upon private vehicles for travel.

The main drawback to a shared-ride automated taxi system would be the increase in traffic congestion resulting from a growth in system peak-hour VKT. Potential solutions to this growth in peak-hour congestion might include coordination of automated taxi systems with large-vehicle transit to efficiently manage heavy peak-hour flows. Other solutions could involve high occupancy requirements for such taxis or limitation of certain critical roadway segments to higher-capacity modes during peak hours (i.e., HOV lanes).

If automated taxi systems become widespread, the role of conventional, large-vehicle transit is likely to shift. The advantage of conventional large-vehicle transit relative to automated taxis is its ability to manage peak-hour flows and limit congestion (or provide an alternative to congested travel) during peak periods. The best transit systems
of the future, it would seem, would take advantage of both the flexibility of automated taxis and the capacity management capabilities of large-vehicle transit within a coordinated system.

Although it may be difficult to imagine the transition steps towards an automated taxi system, the social and economic benefits are potentially high; it is unknown when such a system might overcome the technical and regulatory barriers required for providing an automated vehicle ride-hailing service, but several companies such as Uber, Volvo, Ford, Google, and GM are actively working on developing such systems as part of their current research and development activities (Chafkin 2016; Stoll 2016; Boudette 2016; Grisold 2016). The research here indicates that the performance of a shared-ride automated taxi system could meet vital mobility, environmental, and economic needs. Nevertheless, such automated taxi systems will require forward-looking policy frameworks to ensure that the benefits to passengers are maximized while their potential negative externalities of increased VKT and greater congestion are mitigated.

References


Ciari, Francesco, and Benno Bock. 2014. “Modeling Station-Based and Free-Floating Carsharing Demand: A Test Case Study For Berlin, Germany.” 93rd Annual
Comparing Automated Shared Taxis and Conventional Bus Transit for a Small City


Comparing Automated Shared Taxis and Conventional Bus Transit for a Small City


Shepherd, Simon, and Helen Muir. 2011. “CityMobil D2.3.2 Strategic Modelling Results.” http://www.citymobil-project.eu/.


About the Author

LOUIS A. MERLIN, PH.D., AICP (lmerlin@fau.edu) is an Assistant Professor of Urban Planning at Florida Atlantic University. He holds a B.A. in Mathematics with Honors from Yale University and conducted National Science Foundation-funded graduate work towards master’s degrees in Operations Research and City and Regional Planning from the Georgia Institute of Technology. He earned his doctoral degree in City and Regional Planning from the University of North Carolina, with research work funded by the Royster Society of Fellows. His current research work concerns how to better integrate transportation and land use planning through the application of accessibility-based planning tools, as well as the implications of automated vehicles for transportation systems.
Effects of a Public Real-Time Multi-Modal Transportation Information Display on Travel Behavior and Attitudes

Yanbo Ge, Parastoo Jabbari, Don MacKenzie
University of Washington

Jiarui Tao
University of California, Irvine

Abstract

This study reports on an experiment in downtown Seattle, Washington, to evaluate whether installing a public real-time multi-modal transportation information display screen in an office building lobby caused changes in building occupant self-reported awareness, attitudes, satisfaction, and usage of alternative transportation modes including transit, car-sharing, ride-sourcing, and bike-sharing services. Workers in the test building and two nearby control buildings were surveyed immediately before the screen was installed (N=550) and again six months later (N=455). Little evidence was found that exposure to the real-time display affected respondent travel choices, satisfaction, familiarity, or attitudes toward alternative modes. Although most respondents (70%) had noticed the screen and had generally positive reactions, two-thirds of this group never actually used it. These results, along with building occupant responses to open-ended questions, indicate limited benefits from this installation and suggest that site selection, screen placement, and marketing may help to maximize the effects of these types of displays on traveler satisfaction and mode shifting.

Keywords: Real-time information, mode choice, commute trip reduction

Introduction

Real-time information systems have emerged in recent years as a cost-effective way to make alternatives to driving more attractive, especially since traditional approaches such as expanding service areas, increasing frequency, and enhancing on-time
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Performance tends to be expensive. Alternative transportation services such as public transit, shared-use vehicle programs, and ride-sourcing platforms (also known as transportation network companies, or TNCs) provide mobility with higher sustainability and less environmental impact than privately-owned vehicles (Poudenx 2008). However, automobile use continues to predominate for multiple reasons, including autos’ convenience, flexibility, and wide availability. Thanks to continuous progress in information and computing technology, real-time transportation information systems have emerged as a relatively low-cost approach to making alternative modes more attractive (Lyons and Urry 2005). Properly implemented, a real-time transportation information system is a travel demand management tool that presents current and potential travelers with dynamic, timely, and accurate information on alternative transportation services, such as vehicle arrival times, service availability updates, and service change notifications. Transit Cooperative Research Program (TCRP) Synthesis Report 104 provides a detailed review of the technical characteristics of real-time transit information systems and best practices for installation, largely in the context of signage at transit stops (Schweiger 2013). It also documents many of the benefits of such systems, including lower perceived wait times, greater feelings of safety and security, and better overall perceptions of service. Increasingly, the provision of real-time information is seen as essential to attracting passengers, increasing revenues, and projecting the image of a state-of-the-art transportation system (Dziekan 2004; Lyons and Harman 2002).

Many jurisdictions have invested in real-time transportation information systems based on their expected economic, social, and environmental benefits (Cham et al. 2006). However, compared with the large body of research on traveler information systems and driving behavior (Lappin and Bottom 2001), less work has evaluated traveler responses to real-time information about alternative modes. Although several studies have examined associations between ridership and real-time information among transit riders, few have convincingly addressed the causal effect of real-time transportation information displays on the choices of travelers. The key contribution of this study is to use a pre-test/post-test control group research design, analyzed by difference-in-differences, to identify the causal effects of installing a real-time information display on traveler attitudes, satisfaction, and choices.

Prior Work

Prior research has used stated preference, revealed preference, and simulation approaches to assess the effects of providing real-time transit information. Initial efforts used stated preference approaches and suggested the potential to increase transit usage by providing real-time transportation information (Abdel-Aty et al. 1996; Reed and Levine 1997; Abdel-Aty 2001). Others used simulations to evaluate the potential time savings and route choices of travelers provided with real-time information (Hickman and Wilson 1995). Once real-time information systems were deployed, several revealed preference studies assessed their real world impacts. For example, Zhang et al. (2008) used a before-and-after study to test the effectiveness of deploying ShuttleTrac on the
University of Maryland College Park campus. The ShuttleTrac system disseminates real-time bus arrival information via telephone, website, terminals at selected stops, and a large display at an activity center. This study found insignificant impacts on individual shuttle trip frequency, waiting anxiety, and feelings of security during the day. However, rider feelings of security after dark and their overall level of satisfaction increased with ShuttleTrac use. Recently, particular attention has been paid to evaluating effects using carefully-designed studies. In one noteworthy example, Brakewood et al. (2014) encouraged a randomly-selected subset of bus riders in Tampa, Florida, to use OneBusAway, a mobile application conveying transit arrival information. Their results provided strong evidence that the access to real-time information significantly improved the passenger experience of waiting for the bus, but found no effects on trip and transfer frequencies.

Real-time transit information may affect several outcomes, including mode choices, route choices, satisfaction, and perceptions of ease-of use, waiting time, and security. It reduces the uncertainty of accessing transportation services, so that travelers reduce their time wasted on waiting and the productivity lost to missed, delayed, or unavailable transportation service (Swanson et al. 1997). Smith et al. (1994) evaluated the effects of the application of advanced transport telematics in London, namely the Countdown project. The London Countdown system led to increased positive attitudes towards bus travel, the bus operator, and the local public transportation authority. For a ferry system along the Thames River in London, real-time information also enhanced the general impression of that particular travel option (Cassidy and White 1995). A conjoint analysis found that real-time information was expected to reduce the burden of waiting as the degree of certainty increased (Reed 1995). Thus, access to real-time information promotes feelings of reliability and convenience (Zito et al. 2011). When customer evaluations were conducted of bus status video monitor programs known as Transit Watch and Transit Tracker in Seattle, Washington, and Portland, Oregon, passengers felt less uncertainty and more in control after each implementation (Science Applications International Corporation 2003). Several studies have reported that real-time information affects wait times at transit stations in a positive way. The shortened wait time is associated with reduced disutility, less anxiety, and an increased feeling of personal security during the wait (Forsyth and Silcock 1985). In a before-and-after study, McCord et al. (2015) found that users of the Ohio State University’s real-time bus information system reported more positive attitudes about the bus system’s environmental and congestion benefits. Another recent study showed that real-time information via web-enabled and mobile devices caused modest increases in public transit ridership in New York City, particularly on heavily-traveled routes (Brakewood et al. 2015).

Earlier studies pertained primarily to information presented to travelers at transit stops, but in recent years mobile applications have emerged as a medium for providing real-time information directly to travelers. An example is the CTA Bus Tracker in the Chicago Transit Authority bus system. To investigate its impact on bus ridership, Tang and Thakuriah (2012) analyzed longitudinal data of route-level ridership. The incremental implementation of CTA Bus Tracker on different routes enabled their quasi-
experimental design. They estimated linear mixed models that indicated a significant, modest, time-varying increase in monthly average weekday ridership after the provision of Bus Tracker service than before. Watkins et al. (2011) found that both the actual and perceived wait times of transit passengers with access to real-time information (via the OneBusAway mobile app) were shorter than those of passengers without.

In general, prior research provides more support for the notion that real-time information improves attitudes and satisfaction with alternative modes, but less compelling evidence that it directly affects mode choices or trip frequency using the alternative modes. Notably, past work has focused primarily on real-time information provided through displays at transit stops or via mobile apps. The present work focused on both the travel behavior and perceptual effects of a different medium: real-time information provided through a display screen at a public location other than a transit stop, specifically the lobby of an office building.

**Hypotheses**

This study tested the following hypotheses about the effects on traveler perceptual and behavioral responses of a real-time transportation information display in a public location:

1. Individuals exposed to the real-time information display are more likely to agree that sufficient resources exist for transportation information.
2. Individuals exposed to the real-time information display report higher levels of familiarity with alternatives to personal car travel.
3. Individuals exposed to the real-time information display report more favorable attitudes toward the modes featured on the information display.
4. Individuals exposed to the real-time information display are more likely to choose alternative travel modes for their commutes in particular, and for travel in general.

**Methodology**

A field experiment was conducted to test the hypotheses that exposure to a real-time transportation information display affects travel behavior and perceptions of alternative modes. The experiment was based on a pre-test/post-test control group design and was analyzed using a difference-in-difference analysis (Card and Krueger 1993). First, workers in three office buildings were divided into a treatment group (“Building A”) and a control group (“Building B” and “Building C”). Both groups participated in a web-based survey that measured travel behaviors, perceptions, and selected background variables. This pre-test survey was completed between late May and early June 2015. A real-time information display screen was installed in the treatment group building on June 15, 2015, and building occupants completed a post-test survey in December 2015.
Research Location and Transportation Context

The location for this experiment was selected based on several criteria. First, the location needed to have convenient access to alternative transportation modes so commuters would have viable alternatives to driving alone. Second, the treatment and control sites had to be physically close to one another so the difference-in-difference experimental design would be valid. Third, the sites needed to be large enough to provide a sufficient sample size. Finally, a property manager was needed who would be a willing partner in allowing the installation of the real-time display and helping to contact building occupants. These criteria led to selecting a site in downtown Seattle after reviewing several candidate sites suggested by the Seattle Department of Transportation.

This experiment was conducted in three buildings located in the 11-acre area of downtown Seattle known as the Metropolitan Tract. Managed by a single property management company, all three buildings are within 400–600 ft of one another, with similar access to transportation infrastructure and resources. Within a quarter mile of the buildings studied in this experiment are 167 different transit routes. In the half-mile circular area around the three buildings is access to ferry, water taxi, and the South Lake Union streetcar. Downtown Seattle is also well-served by TNCs (Uber and Lyft), carsharing (car2go and Zipcar), and traditional taxis. Due to the central location, excellent bike lanes, and convenient public transportation services, Walk Score has rated the area a walk score of 99, a transit score of 100, and a bike score of 64 to 74.

The plethora of viable alternatives to driving alone has led to high usage of alternative modes in downtown Seattle. According to the latest commuter survey (Commute Seattle 2015) among downtown Seattle’s estimated 228,000 employees, 31% of commuters drove alone to work, down from 35% in 2010 and 34% in 2012. Public transit was the most popular choice for downtown commuters (45%), followed by driving alone (31%), ridesharing (9%), walking (7%), teleworking (4%), and bicycling (3%).

Data Collection

Occupants (i.e., employees whose regular workplace is in the building) of the three office buildings were surveyed in May and June 2015. Subjects were recruited via emails sent by property managers to tenant companies, who forwarded the emails on to individual workers. As an incentive to complete the survey, respondents were entered into a drawing to receive one of two iPads valued at $499 each. Out of a total of 2,575 occupants in the three buildings, 808 clicked through to the survey and 550 (21%) submitted usable responses. The second survey was conducted between December 7 and 21, 2015, approximately six months after the real-time information display was installed at the treatment site on June 15. Prior studies have suggested that a study period of six months should be sufficient to detect some longer-term responses to the availability of real-time information (Dziekan and Vermeulen 2006; Brakewood et al. 2014). Respondents again were offered the chance to win an iPad. In total, 709 of 2,579 occupants viewed the post-test survey, and 455 (18%) submitted valid responses. Also
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Identified were 137 respondents (5%) who completed both waves of the survey, which were analyzed separately.

The research team developed the survey instrument specifically for this project to elicit data on four measures of interest: (1) familiarity with, (2) attitudes toward, (3) satisfaction with, and (4) usage of alternative travel modes. Survey items included a question about commute mode to and from work for the past five days and asked respondents to complete a one-day, recall-based travel diary. The average time to complete the survey was 20 minutes. Full details of the survey instrument are reported by MacKenzie et al. (2016).

Experimental Intervention

The treatment in this study was the installation of a real-time multimodal transportation information display in the lobby of Building A on June 15, 2015. Like many other public real-time transportation information systems, the display used in this study incorporated countdown information for nearby transit stops. However, as shown in Figure 1, it also provided information on the quantity and location of available carsharing vehicles, the estimated arrival time of TNC vehicles, and the availability of nearby bikeshare bicycles, obtained from service providers’ application programming interfaces (APIs). During the interface design stage, transit stations and stops were prioritized based on their proximity to Building A and their ability to serve the home ZIP codes of pre-test survey respondents. The content and design of the screen was updated in the initial few weeks after installation based on feedback from the building’s property managers and Seattle Department of Transportation. A snapshot of the final version of the public display is illustrated in Figure 1.

The screen used in this experiment was a 65-inch, 1080p edge-lit LED LCD Planar display. It was installed along a wall near the main entrance, information desk, and elevators in the ground-floor lobby of Building A so most people could easily see the display upon entering and exiting and drivers who needed to use the garage elevator would also be exposed to the information. No displays were installed at Buildings B or C, and none of the three buildings was equipped with a real-time transportation information display before the study. For purposes of our analysis, it was assumed that people who worked in Buildings B or C would not go to Building A just to use the public display.
FIGURE 1. Screenshot of real-time multi-modal transportation information display
Data Analysis

This study used a difference-in-difference quasi-experimental design to control for time-varying factors and estimate the causal effects of introducing a real-time information display. In an experiment involving habitual behaviors such as travel, treatment effects may take time to materialize. Thus, we waited approximately six months after the installation of the display before conducting the posttest survey. However, simply comparing responses before and after the intervention does not provide a credible estimate of the causal effects, since many other factors (weather, gasoline prices, service quality, etc.) might also affect respondent choices and attitudes even if the screen had never been installed.

The intuition of the difference-in-difference design is simple (Card and Krueger 1993). There are two groups (treatment and control) and two time periods (before and after treatment), and the interest is in some outcome variable(s). The difference in outcomes for the control group is measured before and after the treatment, and the difference in the treatment group before and after treatment. It is then assumed that whatever difference is observed in the control group represents what would have been observed in the treatment group if the latter had not received the treatment. When this assumption is made, it can be concluded that the causal effect of the treatment is the difference between the two differences calculated previously: the “difference in differences.” This is illustrated graphically in Figure 2 for a generic outcome variable $y$. Note that there is no assumption that the treatment and control groups are exactly the same, only that their changes over time would have been the same if not for the treatment being administered.

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Treatment</th>
<th>Difference</th>
<th>Treatment Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>$C_0$</td>
<td>$T_0$</td>
<td>$D_0 = T_0 - C_0$</td>
<td>$D_1 - D_0 = (T_1 - C_1) - (T_0 - C_0)$</td>
</tr>
<tr>
<td>After</td>
<td>$C_1$</td>
<td>$T_1$</td>
<td>$D_1 = T_1 - C_1$</td>
<td></td>
</tr>
</tbody>
</table>
The difference-in-difference estimator was developed into a regression modeling framework. To represent the group assignment and time period, two dummy variables were created, as shown by equation (1) and equation (2).

\begin{align*}
g_i &= \begin{cases} 
0, & \text{if } i \text{ is in the control group} \\
1, & \text{if } i \text{ is in the experimental group}
\end{cases} \quad (1) \\
t_i &= \begin{cases} 
0, & \text{if the observation is in the pretest survey} \\
1, & \text{if the observation is in the posttest survey}
\end{cases} \quad (2)
\end{align*}

For simple, continuous outcome variables, an ordinary-least-squares regression model typically would be used, where \( \varepsilon \) is a random disturbance that is assumed to be independent of the explanatory variables, as shown in equation (3).

\[ y_i = \alpha + \beta_1 g_i + \beta_2 t_i + \beta_3 g_i t_i + \varepsilon_i \quad (3) \]

In the pre-test survey \((t = 0)\), no treatment takes effect. The expected value of the dependent variable among the control group \((g_i = 0)\) can be represented as equation (4):

\[ E[y|g = 0, t = 0] = \alpha \quad (4) \]

The expected value in the treatment group \((g_i = 1)\) can be represented as equation (5):

\[ E[y|g = 1, t = 0] = \alpha + \beta_1 \quad (5) \]

Thus, \( \beta_1 \) represents the baseline difference between the two groups. In the post-test survey \((t = 1)\), the treatment is applied only to the treatment group. The expected value of the outcome among the control group \((g_i = 0)\) can be represented as equation (6).

\[ E[y|g = 0, t = 1] = \alpha + \beta_2 \quad (6) \]

Among the treatment group, \((g_i = 1)\), the expected value can be represented as equation (7).
Thus, $\beta_2$ denotes the change over time in the control group, which is assumed to represent the change that would have occurred in the treatment group if it had not received the treatment. The coefficient $\beta_3$ captures the additional change in the treatment group beyond any initial differences with the control group and the change over time within the control group. Thus, $\beta_3$ is the estimate of the causal effect of the treatment on the outcome.

Since many variables were non-continuous or non-normally distributed, various generalized linear models were used, each using the basic specification above as its linear predictor (i.e., the "right-hand side"). For mode choices, which are discrete, a logistic regression model was used. For attitudinal measures, which were measured on a Likert-type ordinal scale, an ordered logistic regression model was used. For daily vehicle miles traveled (which is often exactly zero, a condition known as zero-inflation), a gamma hurdle model was used, which allows first modeling whether or not miles traveled is zero, and if it is nonzero, modeling its magnitude. In cases in which there were repeated observations from the same respondent, mixed-effects variants of these models were used to capture respondent-specific characteristics.

**Results**

Table 1 summarizes the number of workers and respondents from each building in each wave of the survey. About one-third of the post-test respondents were linked to responses in the pre-test survey, based on email addresses they provided. Therefore, two parallel sets of analyses were conducted. First, the full pre-test and post-test samples were considered as independent cross-sections. Second, the 137 respondents who could be positively identified as having completed both waves of the survey were analyzed as a panel data set. This section reports the effects of the real-time information display on traveler awareness, attitudes, and satisfaction toward various transportation modes and its effects on self-reported travel behavior and reviews respondent awareness, usage, attitudes, and comments regarding the real-time information display itself. More detailed results are reported by MacKenzie et al. (2016).
### TABLE 1. Building Occupants, Respondents, and Response Rates in Pre-Test and Post-Test Surveys

<table>
<thead>
<tr>
<th></th>
<th>Pre-Test</th>
<th>Post-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Building A – Treatment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of tenants (organizations)</td>
<td>29</td>
<td>33</td>
</tr>
<tr>
<td>Number of occupants (individuals)</td>
<td>1,192</td>
<td>1,110</td>
</tr>
<tr>
<td>Number of valid responses</td>
<td>267</td>
<td>175</td>
</tr>
<tr>
<td>Response rate</td>
<td>22.4%</td>
<td>15.8%</td>
</tr>
<tr>
<td>Repeat respondents</td>
<td>-</td>
<td>50</td>
</tr>
<tr>
<td><strong>Building B – Control</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of tenants (organizations)</td>
<td>56</td>
<td>59</td>
</tr>
<tr>
<td>Number of occupants (individuals)</td>
<td>695</td>
<td>733</td>
</tr>
<tr>
<td>Number of valid responses</td>
<td>176</td>
<td>162</td>
</tr>
<tr>
<td>Response rate</td>
<td>25.3%</td>
<td>22.1%</td>
</tr>
<tr>
<td>Repeat respondents</td>
<td>-</td>
<td>54</td>
</tr>
<tr>
<td><strong>Building C – Control</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of tenants (organizations)</td>
<td>38</td>
<td>40</td>
</tr>
<tr>
<td>Number of occupants (individuals)</td>
<td>688</td>
<td>736</td>
</tr>
<tr>
<td>Number of valid responses</td>
<td>107</td>
<td>118</td>
</tr>
<tr>
<td>Response rate</td>
<td>15.6%</td>
<td>16.0%</td>
</tr>
<tr>
<td>Repeat respondents</td>
<td>-</td>
<td>33</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of tenants (organizations)</td>
<td>123</td>
<td>132</td>
</tr>
<tr>
<td>Number of occupants (individuals)</td>
<td>2,575</td>
<td>2,579</td>
</tr>
<tr>
<td>Number of submitted responses</td>
<td>567</td>
<td>466</td>
</tr>
<tr>
<td>Number of valid responses</td>
<td>550</td>
<td>455</td>
</tr>
<tr>
<td>Response rate</td>
<td>21.4%</td>
<td>17.6%</td>
</tr>
<tr>
<td>Repeat respondents</td>
<td>-</td>
<td>137</td>
</tr>
<tr>
<td>Number of viewers</td>
<td>808</td>
<td>709</td>
</tr>
<tr>
<td>Valid completion rate</td>
<td>68.1%</td>
<td>64.2%</td>
</tr>
</tbody>
</table>

**Respondent Use and Evaluation of Real-Time Information Display**

In the post-test survey of the treatment group, 175 valid responses were received, of which 124 (about 70%) reported knowing about the real-time information screen that had been installed in the lobby of their building. Among the 124 who knew about the screen, 84 did not use the information on the screen for their travel decisions and only 9 said they used the screen information daily (Figure 3). These results were similar when the sample was restricted to respondents who had commuted using one of the modes featured on the screen at least once in the week preceding the post-test survey. Among these 127 respondents, 88 (about 70%) knew about the screen, and 56 never used the information on it for their travel decisions.
Treatment group respondents who were aware of the screen were asked if the screen was easy to read and understand, if it displayed accurate and reliable travel information, if they were satisfied with it, and if it met their expectations. As shown in Figure 4, most thought the screen was easy to understand and reliable and met their expectations.

FIGURE 3. Screen usage frequency among treatment group respondents who knew about screen

FIGURE 4. Perceptions of real-time display screen among treatment group respondents who were aware of its presence.
To gain a deeper understanding of people’s perceptions of the screen, responses to an open-ended question about the screen and how it might be improved were reviewed. The full responses are provided in Appendix B of MacKenzie et al. (2016), and the following themes among the responses were noted:

- Numerous respondents noted that they prefer to use OneBusAway or similar smartphone apps to get the same information shown on the screen.
- Several comments implied that the respondent thought the display screen was showing schedule information, not real-time information.
- Several comments noted that the screen did not show route information for their transit routes.
- Several commented on the location of the screen—that it was difficult to see, in a corner, or too close to the building’s security guard.

**Effects of Real-Time Display on Awareness, Attitudes and Satisfaction**

This section presents detailed results for the effects of the real-time information display on awareness, attitudes, and satisfaction with public transportation. Also presented are some key summary results for driving and other alternative modes (full results for these modes are reported by MacKenzie et al. [2016]). The results of the statistical analyses generally do not provide evidence that the real-time information display caused a change in satisfaction, attitudes, or awareness of any modes.

Table 2 summarizes the median ratings of perceptual indicators relating to various travel modes. A minimum score of 0 and a maximum score of 10 apply to each of these indicators. Across the treatment and control groups and both survey waves, respondents were very familiar with the local public transportation systems, moderately familiar with TNC services, and only slightly familiar with car-share and bike-share services. (Although “TNC” is used in this paper, “Hired car service [e.g., Uber, Lyft]” was used in the questionnaire to avoid confusing respondents; Table 2 reflects the language used in the questionnaire.) Respondents considered public transportation the most important among all travel options, followed by driving and walking. In terms of satisfaction, travel by walking received the highest evaluation, followed by public transportation, TNC service, and car-share service. For service quality factors such as convenience and reliability, TNC service had the highest ratings, even exceeding driving and public transportation.
### TABLE 2. Perceptual Indicators by Group (0–10 scale)

<table>
<thead>
<tr>
<th>Perception by Mode</th>
<th>Control Group Pre-Test N = 283</th>
<th>Control Group Post-Test N = 280</th>
<th>Treatment Group Pre-Test N = 267</th>
<th>Treatment Group Post-Test N = 175</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>Median</td>
<td>Median</td>
<td>Median</td>
</tr>
<tr>
<td>How familiar are you with the following travel options around the Seattle area? (0=not at all, 10=extremely familiar)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public transportation (e.g., buses, light rail)</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Hired car service (e.g., Uber, Lyft)</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Car-share services (e.g., Zipcar, car2go)</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Bike-share service (e.g., Pronto)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>How important are the following travel options for your daily travel? (0=not at all, 10=extremely important)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Driving</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Bicycling</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Walking</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Public transportation (e.g., buses, light rail)</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Hired car service (e.g., Uber, Lyft)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Car-share services (e.g., Zipcar, car2go)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Bike-share service (e.g., Pronto)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Overall, how satisfied are you with the following travel options around the Seattle area? (0=extremely dissatisfied, 10=extremely satisfied)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Driving</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Bicycling</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Walking</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Public transportation (e.g., buses, light rail)</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Hired car service (e.g., Uber, Lyft)</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Car-share services (e.g., Zipcar, car2go)</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Bike-share service (e.g., Pronto)</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Convenience: X is convenient. (0=strongly disagree, 10=strongly agree)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Driving</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>5.5</td>
</tr>
<tr>
<td>Riding public transportation</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Using hired car services</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Using car-share vehicle services</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Using bike-share services</td>
<td>3.5</td>
<td>3</td>
<td>3</td>
<td>3.5</td>
</tr>
<tr>
<td>Reliability: X is reliable. (0=strongly disagree, 10=strongly agree)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Driving</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Riding public transportation</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Using hired car services</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Using car-share vehicle services</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Using bike-share services</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Sufficient information is available about X. (0=strongly disagree, 10=strongly agree)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Driving</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Using public transportation</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Using hired car services</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>
TABLE 2. Perceptual Indicators by Group (0–10 scale)

<table>
<thead>
<tr>
<th>Perception by Mode</th>
<th>Control Group Pre-Test N = 283</th>
<th>Control Group Post-Test N = 280</th>
<th>Treatment Group Pre-Test N = 267</th>
<th>Treatment Group Post-Test N = 175</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>Median</td>
<td>Median</td>
<td>Median</td>
</tr>
<tr>
<td>Using car-share vehicle services</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Using bike-share services</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Expanding X is beneficial. (0=strongly disagree, 10=strongly agree)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public transportation services</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Hired car services</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Car-share vehicle services</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Bike-share services</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>I prefer to X whenever possible. (0=strongly disagree, 10=strongly agree)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drive</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Ride public transportation</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Use hired car services</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Use car-share vehicle services</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Use bike-share services</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figures 5 through 9 summarize the distributions of reported familiarity, attitudes, and satisfaction with public transportation in the control and treatment groups, before and after the screen was installed. Overall, all groups were fairly similar in these metrics. Some small differences can be identified in the figures and are discussed here. Later in this section, whether these differences were statistically significant or if they could have occurred by chance are discussed. Figure 5 shows that both groups were very familiar with public transportation, with similar distributions before and after the screen was installed. Both groups also consider public transportation to be important to their daily travel (Figure 6), and its importance may have increased slightly between the pre-test and post-test. A large majority in both groups was satisfied with public transportation (Figure 7), but satisfaction appears to decrease slightly between the pre-test and post-test. In all groups, less than 20% disagreed with the idea that sufficient information was available about public transportation (Figure 8). Curiously, between the pre-test and post-test, the treatment group showed an increase in both the fraction strongly agreeing and the fraction disagreeing that sufficient information was available. A majority agreed that they preferred to ride public transportation whenever possible (Figure 9), and there may have been a small shift in the tendency of the treatment group to agree with this statement.
FIGURE 5.
Stated familiarity with public transportation for treatment and control groups before and after screen installation.

FIGURE 6.
Stated importance of public transportation for your daily travel for treatment and control groups before and after screen installation.
FIGURE 7.
Stated satisfaction with public transportation for treatment and control groups before and after screen installation.

FIGURE 8.
Views on sufficiency of information about public transportation for treatment and control groups before and after screen installation.
Ordered logistic regression was used to test whether the real-time display screen had a significant effect on satisfaction with or attitudes toward public transportation, using the model specification in equation (3). The estimated treatment effects and associated p-values from these analyses are summarized in Table 3. Each row corresponds to a single perceptual indicator. The first column is the estimated effect of the real-time display on that perceptual indicator, for the full sample of respondents. The second column contains the corresponding p-value for the causal effect estimate, based on a likelihood ratio test on the treatment-posttest interaction term. The third column contains the estimated effect of the real-time display on the perceptual indicator for the subset of 137 respondents who answered both waves of the survey. The fourth column contains the p-value of the estimate in column three, based on a likelihood ratio test. None of the estimated treatment effects related to public transportation were statistically significant at the $\alpha=0.05$ level. Table 3 also summarizes the estimated causal effects of the real-time display on familiarity, satisfaction, and attitudes toward driving and other alternative modes. Several of these estimates (noted in boldface) are statistically significant at conventional levels ($\alpha=0.05$). However, in an experiment such as this where multiple comparisons are being made, there is an increased risk of false positives. Since there were approximately 40 outcomes of interest and 2 modeling approaches (full-sample and repeat-respondents only), 80 comparisons in total were made. The large number of comparisons means more opportunities to make a type I error (a “false positive”). To mitigate this risk, a Bonferroni correction was applied, dividing the significance threshold by 80 (the number of comparisons). This reduces
the significance threshold from $\alpha=0.05$ to $\alpha=0.0006$. Once this was done, none of the effects in Table 3 appear to be significant. These results are consistent with a multivariate analysis of variance (MANOVA), which failed to reject the null hypothesis that perceptions are the same across all groups ($p=0.52$).

<table>
<thead>
<tr>
<th>Public transportation</th>
<th>All Respondents</th>
<th>Repeat Respondents Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Familiarity</td>
<td>0.083</td>
<td>-0.179</td>
</tr>
<tr>
<td>Importance</td>
<td>0.041</td>
<td>1.130</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>0.089</td>
<td>0.282</td>
</tr>
<tr>
<td>Convenience</td>
<td>-0.078</td>
<td>-0.278</td>
</tr>
<tr>
<td>Reliability</td>
<td>0.055</td>
<td>-0.528</td>
</tr>
<tr>
<td>Information sufficiency</td>
<td>0.080</td>
<td>-0.099</td>
</tr>
<tr>
<td>Expansion is beneficial</td>
<td>0.271</td>
<td>0.419</td>
</tr>
<tr>
<td>Prefer to use</td>
<td>0.357</td>
<td>0.732</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TNC services</th>
<th>All Respondents</th>
<th>Repeat Respondents Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Familiarity</td>
<td>0.052</td>
<td>-0.219</td>
</tr>
<tr>
<td>Importance</td>
<td>0.263</td>
<td>-0.108</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>0.145</td>
<td>-0.629</td>
</tr>
<tr>
<td>Convenience</td>
<td>0.027</td>
<td>-0.725</td>
</tr>
<tr>
<td>Reliability</td>
<td>0.001</td>
<td>-0.744</td>
</tr>
<tr>
<td>Information sufficiency</td>
<td>0.104</td>
<td>-0.907</td>
</tr>
<tr>
<td>Expansion is beneficial</td>
<td>0.342</td>
<td>0.437</td>
</tr>
<tr>
<td>Prefer to use</td>
<td>0.457</td>
<td>1.261</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Carsharing</th>
<th>All Respondents</th>
<th>Repeat Respondents Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Familiarity</td>
<td>0.049</td>
<td>-0.615</td>
</tr>
<tr>
<td>Importance</td>
<td>0.428</td>
<td>0.593</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>0.549</td>
<td>0.358</td>
</tr>
<tr>
<td>Convenience</td>
<td>0.362</td>
<td>0.762</td>
</tr>
<tr>
<td>Reliability</td>
<td>0.717</td>
<td>0.849</td>
</tr>
<tr>
<td>Information sufficiency</td>
<td>0.654</td>
<td>0.553</td>
</tr>
<tr>
<td>Expansion is beneficial</td>
<td>0.696</td>
<td>0.597</td>
</tr>
<tr>
<td>Prefer to use</td>
<td>0.429</td>
<td>1.292</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bikesharing</th>
<th>All Respondents</th>
<th>Repeat Respondents Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Familiarity</td>
<td>0.205</td>
<td>-0.360</td>
</tr>
<tr>
<td>Importance</td>
<td>0.173</td>
<td>0.967</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>-0.571</td>
<td>-1.519</td>
</tr>
<tr>
<td>Convenience</td>
<td>0.526</td>
<td>0.058</td>
</tr>
<tr>
<td>Reliability</td>
<td>0.153</td>
<td>-0.181</td>
</tr>
<tr>
<td>Information sufficiency</td>
<td>0.397</td>
<td>0.559</td>
</tr>
<tr>
<td>Expansion is beneficial</td>
<td>0.752</td>
<td>0.101</td>
</tr>
<tr>
<td>Prefer to use</td>
<td>0.828</td>
<td>3.355</td>
</tr>
</tbody>
</table>

TABLE 3. Estimated Treatment Effects for Real-Time Multi-Modal Display Screen on Familiarity, Attitudes, and Satisfaction with Various Modes, and Associated p-Values
TABLE 3. (CONT’D)
Estimated Treatment Effects for Real-Time Multi-Modal Display Screen on Familiarity, Attitudes, and Satisfaction with Various Modes, and Associated p-Values

<table>
<thead>
<tr>
<th>Mode</th>
<th>All Respondents</th>
<th>Repeat Respondents Only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est. Treatment Effect</td>
<td>p</td>
</tr>
<tr>
<td>Driving</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfaction</td>
<td>-0.342</td>
<td>0.143</td>
</tr>
<tr>
<td>Convenience</td>
<td>-0.126</td>
<td>0.582</td>
</tr>
<tr>
<td>Reliability</td>
<td>-0.134</td>
<td>0.561</td>
</tr>
<tr>
<td>Information sufficiency</td>
<td>0.053</td>
<td>0.821</td>
</tr>
<tr>
<td>Desire for another car</td>
<td>0.334</td>
<td>0.208</td>
</tr>
<tr>
<td>Prefer to use</td>
<td>-0.298</td>
<td>0.195</td>
</tr>
</tbody>
</table>

Effects of Real-time Display on Travel Behavior

The commute mode shares for the control group and the treatment group, before and after the installation of the real-time display, are shown in Figure 10. Public transportation was the top choice for most commute trips, followed by driving alone. Very few respondents used TNC services, car-share services, bike-share services, taxicab, private shuttle or bus, or other modes for commuting. Between the pre-test survey and the post-test, the percentage of respondents who reported driving alone as their commute mode decreased on all days for the treatment group, and four out of five days for the control group.

FIGURE 10. Commute mode shares in control and treatment groups, before and after installation of real-time display
A mixed-effect binary logistic regression model was estimated to test whether the installation of the screen had a significant effect on commute mode choices. In this model, the dependent variable was whether the traveler chose to drive alone or used some other mode for their commutes. A random intercept term was included to account for correlation in repeated choices made by the same individual, since each individual reported modes for 10 commute trips. The model produced an estimated regression coefficient of -0.096 for the treatment effect, but this effect was not statistically significant ($p=0.92$).

The analysis was repeated for only the 137 respondents who participated in both waves of the survey, and the results yielded an estimated regression coefficient of 1.88 ($p=0.0005$). This reflects the reported commute modes shown in Table 4—repeat respondents in the control group showed a 5.0 percentage point decrease in drive-alone commute trips, whereas those in the treatment group showed a 0.7 percentage point increase in drive-alone trips. This result suggests that the installation of the real-time display was associated with a significantly higher probability of driving alone. Considered in the context of the other results reported here, this may be a spurious correlation.

<table>
<thead>
<tr>
<th>Group</th>
<th>Pre-Test / Post-Test</th>
<th>% Drive Alone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>Pre</td>
<td>17.4%</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>12.4%</td>
</tr>
<tr>
<td>Treatment</td>
<td>Pre</td>
<td>17.7%</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>18.4%</td>
</tr>
</tbody>
</table>

Comparing the pre-test and post-test surveys, average automobile miles traveled decreased slightly in the control group (from 11.6 miles to 10.8 miles) and more substantially in the treatment group (14.1 miles to 8.7 miles). However, upon analyzing these data using a gamma hurdle model, it was found that this difference was not significant at the 0.05 level. This was the case when both the full data set and the panel data including only the 137 respondents who responded to both waves of the survey were used.

**Conclusions and Recommendations**

A well-designed real-time multi-modal transportation information display can provide clear and reliable information and a satisfying experience for users. However, little evidence was found that the installation of a real-time multi-modal display screen in an office building lobby changed the building occupant travel choices, satisfaction, familiarity, or attitudes toward alternatives to private car travel over the course of a six-month study period. Based on the quantitative data collected in the survey as well as open-ended comments from respondents, the following recommendations for future installations of public real-time information displays are offered:
• **Target gaps in awareness and use.** Future investments in public information displays may be more effective if they target locations with lower usage, satisfaction, and/or awareness of alternative transportation modes. Even in the absence of the real-time information display, respondents in this study were very familiar with alternative modes, especially transit, and many reported using transit on a regular basis. A real-time information display might be more effective at shifting attitudes and behaviors if installed in a location with more “low-hanging fruit,” i.e., room to increase awareness and use of alternative modes.

• **Target gaps in information.** Many respondents in this study felt that adequate information about transit was already available from other sources. In particular, many mentioned their reliance on the OneBusAway smartphone app for obtaining real-time transit information. A real-time information display may have more to offer in locations in which real-time information is not available via smartphone apps or smartphone adoption is low or in areas with poor mobile data coverage.

• **Consider usability and location in installation.** Although most respondents were aware of the display screen, a majority never used it. Several respondents noted the physical location of the real-time display in this study was inconvenient, located out of the way and close to a security guard’s desk. Future installations should strive to locate the screen where it is easy and comfortable for travelers, including both building occupants and visitors, to view.

• **Consider marketing/public information at launch.** Some respondent comments revealed a lack of understanding of the screen’s purpose and the information it contained, indicating that they believed the screen contained schedule information, not real-time information. Although the display screen showed information on services other than transit, we did not detect changes in usage, satisfaction, or attitudes toward other services were not detected, and respondent open-ended comments suggested that they primarily viewed it as a source of transit information. Future installations might be more successful if the installation were accompanied by a marketing or public information campaign to ensure that potential users understand that the screen is displaying real-time information on multiple services.

In closing, some recommendations for future research in this area specifically and in the transportation field more broadly are presented. First, it may be worthwhile to evaluate the effects of real-time information displays that are responsive to the above site selection and installation recommendations. Second, future work may want to consider route choice as a behavioral outcome, since providing information in workplaces or other public locations may support choices between transit routes more effectively than providing the same information after someone has walked to a particular transit stop or station. Third, this work considered only building occupants whose regular workplace was in the study buildings, but visitors to the buildings may have different responses than occupants. Fourth, it may be worth evaluating impacts over a longer time horizons than the six months used in this study, especially since behaviors and
attitudes take time to evolve. Finally, other transportation researchers are urged to conduct more careful evaluations of interventions, using appropriate experimental or quasi-experimental research designs (Campbell and Stanley 1963). Sound evaluations should be planned in advance and should use control groups and, where possible, randomization. The use of control groups becomes particularly important in longer-term studies, in which time-varying confounders can undermine the validity of a simple before-and-after evaluation, with sometimes embarrassing results (e.g., Degraeuwe and Beusen 2013).
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Abstract

Public transit systems in the United States often face multiple policy objectives. Typically, stakeholders desire frequent service on an extensive network, but funding and other resources are constrained, creating complicated relationships between service effectiveness goals and business efficiency goals. Using data from the National Transit Map (NTM), this study evaluated the general performance of transit systems across 294 Urbanized Areas (UZAs) in the US, which were stratified into six peer groups based on population. Transit efficiency and effectiveness were compared by developing a composite business efficiency index score and a composite service effectiveness index score for each urbanized area. The scores were generated using a fuzzy logic extension of the Analytical Hierarchy Process (AHP), which allows automated weighting of the measures. The NTM currently includes a limited set of performance measures, and each transit agency’s data are associated with the largest urban area it serves; consequently, it is perhaps best-suited for identifying high-performing UZAs and less suitable for identifying the weakest performers. The analytical results suggest that a few UZAs (mainly densely-populated cities and university towns) are simultaneously able to achieve high scores on both business efficiency and service effectiveness. In most small- and medium-size conurbations, business efficiency appears to be a higher policy priority than service effectiveness.

Keywords: Performance evaluation, US urban transit system, efficiency and effectiveness, fuzzy AHP
Introduction

Public transit providers in the US are a unique category of organizations that blend some characteristics of private-sector businesses with some characteristics of public agencies. Managers and policymakers involved in transit typically need to strike a balance among at least three competing perspectives or sets of objectives:

- Perspective 1: Transit is a business that needs to meet customer expectations while using personnel, equipment, and financial resources efficiently.
- Perspective 2: Transit is a social service that provides essential mobility for non-drivers, people with disabilities, and other socially- and economically-disadvantaged people.
- Perspective 3: Transit is a policy intervention that might help relieve traffic congestion, reduce energy consumption, diminish pollutant emissions, promote compact urban form, and/or stimulate revitalization of distressed areas.

These objectives often conflict, so it is necessary to strike a balance between business efficiency and service effectiveness, which were defined by Fielding et al. (1985) and Chu and Fielding (1990):

Business efficiency is a statement about the achievements of an agency in transforming a set of inputs into a set of outputs. For example, can existing levels of transit ridership be obtained with less equipment or fewer operational resources? Can increased services generate more fare box revenue? Service effectiveness reflects the ability of transit operations to meet certain goals. Do the services attract a significant number of users or transit-dependent populations from a given level of input?

Often, there are perceived trade-offs between efficiency and effectiveness. For example, assuring that there is basic mobility for non-drivers throughout an urban area implies that a transit system will need to provide a considerable amount of service in areas with relatively low demand, which could drive down measures of operational and financial efficiency.

Performance measurement and benchmarking tools provide opportunities for transit system managers to clarify the links between policy decisions and system performance outcomes. For example, a carefully-chosen set of performance measures could assist in balancing (or re-balancing) conflicting objectives that affect both strategic long-range planning and tactical day-to-day decisionmaking. Moreover, performance evaluation can contribute to better understanding of the relationships between efficiency and effectiveness.

Transit Cooperative Research Program (TCRP) Report 141 (Ryus et al. 2010) suggests a performance evaluation process that begins by hand-selecting a peer group with similar characteristics and then computing cross-comparison metrics using publicly-available data sets or information obtained directly from the peer agencies. In this study, we compared transit performance at the urbanized area (UZA) level. As defined by the US Census, each UZA is a contiguous urban region with a population greater than 50,000.
For this analysis, UZAs from the 2010 Census were first stratified into six groups based on population, as shown in Table 1. The implicit assumption is that transit resources and objectives are somewhat comparable within these groups. Next, a Fuzzy Analytical Hierarchy Process (Fuzzy AHP) model was used to determine how similar certain transit performance measures are within each group and compare the efficiency performance and effectiveness performance by generating a business efficiency index score and a service effectiveness index score for each urbanized area, along with composite scores that include both efficiency and effectiveness measures for all UZAs within each of the six peer groups. The fuzzy-AHP approach includes an automated process to weigh individual performance criteria, which avoids subjectivity in the weighting and scoring process.

<table>
<thead>
<tr>
<th>Peer Group</th>
<th>Urbanized Area (UZA) Population</th>
<th>Number of Census UZAs</th>
<th>Total Population of Census UZAs</th>
<th>Number of UZAs in This Study</th>
<th>Total Population of NTM UZAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>&gt; 2.5 million</td>
<td>16</td>
<td>93 million</td>
<td>16</td>
<td>93 million</td>
</tr>
<tr>
<td>B</td>
<td>1–2.5 million</td>
<td>26</td>
<td>43 million</td>
<td>26</td>
<td>43 million</td>
</tr>
<tr>
<td>C</td>
<td>500,000–1 million</td>
<td>38</td>
<td>27 million</td>
<td>36</td>
<td>26 million</td>
</tr>
<tr>
<td>D</td>
<td>250,000–500,000</td>
<td>69</td>
<td>23 million</td>
<td>62</td>
<td>21 million</td>
</tr>
<tr>
<td>E</td>
<td>100,000–250,000</td>
<td>149</td>
<td>23 million</td>
<td>94</td>
<td>15 million</td>
</tr>
<tr>
<td>F</td>
<td>50,000–100,000</td>
<td>199</td>
<td>14 million</td>
<td>60</td>
<td>5 million</td>
</tr>
</tbody>
</table>

Transit performance characteristics for each UZA were obtained from the National Transit Map (NTM), a data set recently developed by other researchers on behalf of the Federal Transit Administration (FTA). It is important to acknowledge an important characteristic of the NTM at the outset: transit operators that serve more than one UZA (or serve an UZA and adjoining rural areas) are mapped exclusively to the largest UZA they serve. This characteristic has the potential to overstate (to a degree) the amount of service identified as being provided in large UZAs and understate the amount of service provided in small UZAs. It is also important to note that many Census 2010 UZAs have very irregular boundaries, which do not necessarily coincide with municipal boundaries or transit service area boundaries.

**Literature Review**

Transit system performance evaluation is an important task for transit service providers seeking to respond to passenger demand trends, operational constraints, stakeholder concerns, and changing service needs. It allows system managers to achieve better economic performance assessment, organizational administration, transit planning, and financial management. Its importance has been increasingly realized by oversight authorities, transit agencies, and groups representing passengers, major employers, and other stakeholders. Thus, assessing transit system performance has been one of the most widely investigated areas of research within the transit industry.
Fielding et al. (1978) carefully described nine performance indicators for transit management, among which Revenue Vehicle Hours per Employee, Revenue Vehicle Hours per Vehicle and Operating Expense per Revenue Vehicle Hour were regarded as indicators of efficiency; Revenue Passengers per Service Area Population, Percent of Population Served, Total Passengers per Vehicle, and Revenue Passengers per Revenue Vehicle Hour were used as effectiveness indicators; and Operating Expenses per Total Passenger and Operating Expense per Revenue Passenger were chosen for overall performance evaluation. Several years later, Fielding et al. (1985) used FY 1980 Section 15 data to identify a set of performance indicators using factor analysis. The selected indicators were also used to evaluate the performance of fixed routes.

When the application of Data Envelopment Analysis (DEA) began to become more widely used for system efficiency assessment, Chu et al. (1990) and Karlaftis (2004) applied the approach to evaluating efficiency and effectiveness of transit systems. To document the state of transit performance evaluation in the US, Fielding (1992) examined three programs (Federal triennial review, California performance audits, and Los Angeles program) in terms of four components: dimensions for policy objectives, indicators, information systems, and incentives.

Some of the previously-published research on transit performance evaluation focuses on the service level. These studies include user perception- (customer satisfaction-) based approaches, efficiency indicator-based approaches, and approaches that combine both user opinions and efficiency indicators (Abreha 2007; Badami and Haider 2007; Sheth et al. 2007; Nathanail 2008; Tyrinopoulos and Antoniou 2008; Lao and Liu 2009; Eboli and Mazzulla 2011).

To monitor transit system performance and support public transport development, some transit associations and organizations have developed efficiency assessment indicators and related agency guidance. For example, the International Association of Public Transport (known by its French-language initials, UITP) has suggested a group of indictors to compare public transport system performance across cities and regions. The indicators suggested by UITP include the population of transit users; the service coverage; and the number of bus routes, stations, etc. (UTIP 2011). The Transportation Research Board’s Transit Capacity and Quality of Service Manual (TCQSM) (TRB 2003) includes guidelines for evaluating the performance of public transport systems using a three-level evaluation index system: station, route, and system. Other resources, such as the annual American Public Transportation Association (APTA) Public Transportation Fact Book (Neff and Dickens 2013) provide extensive statistical data about resource inputs and production outputs for each agency, but offer only limited interpretive advice.

With support from FTA, TCRP Report 88 was published, a guidebook for developing a transit performance-measurement system (Kittelson & Associates, Inc. et al. 2003). The guidebook offers technical assistance and suggestions on how to implement and use performance measurement on an ongoing basis at a transit agency. It suggests a wide range of performance measure categories, including availability, service delivery, community, travel time, safety and security, maintenance and construction, economic,
capacity, paratransit, and comfort. Measures based on these categories can be grouped into four general types: individual measures, ratios, and indices and level-of-service indicators. The report also includes 12 domestic and international case studies such as Livermore, CA; Denver, CO; and Sydney, Australia. TCRP Report 141 (Ryus et al. 2010) also focuses on transit performance evaluation and highlights the importance of the peer compassion approach. The report suggests that peer-grouping and performance measurement should serve as a starting point for a transit agency to ask questions about performance and identify improvement opportunities.

In addition to the abundant studies evaluating the general performance of transit systems, some scholars have concentrated specifically on investigating the relationship between efficiency performance and effectiveness performance, sometimes claiming that these two objectives are mutually exclusive (Griffis et al. 2004). Other studies suggest that treating efficiency and effectiveness as a dichotomy is unwarranted. For example, Talley and Anderson (1981) explored the relationship between transit efficiency and effectiveness from the perspective of the bus company itself and in terms of government objectives for transit service. They argued that from the point of view of the transit firm, the aim is to maximize ridership within allowable deficit limits as well as minimize the operating costs to maintain a certain service level. They also argue that the government or public policy objectives for transit can be defined as maximizing social well-being, economic development, and environmental quality. Therefore, attainment of these objectives is predicated on the transit agency being both effective and efficient, and they should not be treated as mutually exclusive. Similar findings were presented by Karlaftis in 2004 using Data Envelopment Analysis (DEA) to analyze the relationship between transit system efficiency and effectiveness. Using data from 256 US transit systems over a five-year period, he found that efficiency and effectiveness were positively related—that is, the most efficient systems were also the most effective.

Together, the two TCRP reports and various journal articles on transit performance evaluation make many valuable contributions toward developing transit performance-measurement systems, but there are major limitations:

- Both TCRP reports suggest a wide range of measures that impact transit system performance but leave many details unresolved, such as how to weigh dissimilar criteria.
- Most studies have focused on measuring performance at the operator or agency-level, usually concentrating on service level. There is lack of a comprehensive performance evaluation and comparison at other spatial scales, such as cities and urbanized regions. Importantly, many US urbanized areas have multiple transit service providers. For example, buses and commuter rail often are operated by different entities. Although numerous UZAs span more than one county or state, transit agencies in some of these UZAs are not authorized to cross jurisdictional boundaries. From the perspective of transit riders, the most important issue is the overall quality of transit service available in a city or urban region. Comparisons at the transit agency/provider level are less relevant to transit users, particularly
since many operators have made efforts to integrate their routes, schedules, and fare payment systems.

- Although Karlaftis (2004) concluded that efficiency and effectiveness are positively related using NTD data (1990–1994), the theoretical limitations of DEA models are a critical issue, and the analysis is based on a data set that is now more than 20 years old. Many empirical studies have clearly identified major limitations of applying DEA models in efficiency assessment. For example, DEA evaluates the relative efficiency of decisionmaking units but does not allow for ranking of the efficient units themselves (Charnes et al. 1978; Andersen and Christian 1993; Cook and Seiford 2009). Further, some statisticians and economists have stated that DEA will lead to the deviation of efficiency evaluation when the number of samples is small (Korostelev et al. 1995; Simar and Wilson 1998; Song et al. 2013).

In addition to the TCRP reports and scholarly works, the US mass media has shown interest in transit performance evaluation. For example, in 2011, US News & World Report ranked the “10 Best Cities for Public Transportation” as follows: Denver-Aurora, CO.; New York-Newark, NY-NJ-CT.; Los Angeles-Long Beach-Santa Ana, CA.; Boston, MA-NH-RI; Portland, OR; San Jose, CA; Salt Lake City, UT; San Diego, CA; Seattle, WA; and Honolulu, HI. Unfortunately, it provided relatively few details about the ranking methodology. In addition, there was a discrepancy between the headline (“Best Cities”) and the ranking method (metropolitan areas). In some cases, the rankings seem to violate the principle of peer-group comparison suggested by TCRP Report 141—some of the cities differ considerably in terms of population, transit system size, and other basic characteristics.

**Scope of This Analysis**

The main objective of this research was to assess the relative importance of various performance measures in distinguishing transit performance within the six city peer groups identified in Table 1 and how well individual agencies perform relative to peer-defined norms. The study focused on the following research tasks:

1. Implement an extended AHP with the integration of fuzzy logic to evaluate overall performance for each peer group at UZA level. In essence, this is a software-driven process that mathematically establishes weighting criteria for each performance measure (or objective), ranks the peer group members on each individual performance measure, and produces an overall weighted ranking. In contrast to most other multi-criteria ranking systems, Fuzzy AHP makes no *a priori* judgments about the importance of the individual performance measures. This removes some of the subjectivity associated with traditional methods for establishing weighting criteria, such as analyst judgment or small-group consensus. The proposed approach offers the advantage of avoiding the uncertainty and potential lack of repeatability that can affect the assignment of weighting criteria by individual people or expert panels.
2. Develop a specific comparison of efficiency and effectiveness by generating both a composite business efficiency index score and a composite service effectiveness index score for each urbanized area to explore the relationship between efficiency and effectiveness in all peer population groups.

Note that the general purpose of this study was simply to demonstrate how the fuzzy AHP methodology can be applied to transit analysis. Given the limitations of the input data set, it is important to state clearly that the authors did not intend this demonstration to be interpreted as a definitive statement that “transit system X is better than transit systems Y and Z.” Although a multi-city analysis was used to demonstrate the methodology, if appropriate data was available, a similar methodology could potentially be applied to an internal analysis of operational entities within a transit system—for example, treating collections of bus routes or commuter rail lines as the peer groups.

Data and Data Limitations

Data for this study came from the National Transit Map (NTM) developed at the University of Minnesota, which aggregates agency-level performance data from the 2013 National Transit Database (NTD) to the UZA level. In contrast to the agency-level information provided in some other US transit data sources, the NTM combines the data for all operators serving an UZA. For example, the Chicago UZA has four main transit operators (Chicago Transit Authority, Metra, Pace, and Northern Indiana Commuter Transportation District), and the NTM combines their data to facilitate comparison of the Chicago UZA’s performance with other American UZAs. A very important characteristic of the NTM data set is that to avoid double-counting in summary statistics, the NTM associates each transit operator with only one UZA, specifically the most-populous UZA served by that operator. Thus, services that link two or more UZAs (or an UZA and adjoining rural areas) appear in the NTM only as part of the more populous UZA (Fan 2015).

A total of 497 UZAs were defined by the 2010 US Census (486 in the US proper and 11 in Puerto Rico) (US Census Bureau 2013). Of these, 294 are free of missing values for the performance measures used in this study, as shown in Table 1. Many of UZAs that have missing data did not report statistical data to FTA (Fan 2015). A few urbanized areas were removed from the evaluation list due to incomplete data; for example, Atlantic City, NJ, is missing data for two of the performance measures. The locations of the cities that were analyzed are shown in Figure 1. The majority of UZAs that were not included in this study are in the smaller UZA groups (especially Peer Groups E & F).
Since each transit operator’s services are attributed to the largest UZA it serves, some UZAs that are served by transit do not appear in the NTM listings. For example, Round Lake Beach, IL (a Peer Group D UZA) is served by Metra trains and Pace buses that would be reported as part of the Chicago data. Continuing this Chicago-area example, the commuter rail service provided by the Northern Indiana Commuter Transportation District (operator of the 90-mile South Shore Line from Chicago to South Bend, IN) is attributed to the Chicago UZA and not to South Bend (another Group D UZA) nor to any of the rural communities along the route. As a result, the South Bend area’s scores are based on its local bus systems and exclude the commuter rail service.

Since the NTM attributes cross-UZA services only to the largest UZA, the amount of transit service available to smaller communities is understated in some cases. This issue could potentially be addressed by pro-rating the NTM data to adjust for cross-UZA services. Due to the highly irregular boundaries of most Census-defined UZAs, this would require an in-depth analysis based on route-level (or stop-level) data, perhaps also factoring in service frequency. Since the primary purpose of this study was to probe the feasibility of using a fuzzy AHP analytical approach with a national transit data set, undertaking such an analysis was beyond the scope of the work described here, and the results should be interpreted accordingly.
Performance Measure Criteria

As shown in Table 2, five transit performance measures are currently included in the NTM database. Therefore, our demonstration analysis was based only on these metrics.

<table>
<thead>
<tr>
<th>Code</th>
<th>Characteristic</th>
<th>Normalization Divisor</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOMS</td>
<td>Vehicles operated in maximum service</td>
<td>Unlinked passenger trips</td>
</tr>
<tr>
<td>FRE</td>
<td>Fare revenues earned</td>
<td>Vehicle revenue miles</td>
</tr>
<tr>
<td>VRM</td>
<td>Vehicle revenue miles</td>
<td>UZA land area</td>
</tr>
<tr>
<td>UPT</td>
<td>Unlinked passenger trips</td>
<td>UZA population</td>
</tr>
<tr>
<td>TWM</td>
<td>Length of transit way system</td>
<td>UZA land area</td>
</tr>
</tbody>
</table>

All urbanized areas were scored based on the combined totals for the eight NTM transport modes (bus, bus rapid transit [BRT], commuter rail, heavy rail, light rail, streetcar, other rail, and other non-rail). The detailed definitions of the criteria are further defined by NTM project (Fan 2015), as follows:

- **Vehicles Operated in Maximum Service (VOMS)** – the revenue vehicle count taken during a transit agency’s maximum season of the year, on the day of the week that this maximum occurs; not taken on a day when a special event or other extreme set of circumstances would cause the resulting tally to represent a one-time event rather than a recurring maximum service requirement.

- **Fare Revenue Earned (FRE)** – all income received directly from passengers, paid either in cash or through pre-paid tickets, passes, etc.; includes donations from those passengers who donate money on the vehicle and reduced fares paid by passengers in a user-side subsidy arrangement.

- **Vehicle Revenue Miles (VRM)** – miles that vehicles travel while in revenue service; excludes miles that vehicles travel for deadhead services (leaving or returning to the garage or yard facility, changing routes, or when there is no expectation of carrying revenue passengers), operator training, maintenance testing, and school bus and charter services.

- **Unlinked Passenger Trips (UPT)** – number of passengers who board public transportation vehicles; passengers are counted each time they board vehicles no matter how many vehicles they use to travel from their origin to their destination.

- **Transit Way Mileage (TWM)** – length of transitway system; NTD's transitway mileages include all fixed-route and fixed-schedule modes (i.e., track mileage for rail modes and lane/route miles for fixed-route and fixed-schedule non-rail modes).

To reduce scaling bias, all five criteria were normalized for each of the 294 UZAs. The normalization method was as follows:

- Fare Revenue Earned (FRE) was divided by Vehicle Revenue Miles (VRM) to obtain the fare income per revenue-mile operated.
• Vehicle Revenue Miles (VRM) was divided by the UZA’s land area to provide an indicator of the operational intensity of the transit service.
• Unlinked Passenger Trips (UPT) was divided by Vehicles Operated in Maximum Service (VOMS) to provide a rough indicator of fleet utilization efficiency.
• Unlinked Passenger Trips (UPT) was divided by the UZA’s population to serve as a rough indicator of the extent to which residents use transit.
• Transitway Mileage (TWM) was divided by the UZA’s land area to provide an indicator of the area’s transit network density.

**Fuzzy AHP Evaluation Method**

AHP is a biased multi-criteria decisionmaking process introduced by Saaty (1980) and subsequently used in several transportation system evaluation studies. For example, Yeh et al. (2000) employed a fuzzy multi-criteria analysis approach to evaluate the performance of urban public transport systems, and Hanaoka and Kunadhamraks (2009) used a fuzzy logic AHP to evaluate the logistics performance of intermodal freight transportation. Yu et al. (2011) developed a comprehensive AHP-based framework for ranking candidate location plans of multiple urban transit hubs. Li et al. (2015) proposed an enhanced fuzzy AHP approach to evaluate, monitor, and compare the development of public transportation systems towards transit metropolis status in different cities in China, in which two levels—policy and technical—were integrated into one framework.

AHP allows decisionmakers to decompose a complex problem into three hierarchical levels—goal, criteria, and alternatives. Three critical issues can arise when applying conventional AHP:
• How to handle criteria weighting when the judgment scale is very unbalanced.
• How to construct the pair-wise comparison matrix properly, given the potential for variability in the selection, judgment, and preferences of human decisionmakers.
• How to obtain a completely consistent pair-wise comparison matrix that satisfies the consistency-check rules.

To remedy these deficiencies in the structure of conventional AHP and limit the risk that judgment variations could result an unreliable analysis, an enhanced fuzzy AHP model was developed by Li et al. (2015). The advantages of the proposed fuzzy AHP structure lie in its ability to:
• Normalize the scales of different technical indicators.
• Construct a matrix of pair-wise comparisons using a fuzzy set.
• Optimize the weight of each criterion (using a non-linear programming model to maximize the judgment consistency).
The use of a fuzzy analytical model for weighting the technical criteria moves toward an evaluation method that is less dependent on human judgment and allows identification of transit system strengths and weaknesses with respect to each specific performance measure. To facilitate the model presentation, all definitions and notation used hereafter are summarized in Table 3.

### TABLE 3. Notation of Key Parameters Used in Proposed Model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>Index corresponding to criteria ($i = 1...n$)</td>
</tr>
<tr>
<td>$k$</td>
<td>Index corresponding to cities to be evaluated ($k = 1...m$)</td>
</tr>
<tr>
<td>$x_{ik}$</td>
<td>Indicator representing the selected city $k$ being evaluated by criterion $i$</td>
</tr>
<tr>
<td>$\mu_{ik}$</td>
<td>Fuzzy membership value corresponding to indicator $x_{ik}$</td>
</tr>
<tr>
<td>$\mu_i$</td>
<td>Average fuzzy membership value for criterion $i$</td>
</tr>
<tr>
<td>$x_i(\text{min})$</td>
<td>Minimal crisp value for criterion $i$</td>
</tr>
<tr>
<td>$x_i(\text{max})$</td>
<td>Maximal crisp value for criterion $i$</td>
</tr>
<tr>
<td>$s_i$</td>
<td>Standard deviation of indicator values corresponding to criterion $i$</td>
</tr>
<tr>
<td>$s_{\text{min}}$</td>
<td>$\min{s_i</td>
</tr>
<tr>
<td>$s_{\text{max}}$</td>
<td>$\max{s_i</td>
</tr>
<tr>
<td>$A = (a_{ij})_{n \times n}$</td>
<td>Pair-wise comparison matrix</td>
</tr>
<tr>
<td>$a_m$</td>
<td>Comparison scale for the pair-wise comparison matrix</td>
</tr>
<tr>
<td>$w_i$</td>
<td>Weight for the policy criterion $i$</td>
</tr>
<tr>
<td>$Y = (y_{ij})_{n \times n}$</td>
<td>Consistency judgment matrix</td>
</tr>
<tr>
<td>$CIC(n)$</td>
<td>Consistency index coefficient</td>
</tr>
<tr>
<td>$s_k$</td>
<td>Synthesized evaluation score of city $k$</td>
</tr>
</tbody>
</table>

Details about the fuzzy AHP approach can be found in Li et al. (2015). The procedure can be summarized as follows.

#### Step 1: Fuzzy Scaling

Two types of indicators, i.e., “the-lower-the-better” and “the-higher-the-better,” are identified to normalize $x_{ik}$ with their fuzzy sets, given by:

- For the lower-the-better indicators:

  $$
  \mu_{ik} = \frac{x_i(\text{max}) + x_i(\text{min}) - x_{ik}}{x_i(\text{max}) + x_i(\text{min})}
  $$

  (1)

- For the higher-the-better indicators:

  $$
  \mu_{ik} = \frac{x_{ik}}{x_i(\text{max}) + x_i(\text{min})}
  $$

  (2)
Step 2: Pair-Wise Comparisons

Using the standard deviation of indicators determines which criterion is more important and to what extent.

\[ s_i = \sqrt{\sum_{k=1}^{m} (\mu_{ik} - \bar{\mu}_i)^2 / (m - 1)} \quad i = 1 \ldots n \]  \hspace{1cm} (3)

Then, a pair-wise comparison matrix \( A = (a_{ij})_{n \times n} \) is created to measure the relative importance of criterion \( i \) over criterion \( j \), given by:

\[ a_{ij} = \frac{s_i - s_j}{s_{\text{max}} - s_{\text{min}}} \times (a_m - 1) + 1 \quad s_i \geq s_j \]  \hspace{1cm} (4)

\[ a_{ij} = \frac{1}{\left[ \frac{s_j - s_i}{s_{\text{max}} - s_{\text{min}}} \times (a_m - 1) + 1 \right]} \quad s_i \leq s_j \]  \hspace{1cm} (5)

where \( a_m = \min\{9, \text{int} \left( \frac{s_{\text{max}}}{s_{\text{min}}} + 0.5 \right) \} \) is a comparison scale (range from 1 to 9) for all criteria as recommended by Jin et al. (2004).

Step 3: Weight Determination

According to AHP analysis theory, a consistency-check of a pair-wise matrix is required to correctly reflect the importance of criterion \( j \) over criterion \( i \). However, as mentioned in many previous studies (Bryson 1995; Jin et al. 2004; Saaty 1980; Sudhakar and Shrestha 2003; Yu 2002), it is usually difficult in practice to obtain a completely consistent pair-wise comparison matrix. Thus, this study proposed the following non-linear optimization model to estimate the weights \( \{w_i | i = 1 \ldots n \} \) from the inconsistent \( a_{ij} \):

\[
\min CIC(n) = \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{|y_{ij} - a_{ij}|}{n^2} + \sum_{k=1}^{m} \sum_{l=1}^{m} \frac{|y_{lj}w_j - w_l|}{n^2} \]  \hspace{1cm} (6)

\[ y_{ii} = 1, \quad i = 1 \ldots n \]  \hspace{1cm} (7)

\[ \frac{1}{y_{ji}} = y_{ij} \in |a_{ij} - da_{ij}, a_{ij} + da_{ij}| (i = 1, \ldots, n, j = i + 1, \ldots, n) \]  \hspace{1cm} (8)

\[ w_i > 0, \quad i = 1 \ldots n \]  \hspace{1cm} (9)

\[ \sum_{i=1}^{n} w_i = 1 \]  \hspace{1cm} (10)

In the above equations, \( Y = (y_{ij})_{n \times n} \) is defined as the consistency judgment matrix, which is adjusted based on \( A = (a_{ij})_{n \times n} \) during the minimizing process of the consistency index coefficient, denoted by \( CIC(n) \). Based on extensive numerical
experiments this study has employed the convergence criterion \( CIC(n) \leq 0.1 \) to ensure that the resulting judgment matrix \( Y = (y_{ij})_{n \times n} \) is consistent.

**Step 4: Synthesis**

After obtaining the weights for all criteria from the optimization model, the final ranking score of each city \( k \) will be synthesized by equation (11), which can be stated as:

\[
S_k = \sum_{i=1}^{n} \mu_{ik} \cdot w_i
\]

(11)

The synthesis results will reflect the overall performance for all the areas with respect to the selected criteria.

**Evaluation Process**

Two types of evaluation were completed for this study. The first is an overall composite ranking for each of the six peer groups. The second compares efficiency and effectiveness metrics for each group. In the first objective, five normalized indicators—FRE/VRM, VRM/LandArea, UPT/VOMS, UPT/Population, and TWM/LandArea—were taken into consideration in the evaluation process. For the second analysis, two indices were generated: one represents *business efficiency*, including fare revenue per revenue mile (FRE/VRM) and operating vehicle utilization (UPT/VOMS); the second represents *service effectiveness*, including unlinked trips per capita (UPT/Population) and service coverage (VRM/LandArea).

When computing overall composite ratings, the proposed model estimates the weights for each of the five criteria independently for each peer group. For the purpose of comparing efficiency and effectiveness, the model is used to measure the relative importance between the two indicators for the “efficiency group” and the “effectiveness group.” After the weights were computed, the ranking scores were synthesized using equation (14) for both objectives.

**Analysis Results**

**Overall Composite Ranking**

Composite scores for each of the six peer groups (combining both business efficiency and operational effectiveness measures) are presented in Figure 2, Table 4, and Table 5. Figure 2 shows a complete ranking for Group A (although this group includes only 16 UZAs, it represents close to a third of the total US population). Table 4 provides complete results for Group B, including detailed results for all five metrics as well as the final synthesis and rankings. Due to space constraints, Table 5 for Groups C–F is abbreviated to include only the UZAs rankings in the top 10 and bottom 10 of each peer group.
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FIGURE 2. Group A composite ranking

TABLE 4. Analytical Results for Group B

<table>
<thead>
<tr>
<th>UZA</th>
<th>VOMS/UPT</th>
<th>FRE/VRM</th>
<th>VRM/LandArea</th>
<th>UPT/POP</th>
<th>TWM/LandArea</th>
<th>Synthesis</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salt Lake City-West Valley City, UT</td>
<td>0.0683</td>
<td>0.0654</td>
<td>0.2091</td>
<td>0.1716</td>
<td>0.1795</td>
<td>0.6940</td>
<td>1</td>
</tr>
<tr>
<td>Portland, OR-WA</td>
<td>0.1048</td>
<td>0.1406</td>
<td>0.1215</td>
<td>0.2387</td>
<td>0.0454</td>
<td>0.6509</td>
<td>2</td>
</tr>
<tr>
<td>Baltimore, MD</td>
<td>0.0944</td>
<td>0.1151</td>
<td>0.1227</td>
<td>0.1941</td>
<td>0.0465</td>
<td>0.5727</td>
<td>3</td>
</tr>
<tr>
<td>Denver-Aurora, CO</td>
<td>0.0944</td>
<td>0.0956</td>
<td>0.1340</td>
<td>0.1692</td>
<td>0.0740</td>
<td>0.5673</td>
<td>4</td>
</tr>
<tr>
<td>Las Vegas-Henderson, NV</td>
<td>0.1033</td>
<td>0.1457</td>
<td>0.1045</td>
<td>0.1382</td>
<td>0.0434</td>
<td>0.5351</td>
<td>5</td>
</tr>
<tr>
<td>Pittsburgh, PA</td>
<td>0.0868</td>
<td>0.1414</td>
<td>0.0592</td>
<td>0.1494</td>
<td>0.0436</td>
<td>0.4803</td>
<td>6</td>
</tr>
<tr>
<td>San Jose, CA</td>
<td>0.0921</td>
<td>0.0798</td>
<td>0.1305</td>
<td>0.1051</td>
<td>0.0629</td>
<td>0.4704</td>
<td>7</td>
</tr>
<tr>
<td>Milwaukee, WI</td>
<td>0.1003</td>
<td>0.0971</td>
<td>0.0625</td>
<td>0.1272</td>
<td>0.0415</td>
<td>0.4285</td>
<td>8</td>
</tr>
<tr>
<td>Cleveland, OH</td>
<td>0.0974</td>
<td>0.0974</td>
<td>0.0505</td>
<td>0.1112</td>
<td>0.0348</td>
<td>0.3913</td>
<td>9</td>
</tr>
<tr>
<td>Sacramento, CA</td>
<td>0.0858</td>
<td>0.0898</td>
<td>0.0674</td>
<td>0.0742</td>
<td>0.0549</td>
<td>0.3720</td>
<td>10</td>
</tr>
<tr>
<td>San Antonio, TX</td>
<td>0.0914</td>
<td>0.0387</td>
<td>0.0848</td>
<td>0.1057</td>
<td>0.0476</td>
<td>0.3682</td>
<td>11</td>
</tr>
<tr>
<td>St. Louis, MO-IL</td>
<td>0.0971</td>
<td>0.0725</td>
<td>0.0598</td>
<td>0.0918</td>
<td>0.0348</td>
<td>0.3560</td>
<td>12</td>
</tr>
<tr>
<td>Austin, TX</td>
<td>0.0845</td>
<td>0.0518</td>
<td>0.0583</td>
<td>0.1058</td>
<td>0.0247</td>
<td>0.3249</td>
<td>13</td>
</tr>
<tr>
<td>Orlando, FL</td>
<td>0.0826</td>
<td>0.0545</td>
<td>0.0663</td>
<td>0.0782</td>
<td>0.0327</td>
<td>0.3142</td>
<td>14</td>
</tr>
<tr>
<td>Riverside-San Bernardino, CA</td>
<td>0.0804</td>
<td>0.0524</td>
<td>0.0649</td>
<td>0.0528</td>
<td>0.0637</td>
<td>0.3142</td>
<td>15</td>
</tr>
<tr>
<td>Providence, RI-MA</td>
<td>0.0816</td>
<td>0.0686</td>
<td>0.0465</td>
<td>0.0720</td>
<td>0.0412</td>
<td>0.3100</td>
<td>16</td>
</tr>
<tr>
<td>Charlotte, NC-SC</td>
<td>0.0816</td>
<td>0.0651</td>
<td>0.0416</td>
<td>0.0925</td>
<td>0.0220</td>
<td>0.3028</td>
<td>17</td>
</tr>
</tbody>
</table>
TABLE 4 (CONT’D). Analytical Results for Group B

<table>
<thead>
<tr>
<th>UZA</th>
<th>VOMS/ UPT</th>
<th>FRE/ VRM</th>
<th>VRM/ LandArea</th>
<th>UPT/POP</th>
<th>TWM/ LandArea</th>
<th>Synthesis</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columbus, OH</td>
<td>0.0818</td>
<td>0.0664</td>
<td>0.0447</td>
<td>0.0547</td>
<td>0.0375</td>
<td>0.2851</td>
<td>18</td>
</tr>
<tr>
<td>Cincinnati, OH-KY-IN</td>
<td>0.0666</td>
<td>0.1009</td>
<td>0.0331</td>
<td>0.0514</td>
<td>0.0279</td>
<td>0.2798</td>
<td>19</td>
</tr>
<tr>
<td>San Juan, PR</td>
<td>0.0230</td>
<td>0.0781</td>
<td>0.0574</td>
<td>0.1025</td>
<td>0.0090</td>
<td>0.2700</td>
<td>20</td>
</tr>
<tr>
<td>Tampa-St. Petersburg, FL</td>
<td>0.0784</td>
<td>0.0615</td>
<td>0.0396</td>
<td>0.0501</td>
<td>0.0309</td>
<td>0.2607</td>
<td>21</td>
</tr>
<tr>
<td>Virginia Beach, VA</td>
<td>0.0800</td>
<td>0.0521</td>
<td>0.0432</td>
<td>0.0517</td>
<td>0.0304</td>
<td>0.2574</td>
<td>22</td>
</tr>
<tr>
<td>Jacksonville, FL</td>
<td>0.0858</td>
<td>0.0432</td>
<td>0.0384</td>
<td>0.0471</td>
<td>0.0263</td>
<td>0.2408</td>
<td>23</td>
</tr>
<tr>
<td>Memphis, TN-MS-AR</td>
<td>0.0889</td>
<td>0.0636</td>
<td>0.0239</td>
<td>0.0390</td>
<td>0.0226</td>
<td>0.2381</td>
<td>24</td>
</tr>
<tr>
<td>Kansas City, MO-KS</td>
<td>0.0696</td>
<td>0.0449</td>
<td>0.0341</td>
<td>0.0449</td>
<td>0.0251</td>
<td>0.2185</td>
<td>25</td>
</tr>
<tr>
<td>Indianapolis, IN</td>
<td>0.0739</td>
<td>0.0533</td>
<td>0.0230</td>
<td>0.0285</td>
<td>0.0131</td>
<td>0.1918</td>
<td>26</td>
</tr>
</tbody>
</table>

TABLE 5. Groups C–F Composite Ranking

<table>
<thead>
<tr>
<th>Group</th>
<th>Top 10</th>
<th>Bottom 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban Honolulu, HI</td>
<td>1</td>
<td>Baton Rouge, LA</td>
</tr>
<tr>
<td>Buffalo, NY</td>
<td>2</td>
<td>Allentown, PA-NJ</td>
</tr>
<tr>
<td>Albany-Schenectady, NY</td>
<td>3</td>
<td>Richmond, VA</td>
</tr>
<tr>
<td>Rochester, NY</td>
<td>4</td>
<td>Columbia, SC</td>
</tr>
<tr>
<td>Albuquerque, NM</td>
<td>5</td>
<td>Raleigh, NC</td>
</tr>
<tr>
<td>New Orleans, LA</td>
<td>6</td>
<td>Birmingham, AL</td>
</tr>
<tr>
<td>Fresno, CA</td>
<td>7</td>
<td>Toledo, OH-MI</td>
</tr>
<tr>
<td>Tucson, AZ</td>
<td>8</td>
<td>Colorado Springs, CO</td>
</tr>
<tr>
<td>Bakersfield, CA</td>
<td>9</td>
<td>Knoxville, TN</td>
</tr>
<tr>
<td>Louisville/Jefferson County, KY-IN</td>
<td>10</td>
<td>Mission Viejo-San Clemente, CA</td>
</tr>
<tr>
<td>D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Durham, NC</td>
<td>1</td>
<td>Greenville, SC</td>
</tr>
<tr>
<td>Anchorage, AK</td>
<td>2</td>
<td>Montgomery, AL</td>
</tr>
<tr>
<td>Stockton, CA</td>
<td>3</td>
<td>Asheville, NC</td>
</tr>
<tr>
<td>Madison, WI</td>
<td>4</td>
<td>Mobile, AL</td>
</tr>
<tr>
<td>Ann Arbor, MI</td>
<td>5</td>
<td>Youngstown, OH-PA</td>
</tr>
<tr>
<td>Spokane, WA</td>
<td>6</td>
<td>Wichita, KS</td>
</tr>
<tr>
<td>Lansing, MI</td>
<td>7</td>
<td>Augusta-Richmond County, GA-SC</td>
</tr>
<tr>
<td>Syracuse, NY</td>
<td>8</td>
<td>Jackson, MS</td>
</tr>
<tr>
<td>Oxnard, CA</td>
<td>9</td>
<td>Huntsville, AL</td>
</tr>
<tr>
<td>Flint, MI</td>
<td>10</td>
<td>Port St. Lucie, FL</td>
</tr>
</tbody>
</table>
In this methodology, when all members of a peer group all have similar outcomes on a performance measure, it will receive low weight in the ranking methodology. As the performance varies more widely, the weight assigned to that performance measure will increase. Thus, the algorithm puts the highest weight on the criteria that tend to more sharply distinguish higher-performing and lower-performing members of the peer group.

Table 5 identifies the weighting criteria that the model assigned to each of the five performance measures for each of the six peer groups in the composite rankings. The table also highlights the factor that was most influential in driving the rankings of each peer group. For example, among the Peer Group C cities (500k–1M population), Route Coverage (transitway miles per square mile of land area) had the strongest effect on the rankings, whereas among the Group F cities (50k–100k population), the model assigned the greatest weight to Revenue per Vehicle Mile. This does not mean that transit managers in Group F urbanized areas are unconcerned about route coverage. Instead, it suggests that Group F communities might have relatively similar land use patterns or perhaps that decisionmakers in Group F communities have fairly similar viewpoints about how intensive the transit route coverage should be.

Although the NTM data show that the amount of revenue earned per vehicle-mile differs greatly in Group F cities, the reasons for these differences are not obvious.
Nevertheless, the rankings provide a starting point for probing possible explanations. For example, upon inspection, it is clear that the cities ranked near the top of the Group F list are mainly university towns such as Ames, IA (Iowa State University), State College, PA (Penn State University), and Ithaca, NY (Cornell University). Older industrial cities and cities with low/lentient fare policies tend to be toward the lower end of the list.

<table>
<thead>
<tr>
<th>Peer Group</th>
<th>Fleet Utilization</th>
<th>Revenue per Vehicle-Mile</th>
<th>Operational Intensity</th>
<th>Ridership Intensity</th>
<th>Route Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UPT/VOMS</td>
<td>FRE/VRM</td>
<td>VRM/Area</td>
<td>UPT/POP</td>
<td>TWM/Area</td>
</tr>
<tr>
<td>A</td>
<td>0.14</td>
<td>0.17</td>
<td><strong>0.30</strong></td>
<td>0.20</td>
<td>0.19</td>
</tr>
<tr>
<td>B</td>
<td>0.13</td>
<td>0.18</td>
<td>0.23</td>
<td><strong>0.27</strong></td>
<td>0.19</td>
</tr>
<tr>
<td>C</td>
<td>0.21</td>
<td>0.17</td>
<td>0.15</td>
<td>0.17</td>
<td><strong>0.31</strong></td>
</tr>
<tr>
<td>D</td>
<td>0.14</td>
<td>0.14</td>
<td><strong>0.28</strong></td>
<td>0.27</td>
<td>0.16</td>
</tr>
<tr>
<td>E</td>
<td>0.16</td>
<td>0.23</td>
<td>0.22</td>
<td><strong>0.26</strong></td>
<td>0.12</td>
</tr>
<tr>
<td>F</td>
<td>0.17</td>
<td><strong>0.29</strong></td>
<td>0.14</td>
<td>0.22</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Although the methodology requires discretion regarding the selection of performance measures and the definition of peer groups, it does not depend on any *a priori* human judgement to set weighting criteria. As a result, it can serve as a starting point for developing correlations between transit operational characteristics and the resulting performance outputs. For example, there is a longstanding debate about the extent to which rail and bus rapid transit (BRT) serve as flagship services that help attract discretionary riders. Figure 3 explores this notion quantitatively by comparing the composite rankings of the Group A cities with the proportion of their transitway mileage that is comprised of BRT + rail. This graph suggests that there is some relationship between BRT + rail intensiveness and the overall performance of the system, but it is not the sole determinant of performance outcomes. More specifically, a linear relationship between BRT + rail intensiveness and composite score appears to exist for about a dozen of the 16 urbanized areas in Group A, but the three most rail-intensive conurbations (Boston, Chicago, Philadelphia) are clustered on the right side of the chart, with composite scores only near the middle of the pack. Dallas is also an outlier.
The composite rankings potentially could be used to identify other types of performance outliers. For example, Salt Lake City, UT; Seaside-Monterey, CA; and Kahului, HI all scored near the top of their respective lists because they operate considerably more vehicle revenue-miles per square mile of land area than their peers. Since the NTM data set attributes all service to the largest UZA served by each agency, this potentially indicates that compared to their peers, these UZAs offer more service connecting to nearby rural or small urban areas. Conversely, communities that scored low due to low revenue per vehicle-mile are potential candidates for intensified marketing programs, or might simply have lower fares than their peers.

**Comparison of “Efficiency” and “Effectiveness”**

In addition to the overall performance analysis presented in the preceding section, the results of the fuzzy AHP process can be used to compare the extent to which there
are trade-offs between the business efficiency performance measures and operational effectiveness measures. As noted in the literature review, this has been debated in the academic literature, with some authors taking the view that higher efficiency comes at the price of lower effectiveness and other studies supporting the view that the two are somewhat independent. Our results suggest that both assertions are partially justified—it depends on which urban areas are included in the sample.

The efficiency and effectiveness scores for each of the 294 UZAs are plotted in Figure 4, with Business Efficiency on the horizontal axis and Operational Effectiveness on the vertical axis. Dots of various colors identify the members of each peer group, and regression lines are plotted for each of the six groups. The slope of these regression lines provides an indication of the tendency for the cities in each group to prioritize efficiency or effectiveness: a more vertical slope indicates an emphasis on effectiveness, and a slope closer to the horizontal indicates that greater emphasis has been put on efficiency.

**FIGURE 4.** Scatter plot of business efficiency vs. operational effectiveness
The analysis suggests that the urbanized areas in Peer Groups A and D differ from the other four peer groups. Many of the UZAs in Group A score quite well on both efficiency and effectiveness measures, i.e., the data points tend to fall toward the upper right corner of the graph. Exogenous factors probably explain these results. For example, most Group A conurbations have relatively high population and employment densities, perhaps providing ridership sufficient to support extending the geographical extent of the systems well into the suburbs. Transit ridership in Group A cities is also influenced by traffic congestion (with the exception of Philadelphia and San Diego, automobile commuters in all Group A cities experience traffic delays exceeding 50 hours annually according to the 2015 TTI/Inrix mobility scorecard [Schrank et al. 2015]). In addition, several Group A cities have land use patterns that are relatively favorable to transit; New York, Philadelphia, Boston, and Chicago are examples of metro areas whose “main line” suburbs developed around commuter rail stations in the late 19th and early 20th centuries (Jackson 1985). Further research potentially could elaborate the relationships between land use patterns and the transit performance for these cities.

Group D includes a number of university towns. With a base of by student and university employee ridership, it appears that these communities are able to provide relatively comprehensive geographical coverage.

With the exception of some university towns and other unusual cases, the cities in Groups B, C, E, and F tend to have transit systems that appear to be more focused on efficiency than on operational effectiveness. This perhaps reflects the fiscal realities of these transit systems. When faced with budgetary challenges, transit planners often respond by cutting off-peak services (Nelson Nygard Consulting Associates 2009), trimming less-productive routes (Bizjak 2016), raising fares (Rutti 2016), and finding ways to use personnel and equipment as efficiently as the circumstances allow. Many of the cities in these groups also have low-density land use patterns and relatively uncongested traffic, and some lack supporting infrastructure such as sidewalks connecting transit stops to traffic generators—conditions that can make it difficult to attract discretionary riders or justify service expansions.

Conclusions and Opportunities

“Good performance” for transit systems is a stew with many ingredients. Focusing on a single performance measure (such as farebox recovery ratio) is problematic because transit systems serve a multitude of constituencies and policy objectives. Policymakers do not always agree about the relative importance of each objective, and experts might differ about how to weight the performance measures that correspond to the policy goals. This preliminary exploration suggests that the fuzzy AHP method could be useful in establishing an objective basis for comparing the performance of different systems, without the need to develop a consensus on which policy objectives are the highest priority. The methodology also provides tools that transit systems could use to compare themselves to peer groups based on readily-available data.
The analysis identified some strengths and limitations of the recently-developed NTM data set. Although the NTM currently contains only a limited set of transit performance measures, its spatial aggregation level (UZAs) is not readily-available in most other data sources. An important characteristic of the NTM is that each transit agency's performance data are associated only with the largest UZA it serves. Although this avoids double-counting when measures are summed on a national, regional, or statewide basis, when viewed from the perspective of individual communities, it tends to understate the amount of transit service provided in smaller UZAs. As a result, the NTM in its current form is perhaps best-suited to identifying well-performing UZAs and is less reliable as an indicator of poorly-performing UZAs.

The methodology presented in this paper could be enhanced by adding additional performance measures that were not available in the NTM data set. As the number of metrics increases, greater caution will be necessary to minimize the effects of correlations between the analytical metrics; for example, as the number of transitway miles increases, it is likely that the number of vehicle revenue miles also will increase. Further investigation with additional metrics also could help determine which performance metrics produce the most stable and consistent analytical results. For example, expansion of the methodology could help analysts avoid situations where the rank order is unduly influenced by the addition or omission of data for a small number of peer group members.

In future research, many other relationships could be explored using the composite scores. For example, university towns and urban areas with high land values (such as New York City, San Francisco, and Honolulu) tend to score well, perhaps because they have high relatively low car ownership rates compared to their peers. Similarly, there might be a relationship between system performance and the overall economic situation in each community; underlying factors could explored by combining this ranking system with UZA-level economic data.

It might also be worthwhile to investigate applications of the fuzzy AHP methodology for comparisons of the performance of internal accounting cost centers within a transit system, such as individual rail lines or bus routes. Potentially, such investigations would assist agencies in identifying opportunities to strengthen overall system performance by pinpointing lines or routes that are not performing as well as their peers.
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ABSTRACT

The frequency of incidents negatively changes public perception with regard to the public safety in transit systems. The level of safety expressed as performance measures, ensures contractors and users that a quality safety level is maintained. Both the private and public sectors in the U.S. annually report accurate data to the National Transit Database (NTD) to be used in assessing the progress of the nation’s public transportation systems. Although they must provide both the annual report and monthly reports including Safety and Security data, measures are only grouped into the indicators of efficiency and effectiveness of a system and there is a distinct lack of safety performance measures.

This paper makes a comparison between the safety indicator values in large and small areas, and finds the correlation between system effectiveness and safety measures. Comparison results provide evidence that not every effective system is safe. Finally, three safety indicators are suggested which enables transit agencies to find their system’s weaknesses in terms of safety.

Keywords: Safety, Performance Measure, Service Effectiveness, National Transit Database, Transit System

INTRODUCTION:

The NTD, as the best national transit data source, can be used to compare service measures across the transit agencies in the U.S. All agencies benefiting from Urbanized Area Formula Program grants are required by FTA (1) to report certain statistical information to the NTD annually (2). However, organizations operating nine or fewer
vehicles in a non-fixed-guideway service are free from the obligation of reporting. The results show how Federal Transit Administration (FTA) funds should be allocated to the transit agencies. Currently, the NTD includes the information gathered from 930 separate agencies all over the nation. Information is available for revenues, wages, maintenance, incidents, employee, expenses, amount of service provided (e.g., vehicle miles, vehicle hours, and days of service), and amount of service consumed (e.g., unlinked trips and passenger miles). This information is readily available for agencies, planners, researchers, and others (3). Measures in the NTD database are grouped into two basic dimensions of performance, namely efficiency and effectiveness. Efficiency indicators define the relationship between operating expenses and the number of vehicle hours or vehicle miles (often referred to as “Produced Output Type”). Effectiveness indicators, however, are categorized into two groups: the first group measures the operating expenses against passenger miles and unlinked passenger trips (often referred to as “Consumed Output Type”) while the second group measures the unlinked passenger trips to the amount of service produced. As for the service effectiveness, the NTD has selected four of the many possible measures based on the availability of reported data. Still, there is a distinct lack of safety performance measures in the agency profiles reported to the NTD (5).

In this paper the appraisal of the transit system’s safety through the use of performance measures is examined. A set of indicators was collected from many past studies, and the ones possible to calculate based on the available data are employed for the measurement of transit safety performance. Starting with an initial set of 11 performance indicators, correlation tests are used to find and suggest the proper indicators to assess transit safety performance for every single mode.

LITERATURE REVIEW

Many studies have strived to propose methods to identify indicators which can properly measure transportation system performance (6-14). Different agencies may use and report different performance measures consistent with their objectives. However, not every researcher proposes using multiple indicators. Gordon et al. (7) identified and gathered a set of performance measures for transit systems and then suggested the bests to be used. Authors considered several criteria in the selection process such as distribution of values in the variable to be normal-like, the ease of gathering data, and the percentage of missing data during the selection process. The safety performance measures they suggested were: 1,000,000 vehicle miles traveled (VMT) per accident and accident and revenue vehicle hours per accident.

Texas Transportation Institute (TTI) recognized performance indicators to measure and monitor the performance of mobility throughout Texas and at a national level (8). Researchers summarized 20 case studies of the mobility management programs with the best examples of performance measures such as accidents per 100,000 miles of service, incidents per 1,000 passenger boarding, rate of serious injuries among transit riders per 100 million passenger miles traveled (PMT), and the average age of revenue vehicle fleet.
The United States Department of Transportation (USDOT) strategic plan, entitled “Transportation for a New Generation”, outlined the performance measures related to achieving strategic goals of safety (9). For example, the rate of transit-related fatalities per 100 million PMT was selected as the indicator of safety performance and the related goal was its reduction from 1.13 in 2009 to 1.03 in 2013. in addition to the passenger and vehicle safety an additional indicator was considered to measure the non-occupant (pedestrian and bicycle) safety as well (i.e. non-occupant fatalities per 100 million VMT).

Phase I of the Valley Metro/Regional Public Transportation Authority Efficiency and Effectiveness Study (10) listed the performance measures and related targets for transportation system performance factors. They used the safety incidents per 100,000 VMT as the only safety indicator of their transit system. Another study provided a summary of best existing practices in transit service planning and explained how to calculate safety performance measures (11). For example, no more than 6 accidents may occur per 100,000 miles operated. Fielding (1992) examined three programs: Federal Triennial Reviews, California Performance Audits and the Los Angeles Program. He used factor analytic techniques to reduce 48 transit performance indicators to a smaller set of measures, resulting in a model with 7 factors and 7 key variables, termed “markers” (12). The only safety indicator he used was the total vehicle miles between accidents.

Livermore Amador Valley Transportation Authority (LAVTA) (14) used three performance measures to assess their transit system, including traffic accidents per 100,000 VMT, passenger injury per 100,000 passenger boarding, percentage of preventive maintenance inspections completed within 10% of scheduled mileage.

The Transit Cooperative Research Program (TCRP) report 88 (3) provides a step-by-step process for developing a performance-measurement program. It describes the characteristics of an effective performance-measurement system and categorizes the performance measures. Data sources, data collection and management techniques that can be employed are described in this report. The program uses twelve case studies of successful performance-measurement programs and presents over 400 performance measures. Regarding safety, this report introduces five categories of safety and security goals as shown in Table 1.

Another interesting topic related to transit performance is the examination of the relationship between system performance indicators. Some studies have previously found the correlation between effectiveness and efficiency. Karlaftis and McCarthy (15) found that efficiency and effectiveness of a system are strongly related. However, their results disagreed with the findings of Chu et al. (16) who reported efficient systems are not necessarily effective. The reason behind this difference may be the different sets of data used in these studies.

What becomes quite apparent from the results of previous works is that there is a distinct lack of assessing transit safety performance and examining the relationship between safety indicators and the remaining attributes. Also, from the literature review, it was ascertained not every performance measure is attainable from NTD, and they are not necessarily related to safety, such as the average age of revenue vehicle fleet or the average annual miles of service per revenue vehicle (8). Thus, a single indicator,
or a smaller set of more reliable indicators, is needed to describe the transit safety performance.

Safety and Security Reporting Manual by the NTD explains how FTA funds are allocated to the transit agencies and what type of safety and security data are reported and are available to the public users (4). Also, the safety and security reporting forms are described and the process of completing and reporting incidents is clearly explained. Using this manual, the safety related data reported to the NTD was found.

<table>
<thead>
<tr>
<th>Category</th>
<th>Performance Measures</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle and property damage</td>
<td>Accident Rate</td>
<td>• Vehicle accidents, Customer accidents</td>
</tr>
<tr>
<td></td>
<td>Number of Fires</td>
<td>• A measure of system safety</td>
</tr>
<tr>
<td>Passenger accidents</td>
<td>Passenger Safety</td>
<td>• Fatal accidents per passenger-miles/VMT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Injury accidents per passenger-miles/VMT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Property-damage-only accidents per passenger miles/VMT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Response time</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Incident/accident durations</td>
</tr>
<tr>
<td>Accident potential</td>
<td>Drug-related accident potential</td>
<td>• Percent of positive drug/alcohol tests</td>
</tr>
<tr>
<td></td>
<td>Bus operator accident potential</td>
<td>• Number of traffic tickets issued to operators</td>
</tr>
<tr>
<td></td>
<td>Rail operator accident potential</td>
<td>• Percent of buses exceeding speed limit</td>
</tr>
<tr>
<td></td>
<td>Maintenance-related accident potential</td>
<td>• Number of station overruns</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Road calls</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Fleet maintenance performance</td>
</tr>
<tr>
<td>Workplace safety</td>
<td>Employee Work Days Lost to Injury</td>
<td>• Number of work days lost to injury</td>
</tr>
<tr>
<td>Passenger security</td>
<td>The number of crimes committed on transit property</td>
<td>• Number of crimes (Crime rate)</td>
</tr>
<tr>
<td></td>
<td>The level of security provided</td>
<td>• Ratio of transit police officers to transit vehicles</td>
</tr>
<tr>
<td></td>
<td>Customer perceptions of the safety and security of the transit system</td>
<td>• Number (Percent) of vehicles with specified safety devices</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Customer satisfaction</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Incidents of vandalism</td>
</tr>
</tbody>
</table>

SAFETY PERFORMANCE MEASURE SELECTION

From the past studies reviewed, the safety indicators and their use in the assessment of transit systems was found. In selecting the key indicators for performance evaluation, particular attention was given to the availability and reliability of data in the NTD, necessary for calculating each indicator. As an example, the number of crimes was omitted from the database due to a high percentage of missing information. Data came from a total of 930 urban transit agency reports to the NTD in 2012. It must be noted that data for purchased services versus directly operated are not included in the data sets. Table 2 lists 11 performance measures selected for analysis from the past studies. Indicators are classified into four groups: Vehicle safety, Transit riders’ safety and security, Employee and operator safety, and Non-riders safety.
TABLE 2.
Safety Transit Performance Measures

<table>
<thead>
<tr>
<th>Categories</th>
<th>Performance Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle safety</td>
<td>1. Accidents per 100,000 miles of service</td>
</tr>
<tr>
<td></td>
<td>2. Accidents per 1,000 hours of service</td>
</tr>
<tr>
<td></td>
<td>3. Number of Incidents per 1000 Vehicle Miles</td>
</tr>
<tr>
<td></td>
<td>4. Number of Incidents per 1,000 passenger boarding</td>
</tr>
<tr>
<td></td>
<td>5. Number of Fires</td>
</tr>
<tr>
<td>Transit riders safety</td>
<td>1. Number of transit-riders injuries per 100 million PMT</td>
</tr>
<tr>
<td>and security</td>
<td>2. Number of transit-riders fatalities per 100 million PMT</td>
</tr>
<tr>
<td>Employee and</td>
<td>1. Employees fatalities per 100 million VMT</td>
</tr>
<tr>
<td>operator safety</td>
<td>2. Employees injuries per 100 million VMT</td>
</tr>
<tr>
<td>Non-riders safety</td>
<td>1. Non-occupant fatalities per 100 million VMT</td>
</tr>
<tr>
<td></td>
<td>2. Non-occupant injuries per 100 million VMT</td>
</tr>
</tbody>
</table>

COMPARISON BETWEEN DIFFERENT MODES SAFETY

Prior to estimating the indicators, data were broken down by mode when more than one mode exists. One cannot assume the highest demanded agency has the best safety score (or less safety issues) because safety is directly related to the type of in-use modes. For example, a higher level of accidents is expected for an agency mostly accommodating passengers with bus compared to the other agency that uses heavy rail transit. It is quite clear that the probability of accidents with pedestrians, bicyclists and other vehicles is likely to be greater in the first mode. Furthermore, the amount of service produced and service consumed varies among modes which makes the safety ratios variable. In an attempt to check this assumption, a comparison was made between the safety indicator values of different modes. In doing so, it was necessary to classify modes of transit in different groups and then find the performance measures for the agencies operating the same mode. The “2012 National Transit Summaries and Trends” (NTST) prepared by the NTD (17) classifies the transit modes into seven categories as described in Table 3.

TABLE 3.
NTST Modal Classifications (17)

<table>
<thead>
<tr>
<th>Bus</th>
<th>Demand Response</th>
<th>Vanpool</th>
<th>Heavy Rail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus (MB)</td>
<td>Demand Response (DR)</td>
<td>Vanpool (VP)</td>
<td>Heavy Rail (HR)</td>
</tr>
<tr>
<td>Commuter Bust (CB)</td>
<td>Demand Response Taxi (DT)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bus Rapid Transit (BRT)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Light Rail (LR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Streetcar Rail (SR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2080 Hybrid Rail (YR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9030 Hybrid Rail (YR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commuter Rail (CR)</td>
<td>Aerial Tramway (TR)</td>
<td>Jitney (JT)</td>
<td></td>
</tr>
<tr>
<td>0008 Hybrid Rail (YR)</td>
<td>Alaska Railroad (AR)</td>
<td>Monorail/Automated</td>
<td></td>
</tr>
<tr>
<td>6048 Hybrid Rail (YR)</td>
<td>Cable Car (CC)</td>
<td>Guideway (MG)</td>
<td></td>
</tr>
<tr>
<td>Incline Plane (IP)</td>
<td>Ferry Boat (FB)</td>
<td>Publico (PB)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

After splitting data, the percentages of agencies accommodating each category of modes were found to be 82 percent buses, 81 percent demand response (also called dial-a-ride or paratransit, provides services at the passenger’s request), 12 percent vanpool, 2 percent heavy rail, 4 percent light rail, and 11 percent other types of transit modes...
Recommendation of a New Transit Performance Measure in the National Transit Database

It should be noted that none of the agencies have reported commuter rail data to the NTD, this data, however, are reported to the Federal Railroad Administration (FRA). Figure 1 indicates that different modes provide different levels of safety.

**FIGURE 1.** (a) Vehicle Safety for each Mode, (b) Riders, Non-riders, and Employees Safety for each Mode
Fig 1(a) shows the vehicle safety for each mode, and Fig 1(b) shows riders, non-riders, and employees’ safety for each mode. The overall results show the variation between the safety indicators among transit modes. It is found from Fig 1 that vanpool is the safest mode. The Vanpool Safety Brochure (18) identifies several reasons for this including: vanpool drivers have several years of experience driving, vanpools operate in urban areas and on major highways with safer speeds, having 14 passengers in van keeps most drivers operating in a safer manner, and drivers have been trained before operating the vehicle. The findings reveal that mostly the victims in transit-related accidents are non-occupants. Numbers are rounded up to one decimal degree. Transit riders’ fatalities only account for 3.8 percent of all reportable fatalities in 2012 (17). According to the Figure 1, the greatest values of non-occupant’s safety indicators are for rail transit modes (i.e. Heavy and Light Rail Transit), meaning that these systems have the highest safety issues for non-riders. Also, the rail transit vehicles experience the highest rate of injuries (riders, employees and non-occupants). Meanwhile, accident rate values are the highest for light rail transit mode. The least safety levels regarding the transit rider’s injuries are found in demand response mode. The reason can be the medical fragility and/or age of many of the passengers using this mode of transportation.

**COMPARISON BETWEEN LARGE AND SMALL AREAS**

One of the most revealing types of analysis is the comparison between safety performance measures of different agencies. However, transit systems work in areas with different sizes. The area size might have effects on the safety that a system provides. Thus, it is useful to find which indicators are dependent on the size of the area before making any suggestions.

In this section of the study, analysis was conducted to investigate any association between the transit system’s safety and area size. Within the NTD, a numeric code is assigned to the Census-designated Urbanized Area (UZA) variable, which indicates where the system primarily operates. Numbers are assigned sequentially from the largest UZA (#1 = New York-Newark, NY-NJ-CT) to the smallest (#452 = Fond du Lac, WI), with exceptions made for UZAs in Puerto Rico (numbered from #500-#511), the special Virgin Islands UZA (only applies to FTA grants, numbered #600), and one UZA that was added after the initial UZA definitions were published (#453-Cumberland, MD-WV-PA) (3). Since the population of each area is not recorded in NTD, the comparison was made between the first half of the UZA codes, showing the larger areas, and the second half, indicating the small areas.

Data in Table 4 presents the average safety performance measures for large and small areas with regards to the transit mode. The p-values came from the results of a t-test, to compare the safety between the two areas. The sample size for each mode of transit in large and small areas are as follows: 270 and 380 for bus system; 241 and 392 for DR system; 49 and 23 for Vanpool mode and 27 and 9 for other modes. It should be noted that it was practically impossible to make a comparison between rail transit safety in large and small cities due to the lack of rail transit systems in small areas.
TABLE 4. 
Large vs. Small Areas Safety Indicator Values

<table>
<thead>
<tr>
<th>Safety Indicators</th>
<th>Bus</th>
<th>DR</th>
<th>Vanpool</th>
<th>OM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accidents per 100000 Miles of Service</strong></td>
<td>0.05 vs. 0.05 (0.71)</td>
<td>0.03 vs. 0.01 (0.03)*</td>
<td>0.00 vs. 0.00 (0.79)</td>
<td>0.17 vs. 0.00 (0.20)</td>
</tr>
<tr>
<td><strong>Accidents per 1000 Hours of Service</strong></td>
<td>0.01 vs. 0.01 (0.97)</td>
<td>4.1E-03 vs. 1.8E-03 (0.03) *</td>
<td>0.00 vs. 0.00 (0.79)</td>
<td>6.2E-03 vs. 4.6E-05 (0.07) *</td>
</tr>
<tr>
<td><strong>Incidents per 1000 VMT</strong></td>
<td>0.00 vs. 0.00 (0.65)</td>
<td>0.00 vs. 0.00 (0.54)</td>
<td>0.00 vs. 0.00 (0.80)</td>
<td>0.02 vs. 0.01 (0.07) *</td>
</tr>
<tr>
<td><strong>Incidents per 1000 Passengers Boarding</strong></td>
<td>1.5E-03 vs. 1.4E-03 (0.08) *</td>
<td>0.01 vs. 0.00 (0.99)</td>
<td>0.00 vs. 0.00 (0.80)</td>
<td>1.6E-03 vs. 1.5E-04 (0.03) *</td>
</tr>
<tr>
<td><strong>Number of fires</strong></td>
<td>0.25 vs. 0.04 (0.00) *</td>
<td>0.01 vs. 0.02 (0.72)</td>
<td>0.00 vs. 0.00 (Note?)</td>
<td>0.10 vs. 0.02 (0.20)</td>
</tr>
<tr>
<td><strong>Transit riders injuries per 100 million PMT</strong></td>
<td>22.31 vs. 42.15 (0.01) *</td>
<td>57.02 vs. 103.80 (0.23)</td>
<td>1.42 vs. 1.75 (0.87)</td>
<td>75.52 vs. 0.78 (0.04) *</td>
</tr>
<tr>
<td><strong>Transit riders fatalities per 100 million PMT</strong></td>
<td>0.09 vs. 0.11 (0.84)</td>
<td>0.04 vs. 0.00 (0.32)</td>
<td>0.00 vs. 0.00 (Note?)</td>
<td>0.00 vs. 0.00 (Note?)</td>
</tr>
<tr>
<td><strong>Employees and operators fatalities per 100 million VMT</strong></td>
<td>0.00 vs. 0.32 (0.40)</td>
<td>0.00 vs. 0.00 (Note?)</td>
<td>0.00 vs. 0.00 (Note?)</td>
<td>0.00 vs. 0.00 (Note?)</td>
</tr>
<tr>
<td><strong>Employees and operators injuries per 100 million VMT</strong></td>
<td>12.62 vs. 14.53 (0.67)</td>
<td>8.62 vs. 12.30 (0.65)</td>
<td>2.82 vs. 0.00 (0.11)</td>
<td>595.40 vs. 0.00 (0.17)</td>
</tr>
<tr>
<td><strong>Non-occupant fatalities per 100 million VMT</strong></td>
<td>0.88 vs. 0.54 (0.52)</td>
<td>0.22 vs. 0.36 (0.65)</td>
<td>0.11 vs. 2.70 (0.35)</td>
<td>4.02 vs. 0.00 (0.26)</td>
</tr>
<tr>
<td><strong>Non-occupant injuries per 100 million VMT</strong></td>
<td>45.45 vs. 42.70 (0.77)</td>
<td>27.12 vs. 13.49 (0.25)</td>
<td>1.03 vs. 0.00 (0.23)</td>
<td>506.52 vs. 3.25 (0.03) *</td>
</tr>
</tbody>
</table>

*statistically significant

1 The number of employees’ fatality is zero
2 The number of riders’ fatality is zero

Table 4 reveals that there is a significant difference between the bus systems safety in large and small areas in terms of Incidents per 1000 Passengers Boarding, Number of fires, and Transit riders’ injuries per 100 million PMT. Results indicate that in small areas bus fleets operate safer while transit riders are more likely to be injured. Similarly, it could be concluded from the DR and OM safety indicator values that higher vehicle safety is provided in small areas. Regarding the transit riders and non-riders, OM provides a safer environment in the small areas.

**THE RELATIONSHIP BETWEEN SAFETY AND EFFECTIVENESS**

In order to identify the appropriate indicators to be included within the NTD profiles, the relationship between the system effectiveness and safety performance measures was investigated.

Correlations between data items will be valuable for examining the relationship between two sets of data. Consistent results across the safety and effectiveness indicators would provide evidence that the more effective a system is, the more safety it provides. In order to examine this assumption, the correlation coefficient was employed. The equation for the correlation coefficient is as follows:
Where, $\bar{X}$ and $\bar{Y}$ are the sample means of each pair of safety indicators and effectiveness indicators for each mode. The strength of an association is graded from zero to 1.00 and the direction of the relationship is expressed by a positive sign (+) if the relationship is direct, and by a negative sign (–) if the relationship is inverse. In order to find how strong a relationship is, three criteria are defined:

1. Correlations above 0.80 are regarded as high
2. Correlations between 0.50 and 0.80 are considered moderate
3. Correlations below 0.50 are regarded as low

Table 5 and Table 6 show the correlation coefficient for each pair of indicators.

<table>
<thead>
<tr>
<th>Service Effectiveness</th>
<th>Transit Mode</th>
<th>Accidents per 100000 Miles of Service</th>
<th>Accidents per 1000 Hours of Service</th>
<th>Incidents per 1000 VMT</th>
<th>Incidents per 1000 Passengers Boarding</th>
<th>Number of fires</th>
</tr>
</thead>
<tbody>
<tr>
<td>unlinked passenger trip per vehicle revenue mile</td>
<td>Bus</td>
<td>0.11</td>
<td>0.05</td>
<td>0.15</td>
<td>-0.06</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>0.02</td>
<td>0.01</td>
<td>-0.03</td>
<td>-0.08</td>
<td>-0.06</td>
</tr>
<tr>
<td></td>
<td>Vanpool</td>
<td>0.13</td>
<td>0.11</td>
<td>0.13</td>
<td>0.03</td>
<td>Note1</td>
</tr>
<tr>
<td></td>
<td>HR</td>
<td>-0.25</td>
<td>-0.27</td>
<td>0.14</td>
<td>-0.76*</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>0.37</td>
<td>-0.02</td>
<td>0.29</td>
<td>-0.18</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>OM</td>
<td>0.21</td>
<td>0.14</td>
<td>0.15</td>
<td>-0.09</td>
<td>0.00</td>
</tr>
<tr>
<td>unlinked passenger trip per vehicle revenue hour</td>
<td>Bus</td>
<td>0.14</td>
<td>0.09</td>
<td>0.18</td>
<td>-0.03</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>0.10</td>
<td>0.10</td>
<td>-0.03</td>
<td>-0.07</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>Vanpool</td>
<td>0.16</td>
<td>0.15</td>
<td>0.16</td>
<td>0.07</td>
<td>Note1</td>
</tr>
<tr>
<td></td>
<td>HR</td>
<td>-0.15</td>
<td>0.03</td>
<td>0.34</td>
<td>-0.51</td>
<td>0.77*</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>-0.05</td>
<td>0.40</td>
<td>0.26</td>
<td>0.14</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>OM</td>
<td>0.04</td>
<td>-0.01</td>
<td>0.03</td>
<td>-0.05</td>
<td>-0.02</td>
</tr>
</tbody>
</table>

Note1: Number of fires is zero for all agencies.
* Significant

The greater value of the safety indicator shows the less safety of the system. Thus, having a positive correlation means the higher effective systems are less safe. According to the Table 5, the number of incidents per 1000 VMT, as well as the number of fires in heavy rail systems is positively correlated with the effectiveness of the systems. Surprisingly, the more effective heavy rail systems are more likely to have fire incidents, and more incidents per VMT will occur.
### TABLE 6.
Transit-riders, Employees, and Non-rider Safety and Security Indicators vs. Effectiveness Indicators

<table>
<thead>
<tr>
<th>Service Effectiveness</th>
<th>Mode</th>
<th>Transit Riders Fatalities per 100 million PMT</th>
<th>Transit Riders Injuries per 100 million PMT</th>
<th>Employees and operator fatalities per 100 million VMT</th>
<th>Employees and operator injuries per 100 million VMT</th>
<th>Non-occupant fatalities per 100 million VMT</th>
<th>Non-occupant injuries per 100 million VMT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bus</td>
<td>-0.02</td>
<td>-0.05</td>
<td>0.02</td>
<td>0.07</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>-0.04</td>
<td>-0.03</td>
<td>Note²</td>
<td>-0.01</td>
<td>-0.05</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>Vanpool</td>
<td>Note¹</td>
<td>0.18</td>
<td>Note²</td>
<td>-0.05</td>
<td>-0.02</td>
<td>-0.06</td>
</tr>
<tr>
<td></td>
<td>HR</td>
<td>-0.24</td>
<td>-0.28</td>
<td>-0.24</td>
<td>0.23</td>
<td>-0.12</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>-0.23</td>
<td>0.01</td>
<td>Note²</td>
<td>0.13</td>
<td>-0.24</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>OM</td>
<td>Note¹</td>
<td>-0.01</td>
<td>Note²</td>
<td>0.18</td>
<td>-0.06</td>
<td>0.04</td>
</tr>
</tbody>
</table>

|                       |       | unlinked passenger trip per vehicle revenue mile |       |       |       |       |       |
|                       |       | Bus   | -0.02                                        | -0.06                                      | 0.02                                            | 0.08                                            | 0.10                                       | 0.07                                       |
|                       |       | DR    | -0.02                                        | -0.06                                      | Note²                                          | -0.02                                          | 0.00                                       | 0.19                                       |
|                       |       | Vanpool | Note¹                                      | 0.20                                       | Note²                                          | -0.05                                          | 0.05                                       | -0.04                                     |
|                       |       | HR    | -0.25                                        | -0.09                                      | -0.10                                          | 0.06                                            | -0.01                                     | 0.23                                       |
|                       |       | LR    | 0.12                                         | -0.16                                      | Note²                                          | 0.01                                            | 0.27                                       | 0.22                                       |
|                       |       | OM    | Note¹                                        | -0.04                                      | Note²                                          | 0.04                                            | -0.03                                     | 0.00                                       |

¹Number of riders’ fatality is zero
²Number of employees’ fatality is zero

As no significant relationship was found between the safety and effectiveness indicators, one cannot conclude that the service effectiveness reflects the safety condition. Therefore, it is advantageous to ask the agencies report a set of safety indicators through NTD profiles.

### SUGGESTING SAFETY PERFORMANCE INDICATORS

In order to select which indicators can represent the safety condition of the system, it is necessary to remove those highly dependent on the area size and effectiveness measures. In doing so, the results from Table 4 and Table 5 were taken into consideration.

From Table 4 it was found that:

- Considering 756 agencies operating DR, the value of “Accidents per 100000 Miles of Service” depends on the area size.
- Considering 786 agencies operating DR and OM the variable of “Accidents per 1000 Hours of Service” significantly depends on the area size.
- Variable of “incidents per 1000 Passengers Boarding”, the same as the previous indicator, depends on the area size. A total of 783 agencies all over the U.S. (operating bus and OM) provide different level of safety in terms of incidents per 1000 Passengers Boarding based on their area size.
• The indicator of “number of fires” and “transit riders’ injuries per 100 million PMT” have the same issue with area size.

From Table 5 it was found that:

• “Incidents per 1000 Passengers Boarding” as well as “the number of fires” in heavy rail systems are positively correlated with the effectiveness of the systems.

• “Number of transit Riders fatalities per 100 million PMT” and “Employees and operators fatalities per 100 million VMT” cannot be selected since a large number of systems did not experience riders or employees fatalities.

• The number of transit-riders injuries per 100 million PMT and the number of transit-riders fatalities per 100 million PMT cannot be calculated for one third of the agencies operating buses (323 out of 930) as they do not report PMT data to the NTD.

• Finally, the following indicators are suggested to be reported by transit agencies to the NTD:
  1. Incidents per 1000 VMT
  2. Employees’ and operators’ injuries per 100 million VMT
  3. Non-occupant fatalities per 100 million VMT

Injuries among Transit Riders per 100 million PMT

The last indicator showing the riders’ safety needs all agencies to provide the passenger mile traveled data to the NTD.

CONCLUSION

The research reported in this paper established a set of indicators that are particularly useful for the evaluation of transit systems safety performance. To accomplish this, past studies were reviewed to find out how a transit system’s safety performance is measured. The following criteria were used to collect a set of safety indicators from the available measures:

  1. Variables collected by the agencies and reported to the NTD
  2. Indicators that are easily understood by transit managers.

This study additionally strived to demonstrate whether or not there is a tangible perceptual differences among the variety of safety indicators in small and large areas. The higher values of safety performance measures were found for buses, DR and other modes (rather than rail transit) operating in small areas compared with large areas. Moreover, rail transit was found to have the high safety problems between all modes. Summing up the findings, it was concluded that the transit vehicles have higher safety issues in larger urbanized areas.
In order to suggest the safety indicators to be included within the NTD profiles, the relationship between the system effectiveness and safety performance measures was investigated. As no significant relationship was found between the safety and effectiveness indicators it was concluded that systems with high safety level do not necessarily perform effectively and vice versa.

The indicators best representing the system’s safety performance were suggested as “Incidents per 1000 VMT”, “Employees and operators injuries per 100 million VMT”, and “Non-occupant fatalities per 100 million VMT”.

Recently, some changes have been made in the Safety and Security Reporting Requirements that specifies how safety-related problems have to be reported in detail and highlights the importance of having safety measures (4). For example, “Collisions involving transit vehicles that require towing away from the scene for a transit roadway vehicle or other non-transit roadway vehicle are automatically reportable” or “Rail transit vehicle collisions occurring at a grade crossing are automatically reportable.” Addition of “Geographic location Longitude/Latitude” to the Basic Information Screen, also enables researchers to find the association between the characteristics of the service area and the level of safety.

Finally, it is important to remember this study does not show causation, but a relationship between service effectiveness and safety performance measures. This study does not ignore the importance of reporting safety data, but it suggests that the available and reliable data must be used to determine and present the most applicable and meaningful safety indicators of every system. Reporting more detailed information to the NTD makes it possible to consider new safety indicators. Therefore, it would be advantageous to keep exploring the relationship between the service performance measures to avoid presenting strongly correlated indicators together in a single report.
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Abstract

The financial crisis in 2008/2009 has made many countries aware that public funds need to be managed better. A logical step is to identify methods that thoroughly assess the impacts of infrastructure and service investment. The authors argue that assessments should both identify and use performance indicators related to the 'triple bottom line', i.e. economic, social and environmental impacts.

This paper provides an overview of assessment methods used to evaluate public transport investments. Positive and negative aspects of various assessment tools are identified and discussed. Some developing world examples appear to be more elaborate and appropriate, than developed world examples, including examples from the United States (U.S.). Although the authors conclude that all methods/tools have challenges, they are of the opinion that a broad and inclusive assessment of public transport investment projects is a must and that the narrowly analyzed and ad-hoc investments witnessed around the world should be avoided.

Keywords: Public transport, assessment, triple bottom line, project evaluation, multicriteria evaluation

Background

For millennia, mankind has planned and implemented mega projects. The Ancient Egypt built pyramids, the Roman Empire was famous for its roads and, in Africa, Cecil Rhodes planned and partly implemented the 'Cape to Cairo Railway', that was meant to cross Africa and connect the south to the north.

In modern times, cities are large and have an ever growing number of people (and goods) that need be moved so that the urban economy keeps going. Traditionally, Cost-Benefit Analysis (CBA) was used to assess the implementation of these (public)
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transportation systems. However, various authors have identified challenges around the use of CBA (Howarth, 2003; Vanderschuren et al., 2008; Salling and Leleur, 2011; Beukers et al., 2012).

Recognizing externalities related to the movement of people (and goods), the environment and social benefits of sustainable transportation (i.e. public transport and non-motorized transport) have long been identified – the triple bottom line (economy, environment and society) should be included (UITP, 2009). Public Transport (PT) increases mobility for all, improves economic productivity, improves quality of life, reduces car dependency and, consequently, the need for highway expansions (UITP, 2009). The success of PT, however, is dependent on the attractiveness of the service (Lo et al., 2010).

Assessment techniques are used extensively around the world. Henning et al. (2011) established a benchmarking tool for monitoring sustainable transport in New Zealand, a national level example. As will be elaborated upon later, there are also efforts to further develop or refine existing techniques from development banks, cooperative research organizations and NGOs. The literature also elaborates on the appraisal of user experiences and quality of service (Phillips and Guttenplan, 2003; Hawas et al., 2012; Olivková, 2015; Schiefelbusch, 2015; Godavarthy et al., 2015), the assessment of routes and networks (i.e. Banai, 2006), as well as the appraisal of maintenance investment (i.e. Paterson, 2015).

Although the many different methods tried over the years do aim to carry out a holistic appraisal, including all relevant key performance indicators, in practice it has been proven almost impossible to arrive at a totally reliable and widely accepted single value for PT investment projects (Cascajo and Monzon, 2014). Various countries, therefore, opt to use multiple methods, including a vast variation of indicators. This paper elaborates on PT project assessment methods used around the world and it reflects on the usefulness of these methods.

The Need for Ex Ante Assessment of Proposed Projects

Practice often displays a rush about which PT project alternatives to consider, as well as the selection of the preferred alternative. However, due diligence is required. PT projects are often amongst the most expensive public works projects done in a province, region or city. The results of these projects will be in place for decades and have a lasting impact on the daily lives of people, the economy and the environment. Therefore, the decision-makers who spend public money on these projects should be held accountable.

There are multiple considerations when assessing PT projects. The first is that there are always opportunity costs. In other words, the money can be used for something else that is also urgent, which becomes a serious issue, especially in poorer countries. Another consideration is that there is now a heightened need to look at the long-term effects of all investments. It is prudent to try to reduce greenhouse gases and energy dependency, and reduce all other negative impacts on non-renewable and natural
resources. There may also be unintended consequences. So it is also prudent to try to identify and consider these.

While a particular mode may sometimes seem like the obvious choice for a particular context, it needs to be confirmed through a rigorous assessment process. Thus, the purpose of this paper is to provide process guidance, based on practices in a sampling of nations. The next section outlines what the authors believe to be the attributes of a good assessment process and the reasons for their inclusion. The following section highlights project assessment methods used in several nations, including samples from both developed and developing nations with which the authors have personal experience, followed by a Strengths, Weaknesses, Opportunities and Threats (SWOT) analysis of the various assessment methods. The final section suggests some improvements.

Attributes of Good Assessment Methods

An overall assessment methodology for projects that are not strictly for private use or benefit, as is the case for almost all PT projects, should combine many attributes. What follows is one list, but not necessarily comprehensive:

- **Inclusive of multiple goals;** Assessments should not ignore any goals that are potentially addressed by a project. The importance of being inclusive cannot be overstated. The list needs to be clearly enumerated so that there are no misunderstandings about what is being considered. All too often analysts reach opposite conclusions about a project alternative because they do not have the same goals in mind.

- **Include multi-faceted goals;** It is essential that positive and negative impacts on the society and environment, at large, are compared to the expected costs and benefits of the project. National and regional goals need to be balanced with local requirements. Furthermore, the effects on a macroscopic, as well as a microscopic, scale need to be included. In order to be able to address multi-faceted goals, it might be necessary to create sub-goals that reflect how well a particular goal is met from the particular perspective of the users, the local community, the region, or the nation.

- **Weights the Relative Importance of the Multiple Criteria;** There is virtually never a situation when all criteria are equally important. Indeed, sometimes one goal is of overriding importance and any other goals that are achieved are incidental. Even more often, a close decision may turn on a particular project excelling in one area where others are weak. Because various project alternatives typically address a particular goal with different degrees of success, it is extremely helpful to be able to identify which goals are most important and which are less. Closely related is the ability to identify conflicting goals so that the trade-offs between them can be considered. An example is maximizing ridership versus minimizing operating subsidy.
• Requires measurable objectives to monitor progress of project; Most projects take several years from detailed design to construction. Completion may also take place in phases. Furthermore, it may take some years beyond completion before the full impacts are visible, particularly if some of the goals revolve around land development. Any plan submitted for public funding should specify key performance indicators that measures progress towards objectives that reflect the stated goals of a project. The measurement frequency depends on the goal such that actions can be taken. If insufficient progress is made or progress is made at a much higher than anticipated cost, then a review is conducted and the course of the project may be altered. Even if longer term objective outcomes, like densification, come long after project completion, the trends revealed by a carefully designed measurement program are invaluable to improve future project selection.

• Uses data that is already available or can be collected; In the richer, developed countries, data inputs are of central importance, for example, ridership estimates. These, in turn, require samplings of demographic data, traffic flow data, mode split data, origin-destination data, and so on. If not already on hand, an effort is expended to collect this information. This type of data collection, however, will often be unrealistic, if not impossible, in developing countries. In such cases, project objectives must be based on simpler data, such as spot check traffic and ridership counts, and margins of error for forecasts must be increased accordingly.

• Computationally possible; Methods that are fine, in principle, but cannot be applied in practice, should be rejected. As an example, the Net Present Value (NPV) method can almost always be used successfully by the private sector, since it concerns itself only with costs and benefits that accrue to itself. But NPV often runs into difficulty in public sector decisions. Some of the costs and benefits are incommensurable and an effort must, therefore, be made to turn them into the common basis of money. Yet, some goals like “improving air quality” can have highly contentious values. How to monetize the value of improved health, improved visibility, or improved liveability, for instance? In such cases, the NPV need not be discarded. Instead, it can be reported as a range of values and supplemented by additional indicators for objectives whose measures are not included in the NPV computation. However, caution is required when using the NPV, as larger projects will always look better, although the benefits per unit of investment might be lower than for smaller projects.

• Comprehensible to decision-makers; Even if it is technically and computationally possible to develop a sound decision from a “black box” process, it is highly unlikely that it would be accepted by politicians or board members of a public agency. It requires trust in the institution that performs the process. One decision-maker might believe the results based on the values and perceptions of persons working in the institution, while another quickly rejects them without further investigation, based strictly on opinions of past work. Any good assessment method must reach a balance between computational complexity...
required for meaningful analysis and understandability by those outside the circle of analytical experts.

- **Defensible to stakeholders** - *must identify the incidences of costs and benefits;* The public should participate in project selection, since each potential project alternative must reflect community concerns. In particular, the distribution of benefits versus costs, must be identified. Nonetheless, it is not necessary that every single project provide equal benefits to all those who made financial contributions or who bear some of the costs.

- **Does not contain overly risky assumptions;** There are many unknowns about the future. Thus, using a single forecasted value for key design parameters is risky. For example, the rate of traffic growth (or reduction) depends a great deal on future fuel prices and on the locations where land development concentrates. It is, thus, a good idea to design project alternatives that are robust, meaning that the project viability does not depend on a particular projection. Furthermore, a robust project is such that capacity can be scaled up or down over a substantial range and still be feasible.

- **Is not biased towards the short term (except when the life of a project is short term);** Ever-increasing concern for selection of projects that promote sustainable development means that the longer term impacts must be included. It is clear that the “transportation-economic” method of using the monetary benefit-cost ratio or NPV, as historically used, makes any monetary or monetized costs or benefits virtually zero after about 30 years, regardless of the discount rate used. However, the best way to remove bias remains controversial as consensus has not been reached in either the practitioner or academic communities.

- **National government participation;** Financial contribution by the highest level of government is important, for two reasons. The first is that it provides a justification for placing a set of national goals and objectives into projects across the nation. Without it, regional projects may promote cross purposes. Second, national-level taxes raise far more revenue. Their availability is often a *sine quo non* to even initiate studies. Many regions will be net tax revenue losers for some years, but their turn will come when they initiate projects or their projects reach more expensive phases.

### Highlights of Commonly Used Assessment Methods

**Germany**

One of the European nations that have had a mature and extensive assessment method is Germany. Specifically for PT investments, this country developed a benefit/cost method (B/C-ratio in 1976 (Bundesminister für Verkehr, 1996), that is still used today. The method includes costs and (dis)benefits from a government (national, provincial and local), operator and society perspective.
Federal Government has set financial limits for projects. Small projects are not funded. Furthermore, a province (Bundesland) or municipality requesting national funding, will have to generate a substantial percentage (50%) of the funds themselves.

The Federal Government has put strict guidelines together regarding all calculations, including the demand estimates. Criteria and attribute values are prescribed (and updated over time). This guarantees a fair comparison of large and small projects across the whole country. Furthermore, a government employee reviews investment applications at all stages. In many cases, the person requests additional alternatives to be reviewed. Due to the vast experience built up on a national government level, many project requests have been positively influenced during the funding application.

The Federal Government establishes a priority list on an ongoing basis. Projects that will receive funding are selected from the top of the list, depending on the budget available. Once a project has started, it is added to the multi-year funding plan, which guarantees funding until the project is completed. The method has two *per curial* aspects (although methodologically sound):

1. PT fares are excluded from the calculations, as they are a benefit to the operator but a cost to the user (neutral gains), and

2. The institution applying for funding has the liberty to self-fund aspects of a project, excluding the costs from the prescribed calculations. This improves the B/C-ratio of a project, moving it up the priority list. The first theoretical argument to allow this is that the local institution obviously believes in the project and is willing to invest more than the prescribed percentage. There must, therefore, be local benefits that are not captured in the current prescribed methodology. By allowing the financial exclusion of costs carried locally, this shortcoming of the method can be addressed. A second argument is that it allows a local government to select aspects of a project that are politically most palatable to fund, as opposed to simply asking the electorate to provide a matching fund to a larger, more diffuse project.

**Switzerland**

The National Government of Switzerland has used a social norm regarding PT investment for many decades. The policy is that all citizens should have access to PT, in particular a rail based connection (Nationalrat Schweiz, 1986). National Government, therefore, provides the infrastructure and operating subsidy (if required) for one train per direction at every location in the country. If a province or municipality wants to provide a higher frequency, they are responsible for the additional costs (required subsidy). The Municipality of Zurich, for example, extends this social norm thinking based on demand figures (see Table 1).
TABLE 1. Passenger Demand Thresholds to Justify Service Levels in Zurich

<table>
<thead>
<tr>
<th>Demand (Passengers per day)</th>
<th>Supply (Vehicles)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 000</td>
<td>1/hour</td>
</tr>
<tr>
<td>10 000</td>
<td>1/30 minutes</td>
</tr>
<tr>
<td>15 000</td>
<td>1/20 minutes</td>
</tr>
<tr>
<td>20 000</td>
<td>1/15 minutes</td>
</tr>
<tr>
<td>Etc.</td>
<td>Etc.</td>
</tr>
</tbody>
</table>

Source: Verkehrsverbund Zürich, 1992

The Netherlands

Although clearly less ambitious than Switzerland, the Netherlands also has a social norm regarding PT services. Every settlement (small villages) is serviced by three buses a day (morning peak, around noon and evening peak). The National Government is willing to invest in other PT systems. Applications are accepted once a year and an auditing team assesses all applications and develops a priority list. Calculations in the Netherlands are not standardized, as is the case in Germany, making the prioritization process difficult. Relatively small and large projects are presented using various demand modeling tools, which make varying assumptions and use different project assessment theories. However, standardization suggestions in the early nineties and naughts were ignored.

England and Wales

The United Kingdom (U.K.) Central Government provides rigorous procedures for preparing CBA analyses for all transport projects involving over £20M (U.K. DfT, 2006a). Based on feedback, they modified the procedure to address other costs and benefits difficult to monetize, but they remain a side consideration (U.K. DfT, 2009). These procedures have limited and problematic application for PT projects. In 1986, PT services in the U.K. were privatized. Outside the London Metropolitan region, PT is unregulated and is supposed to run on a commercial basis. Operating subsidies are permissible for lower levels of government, for services, such as rural access and mobility for the disabled. Megaprojects, such as CrossRail, a new 113 km long network across London, including a 21 km twin tunnel, would be inconceivable without Central Government support. But, in general, capital support is rare away from London, other than the Network Rail (including some regional railway lines), which is a government owned entity.

Privatizing of rail services raised complex organizational issues. Sharing of rail infrastructure between operating franchises, via coordinated timetabling, regulates services. However, sharing between competitors caused serious problems in its earlier years (Watson, 2001) and can be expected to be problematic any time that a line capacity is approached.
Should cities and regional planning bodies outside London (known as Passenger
Transport Executives and Passenger Transport Authorities) decide that a major
investment in other infrastructure projects is warranted, they are supposed to first
try to raise any needed external financial investments through commercial sources,
in a program known as the Private Finance Initiative, rather than ask the Central
Government. This hurdle and other Governmental challenges to attempt creating
integrated bus-rail services on competitive grounds have limited PT development. The
U.K. government itself recognizes that there is serious public dissatisfaction with the
investment decision process (U.K. DfT, 2006b; 2012).

Denmark

With the support of the Danish Government, researchers at the Technical University of
Denmark, and their consortium partners, including on the Swedish side of Copenhagen/
Malmö conurbation, have in the last few years, developed some project alternative
assessment and selection tools that address many of the gaps and inadequacies of the
historically used methods.

One of the new tools they have developed is Ratio Estimation of Non-Dominated
Alternatives (REMBRANDT). It is analogous to the Analytic Hierarchy Process (AHP),
a technique for including both quantitative and qualitative factors in the assessment
using a similar scale for all. These include both positive impacts and negative impacts,
for which the relative importance of each is established by decision-makers through
a weighting procedure. Figure 1 shows four different projects (alternatives level) each
of which has five different goals (impact level) which, together, form the total benefit
from a project. Not shown is a similar hierarchy of costs or negative impacts from these
projects. An individual is asked how important or preferred each goal is, relative to each
of the other goals, on a scale from 1 to 9. They are further asked how effective each
alternative is, relative to each of the other projects in helping to meet this goal, again
on a scale of 1 to 9. In fact, in some cases, actual monetary costs can allow objective
ranking on the scale. At the opposite extreme, such as how aesthetic an alternative is,
the ranking is highly subjective.
Several project alternatives are analyzed, for their relative effectiveness in maximizing benefits and minimizing costs, by experts. The selected project has the highest ratio of weighted benefits to weighted costs. Although highly intuitive and appealing, it has a few flaws. Some of the practical problems with, and theoretical objections about, AHP have been addressed through a different scoring system. The use of a geometric averaging calculation instead of a weighted linear combination determines the rankings of the various alternatives. Roberts and Goodwin (2002) found that relative weighting of the effectiveness of project alternatives towards meeting a certain goal or objective often tends to follow specific patterns. By using predetermined tables, much of the substantial, and often tedious, efforts needed to establish weights by interviewing individual experts, can be reduced or even eliminated.

The REMBRANDT tool is included in a package of assessment tools known as the SIMDEC (risk Simulation and Multi-criteria decision analysis in combination for DECision support approach). The monetary cost-benefit analysis results are presented in terms of a probability that a specific project alternative will achieve a B/C-ratio greater than 1, resulting in a relative ranking of alternatives. Each important cost and benefit element in the analysis is fitted with a probability distribution to address the uncertainties associated with major infrastructure projects (Salling and LeLeur, 2011; 2012). If an alternative does not have a sufficiently high probability of being feasible, then it can be discarded, even before anything else is considered.

At a decision conference, a software package was demonstrated and applied, showing how a particular individual’s own weights of importance of goals varies from others and whether using their individual results alone, instead of the average, would make any difference in project selection outcome. This technique might satisfy public laws and regulations that require the use of CBA, as well as individuals and institutions that prefer Multi-Criteria Analysis (MCA).

"It was applied to a real case that concerns an additional crossing between Denmark and Sweden, since the bridge/tunnel that opened in 2000 is already nearing capacity. For more details about this, part of the larger project is known as Oresund EcoMobility, see\"
Jensen et al. (2012). For a brief explanation of how the decision conference worked, in this case, see the related presentation (Oresund EcoMobility, 2011).

The research project entitled “SUSTAIN for National Transport Planning (2012-2016)” developed what is now known as the SUSTAIN Appraisal Framework. It provides yet another interesting case study showing the ongoing evolution, involving the Trans-Baltica Railway corridor, a recently approved high speed rail project linking Tallinn with Warsaw that has huge socio-economic implications (Jensen et al., 2013).

**United States of America**

The official U.S. Federal Government assessment procedure for major new projects, “New Starts”, used multiple criteria, as can be seen in Figure 2.

![FIGURE 2. The Federal Transit Administration “New Starts” Assessment and Rating Process](image)

There were two basic categories of assessment:

- The first is whether the local/regional plan includes a credible means of covering its matching fraction of the capital costs, as well as the entire Operating and Maintenance (O&M) subsidy that may be required.
- The second category is about the cost versus benefit justification of the project. The ‘Mobility Improvement’ rating reflects time savings to existing users, improved travel for new users and for users of other modes. Environmental
Benefits rating includes air, water quality, noise reduction and other identifiable impacts. Land Use rating includes densification, farm land and wetland conservation/restoration and other identifiable impacts. Cost Effectiveness rating includes indicators such as: Investment cost per new passenger attracted and Construction cost per unit distance. Operating Efficiency rating excludes the capital element and focuses on indicators like O&M cost per passenger.

The enabling legislation to create this procedure dates from the Intermodal Surface Transportation Efficiency Act (ISTEA) of 1991. It took almost 8 years to finalize. It remains largely the same today, although some streamlined procedures were later enacted for “Small Starts,” in recognition that this highly involved and expensive process was incommensurate in effort with the impacts and cost of minor PT projects.

The assessment process and a recommendation rating are performed by Civil Service staff in the Federal Transit Administration. Although the procedure was certainly designed with the expectation that rail projects would dominate these submissions, it is mode neutral. The actual mode(s) used are decided by the applying entity. It is up to the regional or local authority requesting funding assistance to do its own pre-screening. In the end, one “Locally Preferred Alternative” is submitted. Because of the federal assessment procedure, regions were pressured into some conformity with other regions, with respect to their project justification. The competition for funding is intense and any criterion that might receive a poor review, relative to its peers, stimulates the search for project features that will offset it by outstanding performance in other criteria.

The actual details of the regulations and the authorized funding, for which the applicants compete, is set by multi-year legislation, but the actual level the Congress appropriates, in any given year, may be lower. The SAFETEA-LU Act covered 2005 until 2009. This was followed by 10 extensions continuing funding and programs at existing levels. Then the MAP 21 Act covered the years 2012 and 2013 with some significant changes (AASHTO 2014). A new Act passed with similar funding levels. Many projects at the State level were put on hold during the wait, to the detriment of the construction industry. Such regular delays and changes, and even cancellations to some of the authorized programs from the previous Act, also complicate the assessment process. In December 2015, the Fixing America’s Surface Transportation (FAST) Act passed. This is a 5-year authorization so it will lend some stability to both the highway and PT industries and to planning at lower levels of government. But there are few significant changes that affect PT assessment or decrease the intense competition for still-limited funding.

In principle, the official U.S. “New Starts” procedure has a lot of merit. Unfortunately, the application of the procedure, over time, has varied. Between 2001 and 2009 the Federal Transit Administration chose to focus only upon the one performance indicator, “net transportation system user benefit”, which is capital plus operating cost divided by time saved for both, private vehicles and PT. One year into the next presidential administration, intense lobbying by proposal submitters, restored the method developed under ISTEA (Bell, 2010). The lack of consistent use of an assessment procedure, despite it being legally mandated, reveals that a government might be free to ignore its own rulemaking. Furthermore, political clout by specific lawmakers often
steered “earmarked” money to favored districts and projects, clearly reducing the objectivity of the procedure. This is in sharp contrast with the long lasting, efficient method adopted and applied in Germany.

Canada

Canada is an exception amongst the richer, industrially developed countries in that, until about 2005, the Federal Government gave virtually no financial contributions towards PT projects, leaving it up to the provinces and regional/local governments (CUTA, 2011). The result has been a quite wide variation in the level of investment across the country, in general, and a significantly older fleet of vehicles than is seen in its U.S. neighbor.

On the other hand, Canadian cities tend to be more amenable to PT than U.S. cities. The sprawl has not been as severe, due to different tax policies and tighter land use controls, and despite continued population growth. Plus, cities are not as racially and economically segregated, reducing the perceptions of risk and stigma commonly attached to PT in the U.S. This has allowed Canada to operate with higher operating cost recovery factors, in general, than U.S. cities of the same size. In some instances, Toronto for example, under a parsimonious provincial government, some lower operating ratio lines were closed, reducing operating deficits but also service levels. Operating cost recovery rose to between 80% and 90%. Go Transit, the regional train service, also had a 90% cost recovery. These are phenomenally high numbers by North American (and even World) standards.

PT support remains sporadic and unpredictable for project planning purposes. In 2003, a substantial but one-time capital assistance of $CAN 300M was promised from the Federal Government for development of the new Canada Line rail corridor in Vancouver. This was combined with provincial funding to accelerate the investment schedule.

Expansion in Calgary and Edmonton of their Light Rail Transit (LRT) systems was quite slow for decades. In 2010, the Green Trip incentive fund was created by the Province of Alberta. It initially provided $CAN 2B that could be used for expansion anywhere in the province. It continues today with periodic application deadlines (Alberta Government, 2016). But Alberta remains a special case, due to its oil wealth and, consequently, is much less dependent on the Federal Government.

In Ontario, the same promise of forthcoming federal funding, as seen in Vancouver, gave new impetus to system investment. A new Bus Rapid Transit (BRT) system, Viva, began construction in 2003 and opened in 2005 in York (one of the member cities in the Greater Toronto Area regional planning body). In 2009, a further 37 kilometers of BRT began construction, as well as a 14 kilometer long LRT line (Ministry of Transportation (Ontario), 2009). Since then, an extension of a subway line through Vaughan to York is to be completed by the end of 2017, receiving only about one-third of capital financing from the Federal Government. A three-kilometer spur from a regional line to Pearson International Airport was funded on the condition that it cover its own expenses, thus, requiring a special branded service with a very high fare. It opened in June 2015 but demonstrated very low ridership so the fare was slashed by more than 50% within six
months (CBC News, 2016). A large expansion of the streetcar network within Toronto proper, and of the Go Transit regional rail systems, are also in the first stages of design but funding sources are not confirmed.

Montreal is where the consequences of the lack of adequate Federal support can, perhaps, best be seen. Competing uses of limited combined funds over the last decade included choosing between needed extensions of the Metro and additional regional rail lines to improve the limited area coverage, including Trudeau International Airport, versus replacement of antiquated rolling stock and equipment. Despite a new plan to inject $CAN2.5B over 2015 to 2017, the deferred maintenance and replacement backlog is so huge that the life of some of the metro stock will be extended to more than 60 years (Progressive Railroading, 2014).

The lack of a guarantee of a certain level of funding from the Federal Government, for which the provinces and cities can compete if a formal process is followed, remains an obstacle to long-term investment planning in many urban regions across Canada. It is also clearly contributing to PT systems that are inadequate to cope with population growth. However, after ten years, in 2015 a newly elected national government promised to place a higher priority on environmental concerns, and the entire assessment and funding procedure is now undergoing major revision.

**South Africa**

South Africa has a policy and legislative environment that on a national, provincial and local level encourages the integration of all modes and, in fact, prioritizes the needs of PT and non-motorized transport above that of the private automobile. The Act governing land transport in South Africa is quoted as saying (Republic of South Africa, 2000):

“For the purposes of land transport planning and the provision of land transport infrastructure and facilities, public transport must be given higher priority than private transport. Public transport services, facilities and infrastructure must be so provided and developed as to integrate the different modes of land transport”.

Due to the lack of all mode inclusive guidelines, current practice relies on old assumptions and, for many engineers, it is business as usual. In some cases, the engineering firms suggest alternative practices to provincial and local government (the implementers of PT projects). An example is the assessment of improved services for the N1 corridor between Bellville and Cape Town. The project team identified nine different alternatives for PT provision ranging from 'Do Nothing', moderate upgrades of current bus and rail services, to the development of a Busway (Vanderschuren et al., 2008).

Traditionally, Cape Town used CBA for the assessment of transportation projects. The First Edition of the Guidelines for Conducting the Economic Evaluation of Urban Transport Projects was issued in June 1992 after input from several stakeholders and practitioners. Since then, two reviews have taken place. In May 2002, the city adopted the Third Edition (CCT, 2002). This version allows for the possibility to assess road

\(^1\) = Assessment

and PT infrastructure investments, as well as interchange facilities. Criteria included are: income distribution considerations, regional developmental benefits (economic developments) and environmental considerations (integration of Environmental Impact Assessment (EIA) requirements).

In order to have confidence regarding the suggested implementation suggestion, the project team decided to step away from the CBA and apply MCA techniques. Different MCA methods have been developed during the last 30 years to support decision-makers facing conflicting decision situations. An MCA aims to rank or score a finite number of decision options based on a set of assessment criteria. The number of MCA techniques, relevant to developing countries, has increased rapidly over the past several decades (for a recent review see Figueira et al., 2005). They provide practically limitless options for combining weights information with the assessment matrix to attain a result (Hajkowicz and Higgins, 2008). In the Busway example, two different MCA techniques, as well as two different weightings, were applied. The final results are provided in Table 2. As can be seen from the results, the final score can be negative. In the case of a negative score, the overall impact of the alternative will lead to reduced benefits. Implementation is, therefore, not recommended.

A final theory that has been explored in South Africa is the Sustainable Livelihood Approach (SLA). The combined contributions to neighborhood theory of Howard (1898), Perry (1929), Stein and Wright (1929), and Fisher (1984) have provided a rich basis for devising a set of criteria for the planning of sustainable neighborhoods: economic, social, technical and environmental sustainability (Choguill, 2008).

| TABLE 2. Summary of the MCA Results for the N1 Busway in Cape Town |

<table>
<thead>
<tr>
<th>Alternative</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6a</th>
<th>6b</th>
<th>7</th>
<th>8a</th>
<th>8b</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Weighted sum</td>
<td>0.050</td>
<td>0.014</td>
<td>0.155</td>
<td>0.127</td>
<td>0.210</td>
<td>0.140</td>
<td>0.497</td>
<td>0.514</td>
<td>0.417</td>
<td>0.387</td>
<td>0.447</td>
<td>0.356</td>
</tr>
<tr>
<td>Initial Weighted sum</td>
<td>0.039</td>
<td>-0.011</td>
<td>0.137</td>
<td>0.084</td>
<td>0.180</td>
<td>0.095</td>
<td>0.431</td>
<td>0.454</td>
<td>0.329</td>
<td>0.301</td>
<td>0.381</td>
<td>0.296</td>
</tr>
<tr>
<td>Proposed EVAMIX</td>
<td>-3.469</td>
<td>-3.848</td>
<td>-1.485</td>
<td>-1.892</td>
<td>-1.125</td>
<td>-1.967</td>
<td>2.981</td>
<td>3.191</td>
<td>2.027</td>
<td>1.841</td>
<td>2.561</td>
<td>2.086</td>
</tr>
<tr>
<td>Initial EVAMIX</td>
<td>-2.910</td>
<td>-3.457</td>
<td>-1.155</td>
<td>-1.737</td>
<td>-0.830</td>
<td>-1.850</td>
<td>2.757</td>
<td>3.037</td>
<td>1.542</td>
<td>1.316</td>
<td>2.276</td>
<td>1.811</td>
</tr>
</tbody>
</table>

Source: Vanderschuren et al., 2008
Scoones (1998) suggests that the SLA is useful as an umbrella to categorize criteria and attributes, because it acknowledges that, particularly in poor communities, people gain their livelihoods through multiple activities rather than one formal job. In contrast to the previous environment and development thinking aimed at sustainable development, Sustainable Livelihoods is a people-centered paradigm, which emphasizes people’s inherent capacities and knowledge and is focused on community level actions (Chambers, 1986; UNDP and Wanmali, 1999). According to Chambers and Conway (1992) (cited in Scoones, 1998):

A livelihood comprises the capabilities, assets (including both material and social resources) and activities required for a means of living. A livelihood is sustainable when it can cope with and recover from stresses and shocks, maintain or enhance its capabilities and assets, while not undermining the natural resource base.

In South Africa, the SLA has been adapted by Barbour and Kane (2003), to include seven resources, which have been included in assessment tools in South Africa and Lesotho (Sah et al., 2008).

The resources applied are:

1. Natural resources, such as fuel consumption and land-use quality;
2. Human resources, such as access to basic services;
3. Social resources, such as neighborhood communication and emergency transport;
4. Financial resources, which includes all the costs related to a project;
5. Economic resources, such as job creation and entrepreneurship;
6. Infrastructure and services; and
7. Time, which includes free time available and independency of children to walk to school without adult supervision.

The move towards MCA and the SLA in South Africa, as demonstrated by various studies and authors has, unfortunately, not led to a change with regards to legal requirements.

**Lesotho**

The Kingdom of Lesotho, a land-locked country of about 30,500 km$^2$, with 2.2 million inhabitants, has recently adopted a SLA project assessment tool based, partly, following the South African example but taking the approach to new heights. Lesotho is mountainous over approximately two thirds of its area, where population densities are low. Economic development and survival is a challenge in these areas and, in winter, families are often divided for months as shepherds take their cattle to central points while leaving their wives and children behind. In a case of emergency, access to clinics and hospitals is often not available. Thus, improved rural public transport is important.
In the literature, the number and type of indicators (criteria), the difficulty of measuring indicators, as well as a lack of data, were identified as technical barriers (May et al., 2008). The question, therefore, arose on how to overcome these challenges in the Lesotho context. An in-depth analysis of government documents and local studies, as well as a review of data sources, led to the adoption of the seven resources identified previously in the South African case. In the final tool, a total of 81 attributes were included, clustered under the seven resources. The attributes were, in some cases, identical to the South African ones. However, there were others, such as soil erosion and access to agricultural land for urban dwellers that were specific to the Lesotho case. Furthermore, all 81 attributes were benchmarked for 8 different geographical area types. In this way, both rural and urban needs can be balanced.

The Lesotho Ministry of Public Works and Transport trusts that the newly developed tool will provide the balance between accessibility issues in rural areas and the need to promote economic development in urban areas. Lesotho Government, as well as the World Bank (sponsor of the project), scrutinized and accepted the tool. The six-month practical trial period assisted in fine-tuning local requirements.

**Other International Assessment Approaches**

The concern for improving assessment procedures is widespread, especially to better take into account longer term sustainability impacts. In 2008, The World Bank issued a policy paper that suggests that it will use a revised assessment method on future urban transport projects. It argues for evaluating such projects, not on a separate basis, but as to how they fit into a “core strategy” that supports broader development goals (Mitric, 2008). Once an initial plan is submitted for funding a particular project, it would be subjected to a set of criteria wider and more long term than simply the readily identifiable and direct economic development benefits. Some of the strategy elements include:

- All transport modes are within the strategy reach;
- Preference for PT modes as the main response to motorization, even when road investments are involved;
- Explicit concern for low-income and poor travelers and communities in both policy and investment dimensions;
- Emphasis on exclusive on-street space for PT trunk lines;
- Preference for public-private partnership (competition-for-the-market regulatory model), with service levels, fares and environmental parameters in public hands; and
- Focused institutional capacity to regulate the PT supply and manage traffic.

Note that this implies an MCA, but the World Bank did not specify that any particular MCA must be used. No doubt loan recipients will be able to submit and defend their own approach appropriate to their particular goals and the level of quantitative information that they have available.
The Asian Development Bank (ADB) has also made strides in developing a more comprehensive assessment policy that guarantees more consideration of the wider benefits of PT relative to auto-centric projects and whether there are supportive public policies like demand management and land use controls (ADB, 2009).

There are also NGOs offering advice on how to improve the design and selection of urban transport projects. For example, the Sustainable Urban Transport Project (SUTP) examines case study cities and distills some of the best practices into a recommendation for a detailed Sustainable Urban Mobility Plan planning cycle (SUTP, 2014). The Victoria Transport Policy Institute provides suggestions on a better overall approach to multi-modal transport project evaluation process based on accessibility instead of mobility (VTPI, 2016a), as well as a “Best Practices Guidebook” focused on a rigorous approach to determining PT benefits and costs in a CBA Analysis.

There are governmental organizations sponsoring research on improving the process as well. For example, the EVIDENCE project of the European Commission (EC) has multiple reports aimed at justifying the values used in CBA and other analyses. One, in particular, comes to the interesting conclusion that there is a list of measures like bike lanes, fare integration, better fare payment technology, real-time passenger information, and so on, that should be done anyway despite (so far) insufficient evidence to economically justify them on their own simply because they are likely to enhance the attractiveness of PT (Shergold and Parkhurst, 2016). Another EC-sponsored project, TIDE, offers a very helpful handbook on how to rigorously incorporate the new wave of transport innovations as possible project alternatives themselves and/or as elements in CBA, as well as an introduction to MCA methods (TIDE, 2013).

Space prohibits discussion of the numerous official methodologies based on CBA in use by governments at all levels. But of particular note is an official guideline from New Zealand, which includes a requirement entitled “Comparison of overseas best practice sustainable development impact assessment” (Abley, et al., 2010). The comparison, unfortunately, is limited to English speaking countries but can serve as a template for a wider comparison of nations that use CBA supplemented with additional factors and/or MCA. Finally, Holian and McLaughlin (2016) provide a thorough analysis of how the State of California CBA procedure compares with its peers and some local governments and suggests how it might be modified for multi-modal applications.

**Highlights from the International Assessment Review**

Every MCA assessment method appears to have advantages and disadvantages. The literature has not come to a conclusion with regards to a preferred method. There are two main schools of thought regarding MCA. The first unifies scores across alternatives, applies a weighting and sums the result per alternative. The second school of thought takes the comparison a step further. After the unification of scores, weighted alternatives are compared pair-wise. It is important to note that different assessment methods might lead to different conclusions. It is also important to note that there isn’t even consensus that CBA should be replaced with MCA, especially as CBA methods are including more and more environmental and social criteria.
In the N1 Corridor project (Vanderschuren et al., 2008) it was decided to use two significantly different methods: The Weighted Sum method (appealing to the first school of thought) and the Evamix method (appealing to the second school of thought) (Vermeulen, 1986). The Evamix approach by Voogd (1982 and 1983), and described in Nijkamp et al., (1990) and Martel and Matarazzo (2005), treats data in the assessment matrix differently, depending on whether it is qualitative (ordinal) or quantitative (cardinal). This is an important contribution of Evamix to MCA. Evamix requires cardinal information on criteria weights. Evamix commences by identifying unique pairs of options. It then determines an ordinal and cardinal dominance score (Hajkowicz and Higgins, 2008). Besides applying two different MCA methods, two different weightings were applied, as well. In all calculations, with both methods, it was concluded that this strengthened the decision-making process.

Some countries, such as Switzerland and, to a lesser extent, the Netherlands, use social norms that guarantee a basic service level of PT for all. Other countries, such as Germany and the U.S., have a long history in using traditional assessment methods (CBA) that are based on a conversion of criteria into monetary terms. One very positive aspect of the process in these countries is the transparency provided. All proposers of new projects use the same set of criteria and values. At the same time, with the enhancements added over the years, the process provides enough flexibility so that circumstances, that are special to a particular location, can be explained and accommodated.

In the German case, it has proven to be extremely valuable to have continued funding guaranteed for a started project, as well as the scheduling of a project in a medium-term funding plan. Furthermore, the participation of government representatives during all planning stages has increased transparency and comparability of projects country wide.

In some cases, described weaknesses were country specific. In other cases, they were related to the method itself. Table 3 provides an overview of the comprehensiveness and, to some extent, advantages and disadvantages of different explored methods.

MCA and, subsequently, SLA were developed to address shortcomings in existing methods. The fact that disadvantages are reduced in more recently developed methods indicates that they are successful in addressing shortcomings. Although MCA have proven to be useful transport assessment tools, it can be concluded that the SLA is the most holistic and inclusive method described. Specifically, when decision-makers are investing vast amount of taxpayers’ money in PT systems that have goals that address the needs of the most vulnerable in the society, decision-making needs to be sound and investment needs to reach as many as possible. This is even more important in developing countries, where financial resources are scarce.
TABLE 3. Overview of Different Basic Assessment Methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantage</th>
<th>Disadvantage</th>
<th>Country of Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost Benefit Analysis (CBA)</td>
<td>• Well structured</td>
<td>• Problem converting non-monetary criteria</td>
<td>U.S. Germany</td>
</tr>
<tr>
<td></td>
<td>• One dimension</td>
<td>• Many calculations to change everything into a currency</td>
<td>England Wales</td>
</tr>
<tr>
<td></td>
<td>• Gives economic result</td>
<td>• Monetary values for different countries vary severely</td>
<td>Denmark</td>
</tr>
<tr>
<td></td>
<td>• Sensitivity analysis possible</td>
<td>• Discounts costs and benefits to future generations</td>
<td></td>
</tr>
<tr>
<td>Multi-Criteria Analysis (MCA)</td>
<td>• Qualitative and quantitative dimensions included</td>
<td>• No direct sensitivity analysis</td>
<td>South Africa</td>
</tr>
<tr>
<td></td>
<td>• Weighting of criteria creates transparency</td>
<td>• Different methods might provide different answers</td>
<td>Future World Bank Funded projects</td>
</tr>
<tr>
<td></td>
<td>• Possible to handle vast amounts of information</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Sensitivity analysis through change of weighting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sustainable Livelihood Approach</td>
<td>• Provides multiple goal approach</td>
<td>• No direct sensitivity analysis</td>
<td>Lesotho</td>
</tr>
<tr>
<td>(SLA)</td>
<td>• Qualitative and quantitative dimensions included</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Weighting of criteria creates transparency</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Possible to handle vast amounts of information</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Sensitivity analysis through change of weighting</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The majority of assessment tools reviewed in this paper were computer based. Although a black-box approach should be avoided to guarantee transparency, user friendly systems are valuable to decision-makers. A reduction in processing time, as well as a better understanding by users that have not specialized in the field, is provided.

An ironic result of the elaborate procedure required to receive funds from the U.S. Federal Government is that achievement of environmental goals is, at best, delayed and, at worst, prevented. One reason is that many automobile-based master plans are ‘grandfathered’. They were approved many years ago and cause little delay once developers have financing arranged. By comparison, major PT projects require 3 to 5 years to reach groundbreaking. The answer is not to remove the environmental study requirement from PT studies, but perhaps to incentivize local governments into canceling master plans that do not adequately consider the environmental bottom line.

The lack of systematic and consistent support from the Federal Government of Canada has hampered the ability to assemble large sums by regional and provincial governments. It is reflected in both bus and rail rolling stock that remains in use for much longer than average for developed countries. This, in turn, raises operating and maintenance costs borne at the local and regional levels, particularly with the bus mode,
also reducing attractiveness for choice users. It is also reflected in the lateness, relative to their peers, in which large cities like Montreal and Toronto get rail connections to their major airports and the delay of metro extensions in very high demand corridors, like Toronto to York.

**Transferring Best Features of Various Methods to Other Countries**

No locality, region or nation can import a complete project assessment method, including criteria and attributes, from other places. There will always be specific issues that must be addressed and existing legal structures that must be respected. Nevertheless, it might well be possible to incorporate many positive features from other places. It is in this spirit that Table 4 has been constructed. It rates the various example nations and the World Bank, discussed in this paper, regarding how well they serve the attributes that the authors’ suggested characterized a good assessment method.

**TABLE 4. Summary of Criteria and Rating Attributes at the National Level**

<table>
<thead>
<tr>
<th>Category</th>
<th>Country</th>
<th>G</th>
<th>CH</th>
<th>NL</th>
<th>U.K.</th>
<th>DK</th>
<th>SUSTAIN</th>
<th>U.S.</th>
<th>CA</th>
<th>ZA</th>
<th>LS</th>
<th>World Bank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs</td>
<td>Project capital costs</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Operational costs</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>LDN1</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Maintenance costs</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>LDN1</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Economic</td>
<td>Job creation</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Job security</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>Ra</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Entrepreneurship</td>
<td>N</td>
<td>N</td>
<td>Ul</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Tourism</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>LDN</td>
<td>Ps</td>
<td>Ps</td>
<td>N</td>
<td>Ps</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Impact on logistics</td>
<td>N</td>
<td>N</td>
<td>Ul</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Ps</td>
<td>Ps</td>
<td>Ps</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Financial wellbeing</td>
<td>N</td>
<td>N</td>
<td>Ul</td>
<td>Ra</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Social</td>
<td>Social security</td>
<td>N</td>
<td>N</td>
<td>Ul</td>
<td>Ra</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Ps</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Equity between regions/provinces</td>
<td>N</td>
<td>Y</td>
<td>L</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Densities and land use</td>
<td>Y</td>
<td>Y</td>
<td>Ps</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Ps</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Emergency services</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>LDN</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Disaster management</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>LDN</td>
<td>N</td>
<td>Ps</td>
<td>N</td>
<td>Ps</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Communication</td>
<td>N</td>
<td>N</td>
<td>Ul</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
</tbody>
</table>

**Legend:**
- Y = Yes
- N = No
- LDN = London
- Ps = Project specific
- Ra = Rural areas
- Uk = Unknown
- Ul = Unlikely
- E = Excellent
- VG = Very Good
- G = Good
- F = Fair
- P = Poor
- VP = Very Poor
- L = Likely
- N/A = Not Applicable

1. Contracting in London, otherwise socially necessary services only
2. National required, local content not allowed
3. Pertains to developing countries
### TABLE 4. (Cont’d) Summary of Criteria and Rating Attributes at the National Level

<table>
<thead>
<tr>
<th>Category</th>
<th>Country</th>
<th>G</th>
<th>CH</th>
<th>NL</th>
<th>U.K.</th>
<th>Dk</th>
<th>SUSTAIN</th>
<th>U.S.</th>
<th>CA</th>
<th>ZA</th>
<th>LS</th>
<th>World Bank</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>CH</td>
<td>NL</td>
<td>U.K.</td>
<td>Dk</td>
<td>SUSTAIN</td>
<td>U.S.</td>
<td>CA</td>
<td>ZA</td>
<td>LS</td>
<td>World Bank</td>
</tr>
<tr>
<td></td>
<td>Road safety</td>
<td>Y</td>
<td>N</td>
<td>L</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Active transport and health</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Access to basic services</td>
<td>Y</td>
<td>N</td>
<td>L</td>
<td>Ra</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Access to agriculture</td>
<td>N</td>
<td>N</td>
<td>L</td>
<td>Ra</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Sense of freedom</td>
<td>N</td>
<td>N</td>
<td>L</td>
<td>Ra</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Transport related fear</td>
<td>N</td>
<td>N</td>
<td>L</td>
<td>Ra</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Energy use</td>
<td>Y</td>
<td>N</td>
<td>L</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Air pollution</td>
<td>Y</td>
<td>N</td>
<td>L</td>
<td>LDN</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Noise pollution</td>
<td>Y</td>
<td>N</td>
<td>L</td>
<td>LDN</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Clean water provision</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>U1</td>
<td>U1</td>
<td>√</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Local materials availability</td>
<td>N</td>
<td>N</td>
<td>U1</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>U1</td>
<td>√</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Soil erosion</td>
<td>N</td>
<td>N</td>
<td>U1</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>U1</td>
<td>√</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Free time available</td>
<td>N</td>
<td>N</td>
<td>U1</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>√</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Child independence</td>
<td>N</td>
<td>N</td>
<td>U1</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Ps</td>
<td>√</td>
<td>N</td>
</tr>
<tr>
<td>Assessment Method</td>
<td>Multiple goals</td>
<td>VG</td>
<td>N/A</td>
<td>F</td>
<td>P</td>
<td>E</td>
<td>G</td>
<td>VP</td>
<td>F</td>
<td>E</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Relative weighting of goals</td>
<td>Via S</td>
<td>N/A</td>
<td>L</td>
<td>P</td>
<td>E</td>
<td>F</td>
<td>N/A</td>
<td>F</td>
<td>G</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multi-faceted</td>
<td>G</td>
<td>N/A</td>
<td>L</td>
<td>F</td>
<td>VG</td>
<td>G</td>
<td>Ps</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Measurable objectives (KPIs)</td>
<td>G</td>
<td>G</td>
<td>P</td>
<td>N/A</td>
<td>G</td>
<td>G</td>
<td>N/A</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Practicality of baseline data</td>
<td>G</td>
<td>G</td>
<td>P</td>
<td>N/A</td>
<td>G</td>
<td>N/A</td>
<td>G</td>
<td>N</td>
<td>G</td>
<td>G</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Practicality of computation</td>
<td>G</td>
<td>N/A</td>
<td>P</td>
<td>N/A</td>
<td>G</td>
<td>G</td>
<td>N/A</td>
<td>P</td>
<td>E</td>
<td>F</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Comprehensibility</td>
<td>G</td>
<td>E</td>
<td>L</td>
<td>N/A</td>
<td>VG</td>
<td>VG</td>
<td>N/A</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Defensibility</td>
<td>G</td>
<td>E</td>
<td>VP</td>
<td>P</td>
<td>VG</td>
<td>F</td>
<td>E</td>
<td>G</td>
<td>F</td>
<td>G</td>
<td>E</td>
</tr>
<tr>
<td></td>
<td>Valid assumptions</td>
<td>G</td>
<td>VG</td>
<td>P</td>
<td>P</td>
<td>VG</td>
<td>F</td>
<td>N/A</td>
<td>G</td>
<td>E</td>
<td>G</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not biased against long-term</td>
<td>F</td>
<td>E</td>
<td>F</td>
<td>P</td>
<td>VG</td>
<td>F</td>
<td>P</td>
<td>G</td>
<td>E</td>
<td>G</td>
<td></td>
</tr>
<tr>
<td></td>
<td>National government</td>
<td>E</td>
<td>G</td>
<td>VP</td>
<td>P</td>
<td>E</td>
<td>G</td>
<td>P</td>
<td>P</td>
<td>VG</td>
<td>G</td>
<td></td>
</tr>
</tbody>
</table>

Legend:
- Y = Yes
- N = No
- LDN = London
- Ps = Project specific
- Ra = Rural areas
- Uk = Unknown
- Ul = Unlikely
- E = Excellent
- VG = Vary Good
- G = Good
- F = Fair
- P = Poor
- VP = Very Poor
- L = Likely
- N/A = Not Applicable

1 Contracting in London, otherwise socially necessary services only
2 National required, local content not allowed
3 Pertains to developing countries
Two observations are made, about the practical limits of formal assessment procedures, despite their apparent theoretical advantages in more equitable, consistent and inclusive results.

1. The formal assessment assumes cooperative government at all levels, each willing to participate in good faith and abide by the outcomes of the alternatives analyses and public participation (although it needs to be mentioned that public participation, in many instances, could benefit from refinement, including taking better advantage of social media and the internet). An example is the aforementioned SUTP’s very logical planning cycle for a Sustainable Urban Mobility Plan. Step 7 is “Agree on clear responsibilities and allocate funding” (SUTP, 2014). In reality, there is a chronic lack of agreement in many jurisdictions.

2. There can be other laws or public policies adverse to laws that dictate a PT assessment procedure. An important feature of an effective procedure is that it mandates an array of alternatives be explored. An adverse law or public policy can take promising alternatives off of the table.

Some Suggestions for Further Improvements

There is a school of thought that the CBA should continue to be the dominant form of evaluation, albeit with continual refinements. The Organization for Economic Cooperation and Development (OECD) recently convened a workshop of CBA experts to discuss the future of transport assessment (Veryard, 2016). Amongst their conclusions, they thought it important to restate this quote (Dobes and Bennett, 2009):

“In MCA, objectives are generally weighted according to their priority for the decision maker (and to an extent their degree of overlap with other objectives). While guidelines are available to support MCA decision processes, economists are generally skeptical of its application due to issues of double counting, arbitrary implicit valuations, lack of viability thresholds, and “gaming” the system”.

As for trying to evaluate several factors simultaneously (Dobes and Bennett, 2009):

“Several participants argued that in such instances, it is preferable to instead highlight these relevant impacts qualitatively alongside the CBA result, as is the practice in the U.K. Appraisal Summary, rather than adding a false sense of precision with the integrated result of the MCA approach”.

The authors feel that similar accusations can be made about the CBA. This is especially so when forecasts are involved and future costs must be estimated. It is indeed an improvement to add qualitative relevant impacts alongside the CBA result. Thus, MCA should not be abandoned, but seen as valuable extension of CBA, as demonstrated in the Cape Town case, where all traditional CBA values were included in the assessment and in the new Danish SUSTAIN method where a probabilistic form of CBA is included.
The suggested MCA enhancement might come in the form of an AHP, a decision-making method that is already widely used in the marketing profession and in some corporate internal decisions involving major investments. It has shown promise, even for application in less developed countries, but there are many issues to overcome, such as lack of data and experts on needed topics (Khademi et al., 2014). The Danish (REMBRANDT based) method was the only one listed in our sampling that requires the use of anything similar to AHP. Its appeal is that it is intuitive and, thus, can be understood without deep mathematical capability. It addresses the problem of incommensurability of the various goals, as well as the issue of different importance of these goals.

Discounting also needs further refinement. The use of differential discounting between actual money expenditures and monetized values could have a profound impact on project selection. Martin Weitzman (1994) advocates use of discount rates that become smaller as the distance into the future becomes longer. It falls to 1% for 76 to 200 years into the future. Bruun (2013) discusses the possibility of using no, or a very low discount rate, for any monetized environmental costs and benefits while continuing to use the customary discount rate for actual monetary expenditures on civil works and equipment. This is based on the argument that sustainability, in the strictest definition, requires that environmental impacts to future generations be counted as equal to the current.

Finally, the type of delivery method that is appropriate for a particular project remains a contentious subject. This is unfortunate as the entire feasibility and affordability of a particular alternative may depend upon whether and how the private sector participates in the various parts of the lifecycle, from initial funding through the construction phase and daily operation. Tang and Lo (2010) provide an example of three “influence diagrams,” one each for the build, fund, and own decisions. For each of these, there are three possible agents, the railway operator, the government or a property developer. Conditional probabilities are then used in this interaction chain to estimate which agent is likeliest to give the best outcome for each of these decisions. In the spirit of trying to systematize and quantify important relationships between parties to help select the best possible candidate project alternatives, perhaps influence diagrams merit more widespread use.

**Concluding Remark**

This paper describes a wide range of assessment tools, and implementations from all over the world. Transport project assessment is specific to local policies and conditions. However, the authors are of the opinion that national governments and local authorities can learn from the experience of others. Furthermore, more inclusive assessment methods, such as MCA and SLA and packages that unify qualitative and quantitative factors, like AHP/REMBRANDT, are preferred over traditional CBA alone. For suggested criteria, see Table 4. In practice, analytic MCA and SLA methods would have to condense these criteria into a few key higher level groups.
It is worthwhile to follow current events as new methods actually combine the CBA with MCA, such as the Cape Town case and SUSTAIN. This overcomes many of the shortcomings of the more traditional and simpler methods. They show promise for adaption to a variety of circumstances, particularly in an era where participation at levels - public, professional and elected officials, is becoming easier and more efficient.

This paper does describe positive and negative aspects of various assessment tools. Although many, if not all, methods/tools have challenges, the authors are of the opinion that a broad and inclusive assessment of PT investment project is a must and that the ad-hoc investments witnessed around the world should be avoided.
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Abstract

An important issue in public transport is punctuality. Because delays are often caused by external factors, an efficient way to mitigate passengers' negative reactions is to point out these factors in an excuse. The current study investigated whether excuses following train delay can be optimized by making minor changes to their content. Specifically, we compared the effectiveness of specific and non-specific excuses. Furthermore, we investigated whether adding different types of an apology influenced the effectiveness of the excuse. The results indicated that specific excuses resulted in more forgiveness and a reduced intention to avoid public transport in the future. Further analyses showed that specific excuses were more acceptable and were therefore more successful at reducing perceived responsibility. The presence or absence of an apology did not influence excuse effectiveness. These findings suggest that minor adjustments to the communication strategy of public transport organizations can reduce passenger loss due to delays.

Keywords: trust repair, public transport, delay, excuse, apology

Introduction

When railway passengers purchase a ticket, they expect their train to arrive on time. However, these expectations are often violated. In Belgium, for instance, 11% of the trains in 2015 were either delayed by more than six minutes or cancelled (Infrabel, 2016). Research has shown that the inability to meet consumer expectations is perceived as a
violation of trust (Wang & Huff, 2007), which leads to complaints (Brown & Beltramini, 1989; Folkes, Koletsky, & Graham, 1987), negative word of mouth (Brown & Beltramini, 1989; Wang & Huff, 2007), and reduced repurchase intention (Folkes et al., 1987; Wang & Huff, 2007). In line with this evidence, recent polls indicate that the current situation of frequent delays has culminated in a general feeling of dissatisfaction among the Belgian railway passengers (Test-Aankoop, 2015). To avoid passenger loss, an important question is therefore how trust can be restored after a train delay.

Previous work has shown that the consequences of trust violation strongly depend on how the transgression is perceived. For example, studies have shown that the influence of inadequate service provision was reduced when consumers did not expect the event to reoccur (Folkes et al., 1987; Wang & Huff, 2007), evaluated the inconvenience as small (Brown & Beltramini, 1989), or felt that the supplier had no control over the situation (Brown & Beltramini, 1989; Folkes et al., 1987). As a result, an interesting approach to repair trust is to provide an excuse that lists the external factors contributing to the transgression (Kim, Dirks, & Cooper, 2009; Shaw, Wild, & Colquitt, 2003; Snyder & Higgins, 1988). Interestingly, train delays are often the result of factors beyond the control of the railway company. In Belgium, for example, 39.4% of the delays were caused by external factors such as cable theft (Infrabel, 2016). An efficient strategy to mitigate the reputational and financial costs associated with train delay is therefore to communicate these external factors to the passengers in a general announcement. In line with this suggestion, delay announcements typically consist of an excuse (e.g., “The train with destination Antwerp is delayed by 15 minutes due to a technical failure”) followed by an apology (e.g., “Our apologies for the delay”). However, excuses should be used with care as studies indicate that unconvincing explanations may have unintended harmful effects instead (Ferrin, Kim, Cooper, & Dirks, 2007; Kim et al., 2009). Therefore, the goal of the current study was to investigate how train delay announcements can be optimized by making minor changes to their content. Based on previous research, we will first investigate whether train delay announcements are more effective when they include a specific rather than an abstract excuse (Frey & Cobb, 2010; Greenberg, 1994; Shapiro et al., 1994). We will furthermore investigate whether apologies have a positive or a negative influence when they are combined with an excuse (Kim et al., 2009; Tomlinson, Dineen, & Lewicki, 2004). Finally, we will investigate whether the influence of an apology depends on whether it refers to the cause or to the consequence of the delay (Kim et al., 2009). As such, the present work aims to provide insight in how railway companies can augment their communication strategy to mitigate the negative impact of train delays.

**Specificity of Excuses**

Delay announcements often contain an excuse (e.g., “... due to a technical failure ...”). A widely used framework to interpret the influence of excuses is fairness theory (Folger & Cropanzano, 2001; Frey & Cobb, 2010; Gilliland et al., 2001; Shaw et al., 2003). Applied to train delays, this theory states that the degree to which passengers hold the railway company responsible depends on whether the delay could have been prevented (i.e.,
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could counterfactual), on whether the delay should have been prevented (i.e., should counterfactual), and on whether they would have been better off without the delay (i.e. would counterfactual). Specifically, fairness theory postulates that the sense of injustice experienced by delayed railway passengers will depend on the number of questions to which the answer is affirmative (Shaw et al., 2003).

Because the goal of an excuse is to deflect responsibility to external factors, their effect can be situated at the level of could counterfactuals (Shaw et al., 2003). It is well documented that individuals automatically overestimate the internal and underestimate the external factors that contributed to a transgression (Kim et al., 2009). As a result, railway passengers are likely to initially assume that the delay could have been prevented. However, providing information on the contributing external factors may cause passengers to reconsider their initial internal attribution. It is assumed that such a shift from internal to external attribution will decrease the perceived responsibility of the railway company and will therefore reduce the negative consequences associated with the delay (Frey & Cobb, 2010; Gilliland et al., 2001; Shaw et al., 2003).

Importantly, research on excuses in interpersonal and organizational settings has identified that their effectiveness strongly depends on whether or not they are acceptable (Bies, Shapiro, & Cummings, 1988; Frey & Cobb, 2010; Mansour-Cole & Scott, 1998; Mellor, 1992; Shapiro, 1991; Shaw et al., 2003). Stated in terms of fairness theory, an excuse can be thought of as acceptable when it is legitimate and a legitimate excuse is more likely to reduce the perceived responsibility for a transgression. However, to successfully attribute a train delay to external factors it is especially relevant to know which factors constitute an acceptable excuse. Studies on this matter have revealed that acceptability is influenced both by the source and the content of the excuse. In particular, these studies indicated that an excuse should ideally be delivered in a sensitive way (Greenberg, 1993, 1994; Shapiro, Buttnner, & Barry, 1994) by a trustworthy person (Greenberg, 1993) and contain detailed information regarding the external factors that contributed to the transgression (Frey & Cobb, 2010; Greenberg, 1994; Shapiro et al., 1994).

Whereas sensitivity and trustworthiness are difficult to manipulate in the short and formal messages that are used to communicate train delays, detailed excuses can be formed with minor effort. Therefore, the first goal of the current study was to investigate the influence of message specificity on the effectiveness of train delay excuses. Furthermore, to understand the process through which message specificity operates, we will additionally examine the role of two mediating variables. In line with previous work, we will first explore the mediating role of acceptability (Frey & Cobb, 2010). In addition, we will also explore the influence of perceived responsibility. In particular, we will test the assumption that acceptable excuses are more effective because they are more successful at reducing doubt concerning the responsibility of the railway company for the delay (Frey & Cobb, 2010; Gilliland et al., 2001; Shaw et al., 2003).
Combining Excuses with Apologies

Following the excuse, delay announcements frequently contain an apology (e.g., “... our apologies for the delay”). An apology can be defined as a statement in which the perpetrator admits responsibility and conveys regret for a trust violation. Although it entails an admission of guilt, it is assumed that such a message is successful because it communicates remorse and the intention to avoid a similar violation in the future (Ferrin et al., 2007; Kim et al., 2009). Indeed, the effectiveness of apologies is well established in organizational, interpersonal, and commercial settings (Bisel & Messersmith, 2012; Ferrin et al., 2007; Koehn, 2013; Ohbuchi, Kameda, & Agarie, 1989; Patel & Reinsch, 2003; Risen & Gilovich, 2007; Roschk & Kaiser, 2013). However, not much is known about the influence of apologies in the context of an excuse. According to an influential framework, excuses and apologies operate at a different level of trust repair (Kim et al., 2009). In particular, it is assumed that the success of an excuse depends on whether or not it is able to attribute the transgression to an external cause. Apologies, on the other hand, entail a confession of guilt and could therefore undermine the external shift intended by the excuse (Kim et al., 2009). In support of this idea, it has been shown that apologies are more effective when they are paired with an internal attribution compared with an external attribution (Tomlinson, Dineen, & Lewicki, 2004).

In light of the above, the second goal of the present study was to examine the influence of apologies on the effectiveness of train delay excuses. Because apologies imply a confession of guilt, it can be expected that apologizing for the delay has a negative impact on the legitimacy of the excuse. However, this may depend on the content of the apology. Specifically, an apology can refer to the cause of the delay (e.g., “our apologies for the incident”) or to the consequence of the delay (e.g., “our apologies for the inconvenience”). While an apology referring to the cause contains an internal attribution, an apology referring to the consequence does not. Instead, it brings across an empathic response. Consequently, it can be hypothesized that a cause apology may have a negative influence on the effectiveness of the excuse, whereas a consequence apology may have a positive influence.

To conclude, the current study aims to study how excuses following train delay can be optimized. First, we will study whether specific excuses are more effective than non-specific excuses. Second, we will examine if the addition of an apology has a positive or negative influence on excuse effectiveness and whether this depends on the type of apology.

Method

Participants

A sample of 128 Dutch-speaking Belgian participants took part in the study (82 females, 42 males, $M_{age} = 25.53$, $SD_{age} = 11.13$). The majority of the sample (88) was recruited online through social media advertisements and the remaining 40 participants were
first year psychology students of Ghent University who received partial course credit in exchange for their participation. Missing descriptive data were present for four participants. That is, three participants entered neither age nor gender information and one participant entered only age information. Participants indicated to make on average 15.49 train journeys per month (Table 2). Subjects were randomly assigned to the different conditions of the Excuse Type (specific or non-specific) x Apology Type (no apology, cause apology, consequence apology) design. Importantly, randomization was performed separately for credit students and social media volunteers to ensure that recruitment method was not confounded with the experimental manipulations.

**Design and Procedure**

Participants were asked to read and imagine a scenario (Supplementary Material). The scenario described a situation in which the subject was waiting for a train when it was announced that the train would be delayed by 20 minutes. The announcement started with an excuse. Importantly, the excuse could be either specific (“due to a copper theft in the vicinity of Lokeren”) or non-specific (“due to problems on the railway track”). Following the excuse there was either no apology, an apology referring to the cause of the delay (“our apologies for this incident”), or an apology referring to the consequence of the delay (“our apologies for the inconvenience”). After participants had read the scenario, they were asked to answer a number of questions that assessed the effectiveness of the excuse. Finally, participants were asked how often they take the train and how often they are confronted with train delays.

**Measures**

All items were measured on a 7-point Likert scale going from “Strongly Disagree” to “Strongly Agree”. Example items are translated from Dutch to English. The full set of items is available in Supplementary Material.

**Manipulation Check.** The effectiveness of the manipulation was measured by assessing excuse specificity, excuse realism, and apology perception. The specificity of the excuse was measured with four items (α = 0.93). An example item is: “I think the explanation for the delay is specific”. The realism of the excuse was measured with three items (α = 0.83). An example item is: “I find the cause of the delay unlikely” (reverse scored). Finally, two questions were used to check whether the apology was perceived as an apology that referred to the cause or as an apology that referred to the consequence, namely “I think the railway company apologized for the event that caused the delay” (cause) and “I think the railway company apologized for the inconvenience I experienced due to the delay” (consequence). Note that these last two questions were only answered by participants for whom the announcement contained an apology (N = 83).

**Mediator Variables.** The acceptability of the excuse was evaluated with six items (α = 0.85) based on previous research (Frey & Cobb, 2010; Riordan, Marlin, & Kellogg, 1983; Shapiro, 1991; Shapiro et al., 1994). An example item is: “The explanation is acceptable”.
The perceived responsibility of the railway company was measured with three items ($\alpha = 0.77$). An example item is: "I think the railway company could have avoided this delay".

**Outcome Variables.** The effectiveness of the excuse was assessed by measuring forgiveness, revenge, avoidance, benevolence, and complaints. The degree of forgiveness was evaluated with five items ($\alpha = 0.89$) based on the study of Subkoviak et al. (1995). An example item is: “After hearing this explanation, I could forgive the railway company for the delay”. Items for revenge, avoidance, and benevolence were adapted from the Transgression-Related Interpersonal Motivations Inventory (McCullough, Root, & Cohen, 2006). The tendency to take revenge was measured with three items ($\alpha = 0.88$). An example item is: “Despite hearing this explanation, I would hope that the railway company gets what it deserves”. The degree to which participants wanted to avoid train travel as a result of the delay was measured with six items ($\alpha = 0.88$). An example item is: “Despite this explanation, the delay would encourage me to no longer travel by train”. Benevolence towards the railway company was measured by means of two items ($\alpha = 0.66$). An example item is: “Even though I am disadvantaged, I would have goodwill for the railway company after hearing this explanation”. Finally, the tendency to complain was assessed by four items ($\alpha = 0.69$). An example item is: “Despite this explanation, the delay would encourage me to complain to the train conductor”.

**Control Variables.** The frequency of train travel was measured by asking “On average, how many times per month do you take the train?” and the frequency of train delay was measured by asking “On average, how many times per month is your train delayed?”.

**Analyses**

All analyses were performed with SPSS for windows 21.0, except for the Bayesian analysis which was performed with JASP (Love et al., 2015) and the path analysis which was performed in R (R Development Core Team, 2013) with the lavaan package (Rosseel, 2012). P-values in the main analysis were corrected for testing multiple dependent variables according to Holm’s procedure (Holm, 1979). The Bayes factors (BFs) obtained in the Bayesian analysis were interpreted according to Jeffreys (1961) with $1 < BF \leq 3$ indicating anecdotal evidence, $3 < BF \leq 10$ indicating substantial evidence, and $BF > 10$ indicating strong evidence. BFs measure the evidence for hypothesis A relative to hypothesis B. For example, a BF of 3 indicates that the data is 3 times more likely under hypothesis A than under hypothesis B.

One participant was excluded from all analyses because of excessive missing data (i.e., 21%). In addition, one participant was not included in the manipulation check analyses because no data was recorded for the relevant variables. For the other participants, we first performed Little’s MCAR test to examine if there was a pattern in the missing data ($< 7\%$). This revealed a normed $\chi^2$ of 1.11. We therefore performed expectation-maximization to estimate the missing values at the item level.
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Results

Manipulation Check

The manipulation check revealed that the specific excuse was perceived as more specific than the non-specific excuse, \( t(124) = 12.39, p < 0.001 \), but not as more realistic, \( t(124) = 1.28, p = 0.203 \) (Table 1). However, the cause apology was not perceived as referring more to the cause than the consequence apology, \( t(80) = 1.61, p = 0.111 \), and the consequence apology was not perceived as referring more to the consequence than the cause apology, \( t(80) = 0.71, p = 0.483 \) (Table 1).

Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Non-Specific</th>
<th>Specific</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cause</td>
<td>Consequence</td>
</tr>
<tr>
<td>Specificity</td>
<td>2.24</td>
<td>(0.81)</td>
</tr>
<tr>
<td>Realism</td>
<td>5.38</td>
<td>(1.18)</td>
</tr>
<tr>
<td>Cause</td>
<td>3.90</td>
<td>(1.97)</td>
</tr>
<tr>
<td>Consequence</td>
<td>5.40</td>
<td>(1.47)</td>
</tr>
</tbody>
</table>

Excuse Specificity and Type of Apology

To test the influence of Excuse Type and Apology Type on the evaluation of the excuse (Table 2), we first conducted separate ANCOVAs for each mediator and outcome variable with Excuse Type (non-specific or specific) and Apology Type (none, cause, or consequence) as factors and with Train Travel Frequency and Train Delay Frequency as covariates. As can be seen in Table 3, the main effect of Excuse Type was significant for acceptability, perceived responsibility, forgiveness, and avoidance. The main effect of Apology Type and the interaction between Excuse Type and Apology Type produced no significant effects. The results indicated that participants who received a specific excuse rated the excuse as more acceptable. Moreover, these participants were less likely to hold the railway company responsible for the delay, were more likely to forgive the railway company for the delay, and expressed a reduced intention to avoid train travel in the future. The presence of an apology did not have an influence on the outcome of the excuse.
TABLE 2.
Means and standard deviations of the Excuse Type x Apology Type analysis separately for the different conditions (columns) and dependent variables (rows)

<table>
<thead>
<tr>
<th></th>
<th>Non-Specific</th>
<th>Specific</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cause</td>
<td>Consequence</td>
</tr>
<tr>
<td>Acceptability</td>
<td>4.80 (1.50)</td>
<td>4.22 (1.02)</td>
</tr>
<tr>
<td>Responsibility</td>
<td>3.17 (1.12)</td>
<td>3.70 (0.91)</td>
</tr>
<tr>
<td>Forgiveness</td>
<td>4.58 (1.50)</td>
<td>3.87 (1.22)</td>
</tr>
<tr>
<td>Benevolence</td>
<td>4.70 (1.32)</td>
<td>4.07 (1.24)</td>
</tr>
<tr>
<td>Avoidance</td>
<td>2.88 (1.40)</td>
<td>3.08 (1.25)</td>
</tr>
<tr>
<td>Revenge</td>
<td>2.25 (1.46)</td>
<td>2.21 (1.48)</td>
</tr>
<tr>
<td>Complain</td>
<td>3.01 (1.10)</td>
<td>3.16 (0.71)</td>
</tr>
<tr>
<td>Train Travel</td>
<td>13.20 (11.29)</td>
<td>19.00 (16.71)</td>
</tr>
<tr>
<td>Train Delay</td>
<td>7.45 (10.42)</td>
<td>9.38 (11.68)</td>
</tr>
</tbody>
</table>

TABLE 3.
Results of the Excuse Type x Apology Type ANCOVA

<table>
<thead>
<tr>
<th>Excuse</th>
<th>F(1,119)</th>
<th>ηp²</th>
<th>Apology</th>
<th>F(2,119)</th>
<th>ηp²</th>
<th>Excuse x Apology</th>
<th>F(2,119)</th>
<th>ηp²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptability</td>
<td>22.31***</td>
<td>0.16</td>
<td>1.42</td>
<td>0.02</td>
<td>1.03</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Responsibility</td>
<td>21.16***</td>
<td>0.15</td>
<td>0.99</td>
<td>0.02</td>
<td>2.18</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forgiveness</td>
<td>15.33***</td>
<td>0.11</td>
<td>1.48</td>
<td>0.02</td>
<td>2.29</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benevolence</td>
<td>2.29</td>
<td>0.02</td>
<td>0.53</td>
<td>0.01</td>
<td>1.59</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avoidance</td>
<td>7.73*</td>
<td>0.06</td>
<td>0.40</td>
<td>0.01</td>
<td>0.33</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenge</td>
<td>2.36</td>
<td>0.02</td>
<td>0.87</td>
<td>0.01</td>
<td>1.12</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complaints</td>
<td>1.04</td>
<td>0.01</td>
<td>0.36</td>
<td>0.01</td>
<td>0.02</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. *p < 0.05, **p < 0.01, ***p < 0.001. P-values were corrected for testing multiple dependent variables according to Holm’s procedure (Holm, 1979). Train Travel Frequency and Train Delay Frequency were included as covariates in the analysis.

To further evaluate the influence of Excuse Type and Apology Type, we additionally performed a JZS Bayes factor ANOVA (Rouder, Morey, Speckman, & Province, 2012) with default prior scales and with both Train Travel Frequency and Train Delay Frequency as nuisance variables (Table 4). We first compared a model with a single main effect for Excuse Type with the Null Model. This revealed strong evidence in favor of the Excuse Type Model for acceptability (BF = 4342.69), responsibility (BF = 4640.88), forgiveness (BF = 466.31), and avoidance (BF = 22.50). Anecdotal evidence for the Excuse Type Model was found for revenge (BF = 1.07). Anecdotal evidence for the Null Model was found for benevolence (BF = 0.72) and complaints (BF = 0.49). Next, we compared the Excuse Type Model with the Main Effect Model (i.e., Excuse Type + Apology Type)
and with the Interaction Model (i.e., Excuse Type + Apology Type + Excuse Type x Apology Type). This revealed substantial to strong evidence in favor of the Excuse Type Model for all dependent variables (3.09 ≤ BF ≤ 70.00). In summary, the Bayesian analysis confirmed that specific excuses were perceived as more acceptable and that these excuses reduced perceived responsibility, increased forgiveness, and reduced avoidance. Moreover, it also provided evidence against the hypothesis that there was a main effect of Apology Type or an interaction between Excuse Type and Apology Type.

### Table 4

<table>
<thead>
<tr>
<th></th>
<th>Excuse Type Model</th>
<th>Main Effect Model</th>
<th>Interaction Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptability</td>
<td>4342.69</td>
<td>1404.30</td>
<td>501.88</td>
</tr>
<tr>
<td>Responsibility</td>
<td>4640.88</td>
<td>1462.03</td>
<td>771.61</td>
</tr>
<tr>
<td>Forgiveness</td>
<td>466.31</td>
<td>145.46</td>
<td>97.77</td>
</tr>
<tr>
<td>Benevolence</td>
<td>0.72</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td>Avoidance</td>
<td>22.50</td>
<td>3.17</td>
<td>0.57</td>
</tr>
<tr>
<td>Revenge</td>
<td>1.07</td>
<td>0.19</td>
<td>0.06</td>
</tr>
<tr>
<td>Complaints</td>
<td>0.49</td>
<td>0.05</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Note. Each cell shows the Bayes factor for the Excuse Type Model, the Main Effect Model (Excuse Type + Apology Type), and the Interaction Model (Excuse Type + Apology Type + Excuse Type x Apology Type) relative to the null model with both Train Travel Frequency and Train Delay Frequency as nuisance variables.

### Path Analysis

To understand the mechanism through which excuse specificity influenced forgiveness and avoidance, we furthermore performed a path analysis in which we tested the hypothesis that a specific excuse is more acceptable and that an acceptable excuse is more likely to reduce the perceived responsibility of the railway company. Two models were compared in the path analysis, namely a model in which the influence of acceptability on forgiveness and avoidance was completely explained by perceived responsibility (Model 1) and a model in which the influence of acceptability on forgiveness and avoidance was partially explained by perceived responsibility (Model 2).

Model fit was evaluated on the basis of the Comparative Fit Index (CFI) and the Standardized Root Mean Squared Residual (SRMR) because Monte Carlo simulation studies have shown that a cutoff criterion of CFI ≥ 0.96 combined with a cutoff criterion of SRMR ≤ 0.09 minimizes the risk of rejecting a true model or accepting a false model (Hu & Bentler, 1999). In addition, we included the Expected Cross Validation Index (ECVI) because this fit index takes into account model parsimony when assessing model fit. The ECVI is a comparative fit index that can be used to compare different models (Schermelleh-Engel, Moosbrugger, & Müller, 2003). The model with the lowest ECVI is preferred over the alternative models. Note that we chose not to report the Root Mean Square Error of Approximation (RMSEA) because it has been shown that RMSEA based
The evaluation of Model 1 revealed that it did not fit the data well, \( \chi^2(5) = 28.83, p < 0.001, \text{CFI} = 0.87, \text{SRMR} = 0.12 \). Model 2, on the other hand, did provide a good fit of the data, \( \chi^2(3) = 9.34, p = 0.025, \text{CFI} = 0.97, \text{SRMR} = 0.07 \), and proved to be a significant improvement over Model 1, \( \chi^2_{\text{diff}}(2) = 19.49, p < 0.001, \Delta \text{ECVI} = 0.12 \) (Figure 1). This analysis thus indicates that specific excuses are more acceptable and that a reduction in perceived responsibility can partially explain why acceptable excuses are more effective in terms of forgiveness and avoidance.

**FIGURE 1.**

visual representation of model 2. One-sided arrows reflect standardized regression coefficients. Double-sided arrows represent correlation coefficients. Legend: Spec = specificity, Acc = acceptability, Resp = perceived responsibility, Forg = forgiveness, Avoid = avoidance. Note that all reported coefficients were significant \((p \leq 0.020)\)

**Discussion**

From an environmental perspective, an important societal challenge is to encourage individuals to make use of sustainable modes of transportation such as public rail transport. However, a weakness of rail transport is its punctuality. When passengers purchase a ticket, they expect their train to arrive on time. As a result, train delays have important reputational and financial costs (Brown & Beltramini, 1989; Folkes et al., 1987; Wang & Huff, 2007). One way to reduce these costs is to provide an excuse that points out the external forces contributing to the delay (Kim et al., 2009; Shaw et al., 2003; Snyder & Higgins, 1988). An efficient way to communicate such excuses to the passengers is to incorporate them in the message that announces the delay. However, excuses should be applied carefully because research suggests that unconvincing accounts can undermine their purpose (Ferrin et al., 2007; Kim et al., 2009). The decisions inflate the risk of rejecting true models when the sample size and number of dfs is small, as is the case in the current study (Kenny, Kaniskan, & McCoach, 2014).
current study therefore investigated how train delay excuses are best implemented by examining whether minor changes to these excuses can influence how passengers experience the delay. First, we compared the effectiveness of specific and non-specific excuses for train delay. Second, we explored the influence of adding an apology to these excuses. Finally, we tested if the influence of the apology differed depending on whether it referred to the cause or the consequence of the delay.

With regard to excuse specificity, the results revealed that participants who received a specific excuse were more likely to forgive the railway company and less likely to look for an alternative mode of transportation in the future. Importantly, this suggests that excuse specificity may not only influence passengers’ attitude towards the railway company but also the number of passengers that drop out. As such, providing specific excuses can be seen as a low-cost measure to mitigate the passenger loss caused by train delays. To understand the mechanism through which these effects arose, we focused on the role of acceptability (Bies et al., 1988; Frey & Cobb, 2010; Mansour-Cole & Scott, 1998; Mellor, 1992; Shapiro, 1991; Shaw et al., 2003) and perceived responsibility (Frey & Cobb, 2010; Gilliland et al., 2001; Shaw et al., 2003). This revealed that specific excuses were evaluated as more acceptable (Frey & Cobb, 2010) and that acceptable excuses produced favorable outcomes because they reduced doubt regarding the responsibility of the railway company (Frey & Cobb, 2010; Gilliland et al., 2001; Shaw et al., 2003). However, perceived responsibility could only partially explain the role of acceptability. This suggests that additional mechanisms contributed to the relation between excuse acceptability and excuse effectiveness. One possibility is that acceptable excuses also reduced the emotional impact of train delays. In support of this idea, Weiner and colleagues (1987) showed that excuses referring to an external cause reduce feelings of anger more effectively than excuses referring to an internal cause.

With regard to the addition of an apology, the results showed that concluding the delay announcement with an apology did not influence the effectiveness of the preceding excuse. This speaks against a large body of research showing that apologies are an effective way of repairing trust (Bisel & Messersmith, 2012; Ferrin et al., 2007; Koehn, 2013; Ohbuchi et al., 1989; Patel & Reinsch, 2003; Risen & Gilovich, 2007; Roschk & Kaiser, 2013). However, such research did not study apologies in the context of excuses. Because excuses achieve trust repair through external attribution and apologies through internal attribution, it has been suggested that they could potentially counteract one another (Kim et al., 2009; Tomlinson et al., 2004). The current study did not find evidence for this proposition. Specifically, neither an apology with high internal attribution (i.e., referring to the cause) nor an apology with low internal attribution (i.e., referring to the consequence) influenced the effectiveness of the excuse. However, the absence of a difference between these two types of apology should be interpreted with caution because the manipulation check suggested that participants did not perceive them differently. Restricting interpretation to the presence or absence of an apology, our results indicate that the addition of an apology had neither positive nor negative consequences. At least two explanations can be put forward for this finding. First, it could be argued that the study had insufficient statistical power to detect an influence of apologies on excuse effectiveness. However, this is unlikely considering that
A Bayesian analysis indicated substantial to strong evidence against an effect of apology type. Second, it is possible that the apology was not perceived as sincere in this context. Indeed, the scripted use of apologies in public transport communication possibly causes them to be perceived as less spontaneous and sincere. Given that these are important factors in determining the effectiveness of apologies (Koehn, 2013; Roschk & Kaiser, 2013; Tomlinson et al., 2004), it is possible that scripted apologies do not possess the necessary elements to produce an effect.

In short, the current study shows that the degree of message specificity but not the addition of an apology has an influence on the effectiveness of excuses following train delay. These findings show how minor adjustments to the communication strategy of public transport organizations can assist in preserving and restoring commuter trust in the face of delays. However, it is of note that the present work was restricted to situations where the railway company was not responsible for the delay. Although this situation is common (Infrabel, 2016), it is not always possible to attribute a delay to external factors. In such cases, it seems implausible that providing detailed information about the cause of a delay has favorable consequences. Importantly, this does not imply that public transport agencies should also attribute delays that could have been avoided to external factors. Apart from ethical considerations, research suggests that a denial of responsibility is associated with worse outcomes than an apology if later evidence refutes the denial (Kim, Ferrin, Cooper, & Dirks, 2004). It is therefore unlikely that such a strategy will be successful in the long run. Given these considerations, an interesting question is how delay announcements can be optimized in situations without an external cause. Because responsibility cannot easily be deflected in these situations, one possibility is that apologies gain importance in such events.

A further question that merits attention is the extent to which drop-out following train delay depends on the availability of transport alternatives. An interesting framework in this respect is the ASE model (De Vries, Dijkstra, & Kuhlman, 1988) which posits that the transition from intention to action depends on skills (e.g. driver license) and barriers (e.g. car ownership). From this perspective, a delayed passenger without a car is less likely to follow up on his/her intention of looking for alternative modes of transportation. Nevertheless, meta-analytic work suggests that intentions are a consistent predictor of subsequent behavior under a wide range of conditions (Webb & Sheeran, 2006). This suggests that obstacles reduce but do not eliminate the probability that individuals follow up on their intention. For example, individuals who do not own a car could avoid public transport by considering alternatives such as carpooling. Future research will be necessary to establish the influence of skills and barriers on avoidance of public transport following delay.

To conclude, the present study shows that railway passengers are less inclined to look for another mode of transportation following train delay when they are provided with a detailed rather than an abstract excuse. This finding offers railway companies an efficient and low-cost measure to reduce passenger loss associated with delay.
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Footnotes

**Footnote 1**

Note that the excuses and apologies were validated in a pilot study (N = 18) including 16 specific excuses and 7 non-specific excuses that were paired with an apology for the cause or an apology for the consequence. Based on the results from this study, we chose the excuses that differed maximally with respect to specificity, \( t(17) = 9.56, p < 0.001 \), and minimally with respect to realism, \( t(17) = -0.93, p = 0.365 \). The apologies were compared on the degree to which they referred to the cause or consequence.
of the delay. This showed that the cause apology referred more to the cause than
the consequence apology, \( t(17) = 13.67, p < 0.001 \), and that the consequence apology
referred more to the consequence than the cause apology, \( t(17) = -3.75, p = 0.002 \).

**Supplementary Material: Scenario**

*Scenario in Dutch*

Gelieve je de volgende situatie aandachtig te lezen en zo levendig mogelijk in te beelden:

Het is vrijdagnamiddag. Al je lessen zijn achter de rug en je bent gepakt en gezakt
onderweg naar station Gent-Sint-Pieters om de trein te nemen naar Antwerpen. Je komt
goed op tijd aan in het station en begeeft je vervolgens naar perron 1, waar je samen
met enkele tientallen mede-passagiers wacht op het aankomen van de trein. Plots
weerklinkt de volgende boodschap door de luidsprekers:

"Aandacht, spoor 1! Vanwege een koperdiefstal ter hoogte van Lokeren [specifiek]
/ Vanwege problemen op het spoor [vaag] heeft de trein van Gent-Sint-Pieters
naar Antwerpen centraal van 16u05 een vertraging van ongeveer 20 minuten. Onze
verontschuldigingen voor het ongemak [gevolg] / voor dit voorval [oorzaak] / [geen]."

*Scenario in English*

Please carefully read the following situation and try to imagine it as vividly as possible:

It is a Friday afternoon. Your classes are over and you are, packed and ready, on your
way to the station of Ghent to take the train to Antwerp. You arrive well in time at
the station and you go to platform 1 where you await the arrival of the train with
a few dozen fellow travelers. Suddenly, the following message is played through the
speakers:

"Attention, platform 1! Due to a copper theft in the vicinity of Lokeren [specific] /
due to problems on the railway track [vague], the 16:05 train from Ghent to Antwerp
is delayed by approximately 20 minutes. Our apologies for the inconvenience
[consequence] / Our apologies for the incident [cause] / [none]."

**Supplementary Material: Questionnaires**

All items were measured on a 7-point Likert scale (1 = “Strongly Disagree”, 7 = “Strongly
Agree”).
Acceptability

Gelieve aan te geven in welke mate je het eens bent met de volgende stellingen.

1. De uitleg bevat onvoldoende informatie
2. De uitleg is adequaat
3. De uitleg is aanvaardbaar
4. Ik zou tevreden zijn met de uitleg
5. De uitleg is niet geloofwaardig
6. De uitleg is redelijk

Please indicate to what extent you agree with the following statements.

1. The explanation does not contain enough information
2. The explanation is adequate
3. The explanation is acceptable
4. I would be satisfied with the explanation
5. The explanation is not credible
6. The explanation is reasonable

Perceived Responsibility

Gelieve aan te geven in welke mate je het eens bent met de volgende stellingen.

1. Volgens mij kon de NMBS deze vertraging hebben vermeden
2. Volgens mij was de vertraging het gevolg van oncontroleerbare omstandigheden
3. Volgens mij lag de NMBS aan de oorzaak van de vertraging

Please indicate to what extent you agree with the following statements.

1. I think the railway company could have avoided this delay
2. I think the delay was caused by uncontrollable circumstances
3. I think the railway company was at the cause of the delay

Forgiveness

Gelieve aan te geven in welke mate de volgende stellingen voor jou van toepassing zijn.

1. Na het horen van deze uitleg zou ik de NMBS kunnen vergeven voor de vertraging
2. Ondanks het horen van deze uitleg zou ik boos zijn op de NMBS
3. Ondanks het horen van deze uitleg zou mijn vertrouwen in de NMBS geschonden zijn
4. Na het horen van deze uitleg zou ik begrip kunnen opbrengen voor de vertraging
5. Ondanks het horen van deze uitleg zou ik de NMBS deze situatie kwalijk nemen
Please indicate to what extent the following statements apply to you.

1. After hearing this explanation, I would be able to forgive the railway company for the delay
2. Despite hearing this explanation, I would be angry at the railway company
3. Despite hearing this explanation, my trust in the railway company would have been violated
4. After hearing this explanation, I would be understanding of the delay
5. Despite hearing this explanation, I would blame the railway company for this delay

**Revenge**

Gelieve aan te geven in welke mate de volgende stellingen voor jou van toepassing zijn.

1. Na het horen van deze uitleg zou ik de NMBS ongeluk toewensen.
2. Ondanks het horen van deze uitleg zou ik het de NMBS betaald willen zetten
3. Ondanks het horen van deze uitleg zou ik hopen dat de NMBS krijgt wat ze verdient

Please indicate to what extent the following statements apply to you.

1. After hearing this explanation, I would wish misfortune on to the railway company
2. Despite hearing this explanation, I would want to get even with the railway company
3. Despite hearing this explanation, I would hope that the railway company gets what it deserves

**Avoidance**

Ondanks de omgeroepen uitleg zou de vertraging me aanzetten...

1. ...tot het overwegen van andere vervoersalternatieven
2. ...om in het vervolg de trein te vermijden
3. ...om niet meer met de trein te reizen
4. ...om de NMBS te vermijden in de toekomst
5. ...om zoveel mogelijk afstand te houden van de NMBS
6. Ondanks het horen van deze uitleg zou ik geen vertrouwen meer hebben in de NMBS

Despite this explanation the delay would make me...

1. ... consider other transportation alternatives
2. ... avoid the train in the future
3. ... travel no longer by train
4. ... avoid the railway company in the future
5. ... take as much distance as possible from the railway company
6. Despite hearing this explanation, I would no longer trust the railway company

Benevolence

Gelijke aan te geven in welke mate de volgende stellingen voor jou van toepassing zijn.

1. Ook al ben ik benadeeld, zou ik na het horen van deze uitleg welwillend staan tegenover de NMBS
2. Na het horen van deze uitleg zou ik geen wrok koesteren tegenover de NMBS

Please indicate to what extent the following statements apply to you.

1. Even though I’m disadvantaged, I would have goodwill for the railway company after hearing this explanation
2. After hearing this explanation, I would not hold a grudge against the railway company

Complaints

Ondanks de omgeroepen uitleg zou de vertraging me aanzetten...

1. ... tot klagen mijn vrienden/familie
2. ... tot het schrijven van een klachtenbrief naar de ombudsdienst van de NMBS
3. ... tot klagen bij de conducteur
4. ... tot klagen bij mijn mede-passagiers

Despite this explanation the delay would encourage me...

1. ... to complain to my friends / family
2. ... to write a letter of complaint to the ombudsman of the railway company
3. ... to complain to the conductor
4. ... to complain to my fellow passengers

Manipulation check

Gelijke aan te geven in welke mate de volgende stellingen voor jou van toepassing zijn.

1. Volgens mij verontschuldigde de NMBS zich voor hetgene dat de vertraging heeft veroorzaakt
2. Volgens mij verontschuldigde de NMBS zich voor de last die ik ondervond van de vertraging
3. Ik vind de oorzaak van de vertraging realistisch
4. Ik vind de oorzaak van de vertraging onwaarschijnlijk
5. Volgens mij treedt vertraging door deze oorzaak soms op in het echt
6. Ik vind de uitleg die voor de vertraging gegeven werd specifiek
7. Ik vind de uitleg die voor de vertraging gegeven werd vaag
8. Ik vind de uitleg die voor de vertraging gegeven werd gedetailleerd
9. Ik vind de uitleg die voor de vertraging gegeven werd uitgebreid

Please indicate to what extent the following statements apply to you.

1. I think the railway company apologized for the event that caused the delay
2. I think the railway company apologized for the inconvenience I experienced due to the delay
3. I think the cause of the delay is realistic
4. I find the cause of the delay unlikely
5. I believe that delays by this cause also occur in real life
6. I think the explanation for the delay was specific
7. I think the explanation for the delay was vague
8. I think the explanation for the delay was detailed
9. I think the explanation for the delay was extensive
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Abstract

Using the rider survey data collected from Hudson-Bergen Light Rail Transit System in New Jersey, this paper investigated the residential relocating decisions of the riders who have been riding the LRT for a period of time. Using the Heckman’s sample selection model, the paper extends the current mobility literature by describing not only a rider’s likelihood to move as a result of the new LRT service but also the movers’ orientation toward their residence distances to LRT stations. Information on the socio-economic characteristics of the movers and their residence distances to LRT stations would help planners and developers identify areas where housing growth associated with specific characteristics of the riders will occur, and plan for these areas to provide affordable housing and amenities for relocating residents.
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Introduction

Transportation, social, and economic impacts of light rail transit (LRT) service on the communities have been the subjects of many studies including accessibility, property value, dislocation, transit-focused development, auto ownership, and mode shares. However, very little work has been devoted to the examination of LRT’s influences on residential moving behavior and the spatial redistribution of riders’ residences. In
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2008, New Jersey Transit conducted a platform survey along the northern segment of the Hudson-Bergen Light Rail Transit (HBLRT). The survey included the questionnaire about the extent to which the HBLRT service affected riders’ moving decisions and their daily living. The survey results showed that 65% of the riders had actually moved in response to the new LRT service. For those riders who had moved, 46% and 24% of them consider, respectively, the LRT as a "very important" and "somewhat important" factor in their moving decision-making process. Based on the HBLRT survey data, this paper focuses on the residential relocating decisions of the riders who have been riding the HBLRT for a period of time. Two relocating decisions were analyzed, including whether or not a rider would move as a result of the new LRT service (discrete choice) and, having decided to move, how far a rider would live away from the nearest LRT stations (continuous choice).

The objective of this paper is to use an econometric model to jointly investigate the rider’s discrete move choice and continuous distance choice. A major characteristic of such mixed discrete-continuous models is that the continuous dependent variables are censored because data on residence distance to the station usually exhibit certain number of observations clustered at zero (when no move occurs), with the rest of the observations being positive (when move occurs). In either case, the commonly used ordinary least squares (OLS) regression on the entire sample will produce biased parameter estimates because the residuals do not have a mean zero. Yet, estimation of OLS with a truncated sample created by dropping observations with zero values will also yield inconsistent estimates because of potential sample selection bias (Greene 2000). A typical model used to account for the censored nature of the data is the Tobit model (Tobin 1958) which analyzes censored data in a regression context. However, the Tobit model not only restricts the exact same variables affecting the rider’s move and distance decisions but also restricts the relative effects of those variables to be equal in both decisions. To relax these restrictions, this paper adopted a Heckman-style two-stage sample selection model (Heckman 1979).

Literature Review

Very few studies have associated LRT service with respect to residential moving behavior. At most, Cao and Schoner (2013) investigated transportation impact of the Hiawatha LRT in the Twin Cities by exploring motivations for people moving into the LRT corridor and the socio-economic/demographic characteristics of the movers. They found that compared to non-movers (defined as residents who have lived in the Hiawatha corridor before the opening of LRT), Hiawatha movers are more likely to be well-educated, younger, employed, and renters. There are no significant differences in household size, income, share of female, and number of cars per driver between movers and non-movers in the Hiawatha corridor. Important relocating factors considered by movers include easy access to transit station, job accessibility, affordable and high quality living unit, and safe neighborhood.

Instead of focusing on LRT, a number of studies investigated the impact of a new rail service on residential location choice. Orchieng et al. (2002) conducted a survey analysis.
of the residential relocations that followed the New Jersey Transit Midtown Direct rail improvement. The survey shows that improvement caused 8% of the riders to relocate their residence within five months of the start of the service. In addition, 15% of the respondents stated they would relocate if they could save between 31-45 minutes on their one-way commute. In the decision to choose residence, the most important attributes include accessibility to work, school, and services, neighborhood security, real estate values, and traffic congestion concerns. The above survey was also used by Holguin-Veras et al. (2002) to analyze the impacts of transit accessibility changes upon residential location choice. The result indicates that the decision to change residence is affected by overall accessibility (for all modes) rather than transit accessibility only. Riders also take into account the overall characteristics of the commute (including travel time, comfort, convenience, among other) while making residential choice decisions, as opposed to the sole consideration of travel time.

Using travel data from the San Francisco Bay Area, Cervero and Duncan (2008) employed a nested logit model to jointly estimate the traveler’s decision to live near a train station (within ½ mile radius) and the decision to routinely take rail to work. The research reveals that station-area residents are most likely to be lower-income households, younger individuals, non-traditional households (traditional household is defined as two adults between the ages of 25 and 54 years with at least one child), Asian-Americans and Hispanics, and have lower levels of auto ownership. Also instrumental in the choice to live near transit is job accessibility via both transit and highway networks (Note: Many rail stations in the Bay Area have good highway access.) Lund (2006) conducted a survey of households who moved to transit-oriented developments (TODs) that were served by rail (including light, heavy, and commuter rail system in the San Francisco Bay Area, Los Angeles, and San Diego). Only about one-third of respondents reported access to transit as one of the most important reasons for choosing to live in a TOD. Other important reasons include cost of housing, quality of the living environment, and access to shops and services. Those who reported that their choice of residence location was motivated in part by access to transit were more likely to use transit than those who did not. Olaru, et al. (2011) also evaluated how households consider TOD characteristics in their residential location decisions with regard to new Mandurah railway line stations in Western Australia. Whereas “stage of life” (a continuous evolution of family structure) is found to influence household relocation decisions significantly, other important factors include affordable and safe locations, proximity to shops, services, and transit, and prospects for increased real estate prices.

From the review of literature, it appears that previous studies largely concentrated on the exploration of the characteristics of station-area residents and their main reasons for moving to the station area. Therefore, the primary contribution of this paper is to extend the current mobility literature by describing not only a rider’s likelihood to move as a result of the new LRT service but also the movers’ orientation toward their residence distances to LRT stations. Although recent studies (Holguin-Veras, et al. 2002; Lund 2006; Olaru 2011) claimed that access to transit was not always viewed as the most important factors for people to make relocation decisions, the HBLRT survey
showed that 65% of the riders had actually moved in response to the new LRT service. This result suggests that improved transit access can be a dominant relocation factor in certain conditions, particularly when the new LRT system can easily connect to existing transportation infrastructure (Note: The HBLRT provides connections to PATH subway, ferry service, bus stops, suburban commuter rail, and park and ride lots). This multi-modal connectivity would provide transit riders more options for more destinations in general and improves job accessibility to lower and midtown Manhattan and Newark in particular.

**Model Description**

In this paper, two mobility (move and distance) choices were analyzed using the Heckman's sample selection model (Heckman 1979). The model contains two latent variable equations: the move equation (first stage) and distance equation (second stage). The move equation uses a binary probit model to determine whether or not a rider would make a residential move as a result of the new LRT service. For those riders who have decided to move, the distance equation uses a linear regression to calculate how far a rider would live away from the nearest LRT station. To control for sample selectivity, the second stage regression appends the inverse Mills ratio (Greene 2000) calculated from the linear predictions of the probit model as an additional independent variable. A more detailed description of the model structure and its estimation method is included in Appendix 1.

**Data Description**

The primary rider data were drawn from New Jersey Transit's 2008 platform survey conducted at seven stations along the 5.5-mile northern segment of the Hudson-Bergen Light Rail Transit (HBLRT) between Tonnelle Avenue in Jersey City and the Hoboken Terminal in Hoboken. As shown in Figure 1, the seven stations include Tonnelle Avenue, Bergenline Avenue, Port Imperial, Lincoln Harbor, 9th Street, 2nd Street, and Hoboken Terminal. The survey technique was to distribute self-administered questionnaires at every station and ask passengers to return them by mail or to drop boxes at stations. The target population consisted of typical weekday boarding passengers traveling southbound from the selected stations during the time period 4:45 AM – 4:00 PM. Surveying in one direction is to reduce the likelihood of asking the same riders to fill in the questionnaire twice. (Note: Because questionnaires were distributed to southbound passengers only, the Hoboken Terminal would act as a collection station.) The sampling strategy adopted a census approach, in which an attempt was made to distribute a survey form to every boarding passenger. If the survey form was refused, it was put to the side not to be reused. The final count of the refused survey forms and field survey records confirm the total boarding volumes at each station and the total number of forms that were handed out.
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FIGURE 1. The Northern Segment of the HBLRT
The survey consisted of 39 questions covering the information on riders’ travel patterns, customer satisfaction ratings, workplace locations, residential relocations, and socio-economic and demographic (SED) characteristics. To understand how the HBLRT service affects riders’ moving decisions, one of the questions is that “If you moved within the last five years, how important was the availability of the HBLRT service in your decision to move?” Four categories are available for respondents to mark the importance of the HBLRT, including “Very important”, “Somewhat important”, “Somewhat unimportant”, and “Not important at all”. Survey results show that 46% of the movers considered LRT “very important” and 24% of the movers consider LRT “somewhat important”. The above responding results also indirectly revealed that approximately 65% of the riders had made the decision to move after the HBLRT service began operation. Because riders who had made the decision to move also provided their new address information, geocoding of these addresses into a GIS-based database system allowed us to calculate the Manhattan distance, in miles, from a rider’s residence to LRT station.

After the responses were reviewed and errors were corrected, the final data collection effort resulted in 1,023 usable survey forms, achieving a response rate of approximately 19%. The distribution of usable survey forms among the six stations surveyed matches the distributions of the total boarding volumes, implying a representative sample of passengers entering the northern segment of the HBLRT system. The 1,023 responses would achieve a system-wide confidence level of 90% with a ±8.5% margin of error for the survey results. A 8.5% margin of error means that if the survey was repeated, survey responses would lie ±8.5% of the initial survey responses 90 percent of the time, for each survey question. Or, we are 90% confident that the actual values are ±8.5% of the reported values.

Variable Specification

The Heckman’s sample selection model contains two latent variable equations: the move and distance equations. The dependent variable of move equation is a binary variable that has the value of one if a rider’s move was observed and zero otherwise. The dependent variable of distance equation is the amount of road network distance (in miles) from a rider’s residence to the nearest LRT station. The distance variable would have the value of 0 if a rider did not make a move. For model estimation, the natural log of the distance was used to reduce the effects of the skewed nature of the distance variable as well as guaranteeing the nonnegativity of the distance predictions. To control for sample selection bias in the distance equation, it is suggested there should be at least one independent variable that appears in the move equation but not the distance equation (Wooldridge 2009).

The main category of the independent variables used in the analysis is individual (rider) and household socio-economic and demographic (SED) characteristics, including household income, age of individual rider, number of children less than 18 years old, race, ethnicity, automobile ownership, and tenure (own or rent). These variables were used to account for the taste variations in mobility choices between different.
household groups, as well as capturing the effects of the life-cycle stage of a household and its orientation toward changing housing needs.

Whereas most of the SED variables are self-explanatory, household income was defined as a set of three income categories (from low, middle, to high) to encompass approximately 30, 40, and 30 percent respectively of all households. To allow for a nonlinear relation between income and dependent variables, each income category was specified as a dummy variable with value of one if a rider belongs to that category and 0 otherwise. Only low- and middle-income categories were entered into the model due to the collinearity problem in model estimation. Similarly, the age variable also was classified by three age categories: age<34, 35≤age≤55, and age>55. Young-age (age<34) category was used as the base category and, therefore, only middle- and old-age were entered into the model.

In addition to SED variables, access mode, workplace location, and length of time using LRT were also included in the models. The choice of these variables was based either on the findings from previous research, or on the statistical tests of the parameter estimates. Finally, constants were included to capture the mean effects of unobserved or unmeasured variables that affected rider relocation decisions, so that the random component of the model would be forced to have zero mean. Because rider information on relocation and transportation costs was not available, the constants would represent largely the costs and, therefore, their signs were expected to be negative.

**Estimation Results**

The parameter estimation results of the model are presented in Table 1. All the coefficient estimates for variables about which hypotheses were formulated have the expected signs. A positive coefficient for a variable in the move equation means that the likelihood of move increases with an increase in the value of that variable. Similarly, a positive coefficient for a variable in the distance equation means that the distance from a residential location to its nearest transit station increases with an increase in the value of that variable. Most individual coefficient estimates are significantly (at the 95% confidence or more) different from zero, implying that the selected variables can adequately explain variations in the move/distance data. Because the correlation coefficient $\rho$ is statistically significant, the error term $e_i$ in Equation 1 (in Appendix 1) is correlated with the error term $\varepsilon_i$ in Equation 2. Therefore, unobserved factors driving riders’ moving also have impacts on riders’ distance choice, indicating that the effort to construct a Heckman sample selection model is worthwhile.

In the remainder of this section, model estimation results are discussed with emphasis on the effect of the independent variables on rider’s mobility decisions. Based on the magnitude of the coefficient estimates, independent variables of age, income, walk access and renter in the move equation have relatively large effects on the rider’s decision to move or stay. Similarly, independent variables of age, income, walk access, bus access and automobile ownership in the distance equation have relatively large effects on the rider’s decision to determine the residence distance to LRT station.
As shown in Table 1, the constants are negative and highly significant, indicating diminishing utility for riders to make a residential relocation decision. The age variables show that younger adults exhibit a greater tendency than middle-aged and senior riders to move after the introduction of a new LRT service. This is possibly due to the fact that the life-cycle stage of the younger people experience more changes due to marriage and divorce. Furthermore, younger people experience more moves because of lower residential moving costs and more opportunities to get a better residence offer. Regarding residence distance to LRT station, the distance equation shows that senior riders are more likely than younger riders to live nearby LRT stations.

The value of income coefficients in the move equation is smaller with respect to high/middle-income riders and, therefore, increase in income would decrease the probability of a rider making a residential move as a result of the new LRT service. The magnitude of income coefficients decreases with increasing household income but at a decreasing rate, indicating a nonlinear effect of income on rider’s move propensity. With regard to residence distance to LRT station, high-income riders are more likely than low-income riders to live closer to LRT stations once they have decided to make a residential relocation. This seems logical because of increases in the market value of residential properties located near transit stations. Note that the variable of middle-income was purposely not included in the distance equation in order to account for selection bias (Wooldridge 2009).

LRT riders who access stations by walking are more likely to move than riders who access by cars or buses. Furthermore, riders with bus access have a lower probability than riders with car access of making a move decision. This is possibly because that bus-access riders already have a direct bus connection to a LRT station and may lose bus availability and convenience after residential relocations. Regarding the residence distance to LRT stations, riders with walking or bus access show a greater propensity to live closer to LRT stations. In contrast, car-access riders are prone to live farther to LRT stations.

The presence of children has a negative effect on the rider’s moving propensity and, therefore, as the number of children increases, the riders are less likely to move. Lower mobility rates are expected because the presence of children usually increases the cost of moving. In respect to residence distance to LRT station, a positive children coefficient indicates that the riders with more children are prone to live farther to LRT stations. Riders with a low car ownership level are prone to make a residential move as a result of a new LRT service. This is presumably because the riders with fewer cars are more likely captive to transit and, therefore, would like to move and live in housing within the walking distance of LRT station. For those riders who have decided to move, a lower car ownership level would be associated with riders living in housing near stations than in housing farther away.

Riders with rented housing are more likely to move than homeowners. For the renters higher mobility rates are expected, as the moving costs are lower. Regarding the residence distance to LRT stations, homeowners show a greater propensity than renters to live closer to the stations. This would suggest that the proposed housing developments near the stations should focus on sales rather than rental markets. Hispanic riders have the lower propensity for moves than other ethnic riders. However,
Hispanic movers are prone to like proximity to the stations than other ethnic movers. Similarly, white riders are less likely than nonwhite riders to move, but white movers are more likely than nonwhite movers to live near the stations.

Riders who work in New York City are prone to move than riders who work in New Jersey. For those riders who have decided to move, New York City workers are more likely than New Jersey workers to live further away from the stations. This result indicates that the LRT’s regional connectivity might reduce total travel times of the New York City workers and, therefore, they could choose a new residence further away from the stations. Finally, length of time using the LRT service has a negative effect on the rider’s moving propensity, implying a lower probability of relocating as the overall length of time reported by riders using LRT service increases. This result may suggest that the earlier the riders decide to move, the more likely they would view transit access (rather than housing cost or quality) as the top reason for moving. Once the riders have decided to move, the longer the riders use LRT service, the less likely they would live further away from LRT stations.

### Table 1

<table>
<thead>
<tr>
<th>Move and Distance Model Estimation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Variable</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td>High income</td>
</tr>
<tr>
<td>Middle income</td>
</tr>
<tr>
<td>Age &gt; 55</td>
</tr>
<tr>
<td>35 &lt; Age &lt; 55</td>
</tr>
<tr>
<td>Children &lt; 18 years</td>
</tr>
<tr>
<td>Automobile ownership</td>
</tr>
<tr>
<td>Walk access</td>
</tr>
<tr>
<td>Bus access</td>
</tr>
<tr>
<td>Renter</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
</tr>
<tr>
<td>White</td>
</tr>
<tr>
<td>Work in New York City</td>
</tr>
<tr>
<td>Length of time using LRT service</td>
</tr>
<tr>
<td>$\sigma_E$</td>
</tr>
<tr>
<td>$\rho$</td>
</tr>
<tr>
<td>Number of Observations</td>
</tr>
<tr>
<td>Log likelihood at convergence</td>
</tr>
</tbody>
</table>

**Conclusion and Discussion**

Using the HBLRT rider survey data, this paper conducted a cross-sectional analysis of the residential relocating decisions for riders who have been riding the HBLRT for a period of time. This transit investment opens new residential opportunities because the HBLRT provides the regional connectivity that makes it a viable transportation
option for relocated residents to enjoy easy access to a diverse array of destinations. Two relocating decisions were analyzed, including whether or not a rider would make a residential move as a result of the new LRT service (move choice) and, having decided to move, how far a rider would live away from the nearest LRT station (distance choice). Using socio-economic and demographic (SED) data from the survey, the Heckman sample selection model was used to explore the characteristics of the riders most likely to move and the movers’ orientation toward their residence distances to LRT stations. Note that although the current model is largely employed to explain past riders’ decisions, it can be used to forecast relocating decisions of the riders who are starting to use the HBLRT or a new LRT system if their SED data are available. This relocation forecasting would provide useful information to help planners/developers plan out housing and amenities for relocating residents, as explained later.

Regarding the effects of demographic characteristics on the move and distance choices, the model reveals that senior riders, Hispanic origin riders, white riders, or riders with more children are less likely to move as a result of the new LRT service. For those riders who have actually moved in response to the new service, senior riders, Hispanic origin riders, white riders, or riders with few children are prone to live near LRT stations. In respect to the effects of socio-economic characteristics, the model indicates that riders with high household income, home ownership, and high auto ownership level have the lower propensity for moves. For those riders who have decided to move, high-income riders, homeowners, or riders with low auto ownership level like proximity to LRT stations. The model also indicates that the riders who access stations by walking are more likely to move than riders who access by cars or buses. Walking-access riders show a greater propensity (than car- and bus-access riders) to live closer to LRT stations. Compared to riders who work in New Jersey, riders who work in New York City are prone to move and incline to live further away from the stations. Finally, the longer riders have used LRT services, the less likely they would move and more likely they would live near LRT stations.

By knowing the characteristics of riders most likely to move and the movers’ residence distances to LRT stations, both planners and developers can identify areas where housing growth associated with specific characteristics of riders will occur, and plan for these areas to provide housing and amenities for relocating residents. More specifically, planners would understand the role and influence of LRT on residential moving behavior and the spatial redistribution of movers’ residences. According to survey results, the movers’ residential locations are shown as green circles in Figure 2. Although our model is not a residential location model, it can estimate how far a mover would live away from a LRT station. The model shows that 34% of the movers choose to live within 0.5 mile road network distance of a LRT station; 63% live within 1 mile of a station; 77% live within 2 miles of a station; 87% live within 5 miles of a station; and 13% live beyond 5 miles of a station. The average distance from movers’ residences to LRT stations is 2.4 miles and the median is 0.7 mile. This information would allow planners to undertake planning efforts at specific locations by providing housing and amenities for relocating riders. Planning efforts may include the land use plan related to the type, location, density and intensity of development, and the transportation plan related to designation of a system of motorized and non-motorized travel that supports the land use plan.
On the one hand, survey results show that 56%, 24%, and 20% of the movers would access stations by walking, buses, and cars, respectively. On the other hand, the model indicates that the average distances between movers’ home and stations are different along the mover’s choice of access mode. The average distances for walking, bus, and car movers are 0.51, 2.53, and 7.59 miles, respectively. As described before, approximately 34% and 63% of the movers choose to live within 0.5 and 1 mile road distance of a LRT station. All of this information suggests that planners consider the integration of land use and transit development (e.g., developing transit-friendly neighborhoods to support transit infrastructure) within 0.7 or 0.8 mile road distance of a LRT station.
By knowing the characteristics of movers and their residence distances to LRT stations, developers would know the challenges and opportunities for developing specific housing types within various road distances of a LRT station to serve different income levels, family structure, and ownership. For those areas nearby the stations, for example, useful modeling information for the developers include:

- Whereas high/middle-income riders and homeowners are less likely to move, they are associated with those riders who would live closer to the stations provided they decide to move. In contrast, low-income riders and renters have a higher propensity to relocate, but are associated with those riders who would live farther to the stations. This implies that the greater share of new housing units being created near stations should be planned for sales (rather than rental) markets and for high- and middle-income households.

- Senior riders are less prone to relocate, but are associated with those riders who would like proximity to stations once they decide to change residence. In similar conditions, riders with more children and higher automobile ownership levels are less likely to move and more prone to live farther to stations. This result indicates that the new housing units (and their associated amenities) being created near stations should be designed for accommodating smaller household size, senior residents, and households with lower auto ownership level.

Therefore, instead of developing a diversity of housing types and price ranges in all areas, each area’s development should be tailored to meet the housing demand associated with specific characteristics of the movers, including ages, races, income levels, ownership, and family status. Once knowing the characteristics of the movers in an area, planners and developers can develop policies and plans to offset the rising cost of land, keep housing affordable, and yet allow high quality housing to be built.
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Appendix 1. Model Structure

The Heckman’s sample selection model contains two latent variable equations: the move equation (decision to move or stay) and distance equation (residence distance to the nearest LRT station). They are defined as follows:

\[ d_i^* = \alpha' z_i + e_i, \quad i = 1, 2, \ldots, N \]  
\[ d_i = 1, \quad \text{if} \quad d_i^* > 0; \quad d_i = 0, \quad \text{if} \quad d_i^* \leq 0 \]  
\[ y_i^* = \beta' x_i + \varepsilon_i, \quad i = 1, 2, \ldots, n, \quad n < N \]  
\[ y_i = y_i^*, \quad \text{if} \quad d_i = 1; \quad y_i = 0, \quad \text{if} \quad d_i = 0 \]  

where \( d_i^* \) and \( y_i^* \) are the latent dependent variables for individual rider \( i \); \( N \) and \( n \) are the numbers of observations in the full and selected samples, respectively (Note: The selected sample includes uncensored observations \( d_i = 1 \) only); \( z_i \) and \( x_i \) are vectors of observed explanatory variables; \( \alpha \) and \( \beta \) are vectors of parameters to be estimated; and \( e_i \) and \( \varepsilon_i \) are the error terms assumed to be correlated through a correlation coefficient \( \rho \), independently of \( (z_i, x_i) \), and bivariate normally distributed, with zero mean and unknown covariance matrix.

\[
\begin{bmatrix}
\epsilon_i \\
\varepsilon_i
\end{bmatrix} \sim N
\begin{bmatrix}
0 \\
\rho \sigma_x \sigma_e \\
0 \sqrt{\sigma^2_e} 
\end{bmatrix}
\]  

where \( \sigma^2_e \) is normalized to 1 for identification purposes. The latent variable \( d_i^* \) in Equation 1 represents the rider \( i \)'s propensity to make a residential move as a result of the new LRT service, and it is continuous and unobserved. Instead, we observe the binary realization \( d_i \), which takes the value \( d_i = 1 \) when \( d_i^* > 0 \) (move occurs), and \( d_i = 0 \) when \( d_i^* = 0 \) (no move occurs). The latent variable \( y_i^* \) in Equation 2 contains the Manhattan distance information (i.e., the shortest road distance (in mile) from residence to the nearest LRT station) of those riders for which the realization variable \( d_i = 1 \), that is \( y_i = y_i^* \) when \( y_i^* > 0 \), otherwise their information is unobservable (\( y_i = 0 \)).
The standard procedure to estimation of the model is the Heckman two-step estimator. The resultant estimates are consistent but not asymptotically efficient under the normality assumption. More efficient estimates can be obtained using the full information maximum likelihood (FIML) approach (Greene 2000). The log-likelihood for the full sample of observations is given as follows:

\[
\ln L = \sum_{i=1}^{n} \ln \Phi(-\alpha z_i) + \sum_{i=1}^{n} \left[ -\ln \sigma_e + \ln \Phi \left( \frac{y_i - \beta' x_i}{\sigma_e} \right) + \ln \Phi \left( \frac{\alpha' z_i + \rho \sigma_e^{-1} (y_i - \beta' x_i)}{\sqrt{1 - \rho^2}} \right) \right] \quad (4)
\]

Maximization of this function produces simultaneous estimation of the parameters of both the move and distance equations (i.e., \( \alpha, \beta, \rho, \) and \( \sigma \)). Compared with the Heckman procedure, the FIML estimator is computationally intensive and difficult to numerically find the maximum values. Hence, good starting values already close to the true parameter values become very important. In this study, the final values of the Heckman procedure were used as the starting values for the FIML procedure.
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